
Recap

• Multiple trace hypothesis 

• Summed similarity (link to recognition 
memory)



Empirical evidence for 
summed similarity



Experiment I: Recognition of 
items from categorized lists



Study: PREACHER,  RUBY,  SHIRT,  COAT,  
MINISTER,  PEARL,  DRESS,  BOOKLET,  DIAMOND,  
SAPPHIRE,  RABBI,  MOUSE,  EMERALD, . . .

Test: DIAMOND (target),  BROCHURE (lure),  
BLOUSE (lure),  BOOKLET (target),  OPAL (lure), 
DRESS (target), . . . 
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Experiment 2:  Recognition 
of visually-similar textures
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Photo lineups

Clark and Tunnicliff, 2001



Connection to strength theory

• Given a baseline item, we can ask how similar each 
target and lure is to that baseline item 

• We get a distribution of lure similarity values and 
target similarity values (analogous to lure and 
target strength values) 

• We can make ROC curves using these similarity 
values



Summed similarity ROC
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Revisiting the mirror effect

More frequently used English words have 
(A) lower hit rates and (B) higher false alarm rates.  

They also have (C) longer response times.



Revisiting the mirror effect

• Words’ attribute vectors are related to the 
contexts in which the words occur 

• Common words are associated with many 
contexts 

• Therefore any two common words are more 
likely to share contextual features 

• Therefore common words are (on average) 
more similar to each other than rare words



• How much “boost” in similarity “strength” 
does a common word get after a new 
presentation? 

• That’s determined by how different the 
presentation context is from one of the 
contexts already associated with the word 

• Since common words are associated with 
many contexts, the chances of the current 
context being different is smaller for 
common vs. rare words

Revisiting the mirror effect



Revisiting the mirror effect

• Common words get a smaller boost in strength 
after a presentation, because the presentation 
context will tend to overlap more with the 
common word’s associated context 

• This explains why common targets have a lower 
hit rate 

• Common words are more similar to anything (on 
average), so they start out with a higher similarity 
to the probe 

• This explains why common targets have a 
higher false alarm rate



Word frequency or contextual 
similarity?

of different contexts in which words are used. In fact, the bind,
cue, and decide memory model described by Dennis and Hum-
phreys (2001) predicts that words that are low in context variabil-
ity will be better recognized than words that are high in context
variability. In this article, we derive a normative measure of
context variability and empirically assess its effect on recognition
memory.

Operationally Defining Context Variability

Our operational definition of the number of different contexts in
which a word has appeared prior to an experiment is similar to
Dennis’s (1996). Our analyses were performed on the Touchstone
Applied Science Associates (TASA) corpus (Landauer, Foltz, &
Laham, 1998) that contains a large collection of text documents
containing information to which 3rd to 12th graders might be
exposed (e.g., language and arts, social studies, science, health,
business, etc.). Because each document formed a semantically
coherent piece of text, we assumed that different documents could
be interpreted as different contexts, and because the texts corre-
spond to the type of information to which schoolchildren are
exposed, it is likely that adults will have encountered words in
similar contexts (Landauer et al., 1998). The TASA corpus con-
tains 10,710,325 words and 37,652 text passages or contexts. As a
measure for context variability we simply count the number of
different TASA text passages in which a word appears. These
counts are referred to here as context frequency counts.

The Relationship Between Context Frequency and Word
Frequency

As we mentioned earlier, context variability might be correlated
with how often a word is encountered in all contexts (i.e., word
frequency). Using a different corpus of Australian newspaper
articles, Dennis (1996) demonstrated that word frequency is highly
correlated with the number of different contexts in which a word
appears. Figure 1 shows this relationship as based on the TASA
counts: Word frequency is highly correlated with context fre-

quency (R ! .98). Nevertheless, it is possible to select words from
the corpus in such a manner that words associated with a given
range of frequency can vary in their context variability.
In Table 1, we show some examples of words listed in terms of

their word frequency and context frequency counts. For example,
the high-frequency words atom and afternoon occur about equally
often in the TASA corpus. However, the context frequencies for
these words show that atom occurs in only 354 text samples (low
context variability), whereas afternoon occurs in 1,025 text sam-
ples (high context variability). Similarly, the two low-frequency
words tornado and outlook occur about equally often in the corpus,
and also differ in their context frequency count: Tornado occurs in
fewer text samples than outlook. Thus, words with the same word
frequency can vary in context variability and vice versa.

Experiment

In this single-item recognition experiment, we tested the hy-
pothesis that context variability affects the recognition of words.
To demonstrate that such an effect arises not because of differ-
ences in word frequency, we controlled the normative word fre-
quency of the words used in this experiment. We selected words
from the TASA corpus that varied in context variability and word
frequency, each in two different ranges. These groups of stimuli
are shown in Figure 1, which illustrates that the range of context
variabilities is greater for LF than for HF words and therefore that
context variability might have a greater effect on the recognition of
LF words than of HF words. Malmberg, Steyvers, Stephens, and
Shiffrin (2002) found that the orthographic distinctiveness of a
word significantly affects recognition memory and that this factor
is correlated with word frequency. In this experiment we con-
trolled for orthographic distinctiveness to observe the effects of
context variability independently of this factor.

Method
Participants. Thirty-one Indiana University, Bloomington students

who were enrolled in introductory psychology courses participated in the
experiment in exchange for course credit. An additional 110 subjects
participated via the Internet. The inclusion of an online group in this study
served two purposes. First, it allowed us to test the reliability of the effects
across two subject populations. Second, and more important, detailed
statistical analyses of effects across items and subjects could be conducted
because of the relatively large number of observations. Details of the
advantages and disadvantages of online experiments have been discussed
elsewhere (e.g., Reips, 2002; Reips & Bosnjak, 2001).
Design and materials. Normative word frequency and context vari-

ability were varied as within-subject variables in a 2 " 2 factorial design.
The dependent variables were hit rates (HRs), false-alarm rates (FARs),
and da (Macmillan & Creelman, 1991).
We selected 288 words from the TASA corpus (see the Appendix). Our

analyses showed that nouns, verbs, and adverbs differ greatly in their
context variability. Therefore, we included only nouns in our word selec-
tion to facilitate the problem of balancing for context variability. The nouns
were organized into four groups (each group containing 72 items) accord-
ing to context variability and normative word frequency: (a) low context
variability/low word frequency, (b) high context variability/low word fre-
quency, (c) low context variability/high word frequency, and (d) high
context variability/high word frequency. The word groups were also con-
trolled for orthographic distinctiveness (Malmberg et al., 2002) so that the
average letter frequency of the words in the four groups was approximately

Figure 1. Relationship between word frequency and context frequency
(both shown on logarithmic scale). Gray points show relationship for all
words in the Touchstone Applied Science Associates corpus.
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Common words have higher false alarm rates 
(made worse by increased contextual variability)

words with low context variability than for words with high
context variability in both the lab and online conditions: F(1,
30) ! 18.3, MSE ! 0.17, and F(1, 109) ! 106.5, MSE ! 0.80,
respectively. Hence, words with low context variability were better
recognized than words with high context variability.
Mean da was greater for low than for high context variability

words in both the lab and online conditions: F(1, 30) ! 47.4,
MSE ! 3.94, and F(1, 109) ! 105.7, MSE ! 16.9, respectively.
The interaction between word frequency and context variability
was significant in both the lab and online conditions: F(1,
30) ! 9.54, MSE ! 0.58, and F(1, 109) ! 6.24, MSE ! 0.80,
respectively. The context variability effect was larger for LF words
than for HF words, as expected when the range of context vari-

abilities is greater for LF than for HF words (as is the case in the
TASA corpus).
z-ROC slope effects. Table 3 lists the z-ROC slopes for the

four conditions. Mean slopes are higher for HF words than LF
words in both the lab and online conditions: F(1, 30) ! 51.8,
MSE ! 0.70, and F(1, 109) ! 87.8, MSE ! 2.0, respectively,
replicating previous findings (e.g., Glanzer, Kim, Hilford, &
Adams, 1999). Context variability also had a significant effect on
z-ROC slopes. Mean slopes were higher for high than for low
context variability words in both the lab and online conditions:
F(1, 30)! 23.3,MSE ! 0.38, and F(1, 109)! 72.9,MSE ! 1.64,
respectively.
Generalizability across subjects. Figure 2 shows how the lab

and online participants show similar effects for context variability
and word frequency. Statistical analyses revealed no significant
differences in da, HRs, and FARs between the two groups. The
large number of online participants also allowed us to take a closer
look at subject differences within this group. Figure 3 plots dis-
tributions of HRs and FARs, where each observation is a subject
from the online group, averaged across items. The distributions are
plotted for each of the four conditions separately. Figure 3 shows
the typical mirror pattern: HR and FAR distributions coverage with
increases in context variability and word frequency. It also shows
that these changes are not due to a few atypical subjects. There-
fore, the mirror effects associated with context variability and
word frequency seem to generalize to a large population of
subjects.
Generalizability across words. The words in the experiment

were drawn from a relatively small pool of words, thus raising the
question of whether the effects generalize to a larger population of
items (cf. Clark, 1973). We performed word (F2) analyses on the
HRs and FARs, in which each word is taken as an observation,
averaged across subjects. Except for a marginal effect of context
variability on HRs for the lab group, F(1, 287) ! 3.15, MSE !
0.09, p " .08, all context variability and word frequency effects
were significant for both the lab and online subjects. However,
neither these F2 analyses nor combinations of F1 and F2 analyses
demonstrate that the effects generalize to all items (Raaijmakers,
Schrijnemakers, & Gremmen, 1999). Instead, to verify that the
effects are not dependent on a few atypical stimuli, Figure 3B
shows the HR and FAR distributions for words, averaged across
subjects. As can be observed, the mirror pattern for context vari-
ability and word frequency is not associated with changes in only
the tails of the distributions. Instead, the histograms show that the
majority of words contribute to the context variability and word
frequency effects.
Generalizability across word frequency norms. To determine

whether the context variability effect holds for a different measure
of normative frequency, we performed post hoc statistical analyses
on the data from a subset of the stimuli selected to balance
normative word frequency according to Kučera and Francis
(1967). Mean normative word frequencies were 9.3 (LF) and 79
(HF) for the low context variability groups and 10.4 (LF) and 88
(HF) for the high context variability groups. For this subset of data,
low context variability words were better recognized than high
context variability words. All statistical (F1) analyses on da, false-
alarm rates, and hit rates revealed the same significant differences
as reported above except for a marginal effect of context variabil-
ity on the hit rates for the lab participants, F(1, 30)! 2.92,MSE !

Figure 2. The results of the experiment for lab and online subjects. A:
Sensitivity results da. B: Hit and false-alarm rates. P(old) ! probability of
responding “old.”
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Common words have lower hit rates (made 
worse by increased contextual variability)

words with low context variability than for words with high
context variability in both the lab and online conditions: F(1,
30) ! 18.3, MSE ! 0.17, and F(1, 109) ! 106.5, MSE ! 0.80,
respectively. Hence, words with low context variability were better
recognized than words with high context variability.
Mean da was greater for low than for high context variability

words in both the lab and online conditions: F(1, 30) ! 47.4,
MSE ! 3.94, and F(1, 109) ! 105.7, MSE ! 16.9, respectively.
The interaction between word frequency and context variability
was significant in both the lab and online conditions: F(1,
30) ! 9.54, MSE ! 0.58, and F(1, 109) ! 6.24, MSE ! 0.80,
respectively. The context variability effect was larger for LF words
than for HF words, as expected when the range of context vari-

abilities is greater for LF than for HF words (as is the case in the
TASA corpus).
z-ROC slope effects. Table 3 lists the z-ROC slopes for the

four conditions. Mean slopes are higher for HF words than LF
words in both the lab and online conditions: F(1, 30) ! 51.8,
MSE ! 0.70, and F(1, 109) ! 87.8, MSE ! 2.0, respectively,
replicating previous findings (e.g., Glanzer, Kim, Hilford, &
Adams, 1999). Context variability also had a significant effect on
z-ROC slopes. Mean slopes were higher for high than for low
context variability words in both the lab and online conditions:
F(1, 30)! 23.3,MSE ! 0.38, and F(1, 109)! 72.9,MSE ! 1.64,
respectively.
Generalizability across subjects. Figure 2 shows how the lab

and online participants show similar effects for context variability
and word frequency. Statistical analyses revealed no significant
differences in da, HRs, and FARs between the two groups. The
large number of online participants also allowed us to take a closer
look at subject differences within this group. Figure 3 plots dis-
tributions of HRs and FARs, where each observation is a subject
from the online group, averaged across items. The distributions are
plotted for each of the four conditions separately. Figure 3 shows
the typical mirror pattern: HR and FAR distributions coverage with
increases in context variability and word frequency. It also shows
that these changes are not due to a few atypical subjects. There-
fore, the mirror effects associated with context variability and
word frequency seem to generalize to a large population of
subjects.
Generalizability across words. The words in the experiment

were drawn from a relatively small pool of words, thus raising the
question of whether the effects generalize to a larger population of
items (cf. Clark, 1973). We performed word (F2) analyses on the
HRs and FARs, in which each word is taken as an observation,
averaged across subjects. Except for a marginal effect of context
variability on HRs for the lab group, F(1, 287) ! 3.15, MSE !
0.09, p " .08, all context variability and word frequency effects
were significant for both the lab and online subjects. However,
neither these F2 analyses nor combinations of F1 and F2 analyses
demonstrate that the effects generalize to all items (Raaijmakers,
Schrijnemakers, & Gremmen, 1999). Instead, to verify that the
effects are not dependent on a few atypical stimuli, Figure 3B
shows the HR and FAR distributions for words, averaged across
subjects. As can be observed, the mirror pattern for context vari-
ability and word frequency is not associated with changes in only
the tails of the distributions. Instead, the histograms show that the
majority of words contribute to the context variability and word
frequency effects.
Generalizability across word frequency norms. To determine

whether the context variability effect holds for a different measure
of normative frequency, we performed post hoc statistical analyses
on the data from a subset of the stimuli selected to balance
normative word frequency according to Kučera and Francis
(1967). Mean normative word frequencies were 9.3 (LF) and 79
(HF) for the low context variability groups and 10.4 (LF) and 88
(HF) for the high context variability groups. For this subset of data,
low context variability words were better recognized than high
context variability words. All statistical (F1) analyses on da, false-
alarm rates, and hit rates revealed the same significant differences
as reported above except for a marginal effect of context variabil-
ity on the hit rates for the lab participants, F(1, 30)! 2.92,MSE !

Figure 2. The results of the experiment for lab and online subjects. A:
Sensitivity results da. B: Hit and false-alarm rates. P(old) ! probability of
responding “old.”
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