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Overview

➢ In this paper, we have presented an efficient 

framework for Joint Video Super Resolution and 

Frame Interpolation.

➢ Unlike prior work, we have considered non-linear 

motion between LR frames explicitly through 

quadratic modeling to interpolate in LR frames.

➢ We have used a state-of-the-art Recurrent Neural 

Network to super-resolve the input LR frames.

➢ We have made our model computationally efficient 

by estimating intermediate HR flowmaps and 

blending masks using bilinear interpolation instead of 

directly estimating them in HR space.

➢ Estimated HR frames, coarse HR flowmaps and 

mask produces a coarse intermediate frame 

estimate.

➢ This coarse estimate is further refined by a 

refinement module.

➢ In this work, we have considered 4x upscaling in 

spatial domain and 2x upscaling in temporal domain.

➢ Our model is parameter-efficient and performs better 

than current state-of-the-art models in REDS STSR 

Validation set.
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Code and Models

https://github.com/saikatdutta/FMU_STSR
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