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What is a deployment failure?
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Correction of error
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Tagging
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Two-pizza teams

• Operate independently

• Decentralized ownership

• Local process decisions

• Consistent operational standards

• Identical tools and platforms



A matter of scale



A matter of scale

How do you continually raise the safety bar across

• 1,000s of teams?

• 10,000s of software services?

• 100,000s of deployments per month?



Release guidance lifecycle
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Dealing with the real world
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Best practices – Integration testing
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Best practices – Preproduction testing
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Best practices – Canary deployments
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Best practices – Rollback alarms
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Fractional deployments
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Fractional deployments
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Fractional deployments – Canary



Fractional deployments – Rollback



Fractional deployments – Traffic shifting



Fractional deployments – Preproduction



Anomaly detection

Production 

stage

Production

Dependency

Production 

traffic

Synthetic traffic

Rollback Alarm



Anomaly detection

Production 

stage

Production

Dependency

Production 

traffic

Synthetic traffic

Rollback Alarm



Anomaly detection – Standard service metrics

Production 

stage



Anomaly detection – Standard instance metrics
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Anomaly detection – Standard runtime metrics



Anomaly detection

Learning from metrics before deployment
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Anomaly detection

Analyzing metrics deviation during deployment
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Anomaly detection

Rolling back deployment on threshold breach
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Anomaly detection – Sustained traffic drop
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Anomaly detection – Multiple metrics
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Anomaly detection – Fault spike
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Take free digital training to learn best practices for developing, 
deploying, and maintaining applications

Learn DevOps with AWS Training and Certification
Resources created by the experts at AWS to propel your organization and career forward

Classroom offerings, like DevOps Engineering on AWS, 
feature AWS expert instructors and hands-on activities

Validate expertise with the AWS Certified DevOps Engineer - Professional 
or AWS Certified Developer - Associate exams

Visit aws.amazon.com/training/path-developing/



Thank you!
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