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This is a talk about failing ... successtully




Agenda

Never waste a failure: The AWS approach to post-mortems
Seeing your failures before your customers do

How AWS can help you fail successfully
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Availability

There is something you didn't know
about your service



COE: Correction of error

Structured analysis of customer-impacting events

Reflection of Amazon's peculiar culture

Goes well beyond “How do we prevent this from
happening again”



We take these very seriously ——

[89458] Decaf coffee brewed in a non-decaf pot

Summary
At 6:45 am Pacific on 4/24/2016 on the 12th floor of Alexandna, an operator inadvertently brewed decaf coffee into the "medium roast, non-decaf" coffee pot. The
operator was attempting to brew decaf coffee, but chose the wrong pot to brew it into.

Metrics / Graphs

 Number of pots of coffee brewed incorrectly during incident: 1

« Number of customers who unknowingly took a cup of decaf coffee: 2 (estimated)

Customer Impact

While there are no metrics available to prove this, we know that there were at least two people who took coffee from the pot. One engineer had a half cup of coffee at his
desk. That engineer did not move the pot from the brewing station into its holding spot, so that suggests that at least one other person had coffee. The one confirmed
engineer chose to drink the cup of coffee anyway.



COEs start with the customer and work backwara

« Summary
- Narrative description of what happened

Availability

« Metrics and graphs
- Primary impact and supporting graphs
- |If they don't exist, that's something to fix
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Latency of

« Customer impact
- How many customers affected

- What was the impaired experience



Areas of focus

Root cause: Why? (x5)

Blast radius: How widespread
was the impact?

Duration: For how long?

« What can others learn?



Toyota's Five-Whys approach to root cause

The vehicle will not start. < the problem

Why? - The battery is dead. (First why)
Why? - The alternator is not functioning. (Second why)
Why? - The alternator belt has broken. (Third why)

Why? - The alternator belt was well beyond its useful service life and not
replaced. (Fourth why)

Why? - The vehicle was not maintained according to the recommended
service schedule. (Fifth why, a root cause)



Blast radius




Blast radius

“Consider how blast radius could be reduced. As a thought exercise,
how could you cut the blast radius for a similar event in half?”



Blast radius containment as a core design tenet

E AWS Cloud




Blast radius containment as a core design tenet

E AWS Cloud
E Region

___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________




Blast radius containment as a core design tenet

E AWS Cloud
E Region

Cell Cell

___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________




Controlling event duration

Availability



Controlling duration: Improving incident response

« "How was the event
detected?”

« "How could time to detection
be improved? As a thought
experiment, how would you
have cut the time in half?"
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Controlling duration: Improving incident response

Good

Amazon Coudm
\ |
Alarm



Controlling duration: Improving incident response

Good Bad
P

R A U
Amazon CloudWatch
Alarm




Controlling duration: Improving time to mitigation

- “How did you reach the point
where you knew how to
mitigate the impact?”
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« “How could time to
mitigation be improved? As a
thought experiment, how
would you have cut the time

: n
I n h a lf? Determining how to mitigate Mitigation activity




Controlling duration: Improving time to mitigation

Example: Alarm-based automatic rollback
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Controlling duration: Improving time to mitigation
Example: Alarm-based automatic rollback

Rollback

"

AWS CodeDeploy
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Controlling event duration

Availability



Controlling event duration

Availability



Wins are just as important as failures
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Metrics are very interesting, and that can be a problem

Ao 4a.




Health metrics and diagnostic metrics

Health metrics Diagnostic metrics
- Answers the question: Am | « Answers the question: What is
failing? the value of this thing |
measured?

« Does not answer the
question: Why am | failing? « Might answer the question:

¥ ’ o ?
. Always set alarms on these Why isn't my system working:

Be conservative in defining « Sometimes set alarms on these

Be liberal in defining



Health or diagnostic?
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Health or diagnostic?
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Health or diagnostic?
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Health or diagnostic?
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Health or diagnostic?
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Health or diagnostic?

99th percentile
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Percentiles >> Avg
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L ayout of a great dashboard

Latency percentiles

AR

Health metrics at the top

Faults

Volume

Key diagnostic metrics below the fold




The AWS Ops Wheel

FruitWheel




ur metric
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Time scale: ~one week




m pP99.9 latency

Time scale: ~one week




Time scale: Weeks/Months
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Time scale: Weeks/Months




Alarm threshold
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Alarm threshold







Key service: Amazon CloudWatch

Automatically published metrics

- AWS Lambda
Gk
Amazon Simple ;
Notification Service [I;,",’
(Amazon SNS) k.

Amazon API Gateway

|
Amazon Simple Storage @ Amazon CloudWatch:

Service (A S3 :
S Metrics, logs, and alarms
Amazon DyramoDB

Amazon Elastic
Compute Cloud
(Amazon EC2) Billing

(and many others)



Key service: Amazon CloudWatch

L_I
- 2,
EC2 instances with Q

CloudWatch agent

Amazon CloudWatch:
Metrics, logs, and alarms

Application-specific logging and metrics

Lambda
functions



Key service: Amazon CloudWatch

L_I
- 2,
EC2 instances with Q

CloudWatch agent

Amazon CloudWatch:
Metrics, logs, and alarms

Application-specific logging and metrics

Lambda
functions



Key service: Amazon CloudWatch

VPC

[Q.gl
EC2 instances with
CloudWatch agent £® 

\
VPC endpoint

Q

Amazon CloudWatch:

Metrics, logs, and alarms
Application-specific logging and metrics

Lambda
functions







A simple serverless API —
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AWS CloudFormation Stack

\
| \

GET /blue Proxy b
. DD integration C&
</> >

GET /red

API Gateway: Lambda function: Amazon CloudWatch:
“Colors” “GetColor” Dashboards, logs, and
alarms



CloudWatch default view

| CloudWatch

Dashboards

CloudWatch: Overview ~ Time range 1h 3h 12h 1d 3d 1w custom - Actions ~

Alarms All resources

ALARM

Alarms by AWS service @ Recent alarms @

OK
Billing Services color-api-BlueFaultRateAlarm-8LGCM... © color-api-LatencyP99Alarm-1BWOKB... @&

Events Mo unit Milliseconds
Status Insufficient oK

Rules \ N,
A NS A
, cpe O APiGa A VY
Event Buses ~ J thin 1 minute

Logs @ DynamoDB

Insights Siling - 1 13:45 14:00 13:15 13:45 14:00
) AMHing ® Fault rate
Metrics SHEE
tch Events

CloudWatch Logs color-api-RedFaultRateAlarm-30YV2... &
Mo unit

oQ2 — — ——
© Add a dashboard Elastic Block Store Fault rate = 0.02 for 1 datapoints within 1 minute
0.01
Lambda 0
Network ELB
@ Faultrate




Custom dashboard

ColorsDashboard Add widget Actions - ih 3h 12h 1d 3d 1w custom -

fault rates by API /blue latencies and volume Q /red latencies and volume
Mo unit Milliseconds Count Milliseconds Count

0.064 300 . oo 1.52k 600

TG0
fault rate alarm (0.02)

O m 577 0 e 292
13:45 13:45

@ blue [ Latency p50 @ Latency p99 @ Count Latency p50 @ Latency p9g @ Count

error rates by API
Mo unit

0.502

@ blue




Custom dashboard: Metric math

ColorsDashboard Add widget Actions - 1ih 2h 12h 1d 3d 1w custom -

fault rates by API Q /blue latencies and volume Q /red latencies and volume
Mo unit Milliseconds Count Milliseconds Count

0.064 a
fault rates by API

Mo unit

fault rate alarm (0.02)

@ blue

error rates by API

Mo umnit fault rate alarm (0.02)

0502 o~
[

0

®blue @ red

Z View in metrics

—
@ blue




Provisioning dashboards

ColorsDashboard
ColorsDashboard:
fault rates by API Type: AWS::CloudWatch::Dashboard
Properties:

DashboardName: ColorsDashboard
0.064 DashboardBody: !Sub |
{

"widgets": [

{

"type": "metric",
"x" : 0 ’
"y" : 0 ’
"width": 8,
height": 6,
ties":

Mo unit

®biue @ red {

error rates by API

Mo unit [ ssion":

0502 —— o~ ] [ "AWf ApiGateway"

"${ColorsApiStage}", "Method", "GET
[ n . w ’ "Count" ’ w .

false } 1],
[ { "expression":
[ "AWS/ApiGateway"
"${ColorsApiStage}", "Method", "GET
[ " . mw ’ "Count" ’ " .
- false } ]
@oiue @red 1,

with AWS CloudFormation

AWS CloudFormation stack

ault rates by API",

"ml / m2 " ’ " label" : "blue" ’ " id" : "el " } ] ’

, "S5XXError", "ApiName", "ColorsApi", "Resource", "/blue", "Stage",
", { "id": "ml","visible": false } ],

" ’ " . " ’ " . " ’ " . " ’ " . " ’ mw . mw ’ " . " ’ mw . " ’ { " id" : "m2 mw ’ "ViSible" :

"m3 / m4 " ’ " label" : "red" ’ " id" : "e2 " } ] ’

, "5XXError", "ApiName", "ColorsApi", "Resource", "/red", "Stage",
", { "id": "m3","visible": false } ],

" ’ " . " ’ " . " ’ " . " ’ " . " ’ mw . mw ’ " . " ’ mw . " ’ { " id" : "m4 mw ’ "ViSible" :




Custom dashboard: Breakdown by method

ColorsDashboard - Add widget Actions - Th 3h 12h 1d 3d 1w custom -~

fault rates by API Q /blue latencies and volume Q /red latencies and volume

Mo unit Milliseconds Count Milliseconds Count

0.064

300 l : . 597 152K e, 600

A r
""JI |III #\ / e flll 4 A e A A A A A
/\ ,/ llv \/ 'IIII'. (’F\.‘a. ""‘I'lll flllll.ll."f ulllllll.l|l \/\/\ \.\\VI II,--"'-,I J ll'l.J'" . -\. \‘I‘, A “d N M Ao . FaAYAT .Y s VY T

ColorsApiStage:
Type: AWS: :ApiGateway: :Stage
_ DependsOn: ApiAccount
5 14:00 ' 14115 ' 13:45 PropertleS:
@biue @ red Latency p50 @ Latency p S tageName . Pr Od

fault rate alarm (0.02)

RestApiId: 'Ref ColorsApi
DeploymentId: !'Ref ColorsApiDeployment
No unit MethodSettings:
02502 ——— - HttpMethod: "*"

ResourcePath: "/*"

LoggingLevel: INFO

MetricsEnabled: true

error rates by API

0
14:00
®oiue @ red




New: CloudWatch Anomaly Detection

/blue volume with anomaly detection band

09/27

0o/28 Das28 09/29

® Count @ Count (expected)

All metrics

Graphed metrics (2) Graph options

© Add a math expression @ Dynamic labels v

v

Id

m

ad1

Label

Count

Count (expected)

hourly/daily/weekly patterns

Understands Actions > || 2 v/ @

Can alarm on values
outside the
expected range

09-30 02:43

Details

TN 09,30 10/01 10/01 10402 10002 10/03 10/03 10/04

Statistic: Sum % Period: 1 Minute Remove all

Statistic Period Y AXis Actions

ApiGateway = Count = ApiName: ColorsApi * Resource: /blue = Stag...  Sum 1 Minute > AN >

ANOMALY_DETECTION_BAND(m1, 2) Edit model €




Time scale: ~one week




Diagnosing unexpected behavior

ColorsDashboard Add widget Actions ih 3h 12h 1d 3d 1w cusiom -
fault rates by API Q /blue latencies and volume Q /red latencies and volume

Mo unit Milliseconds Count Milliseconds Count

0.064 300 . oo 1.52k

fault rate alarm (0.02)

13:.45
@ blue [ | @ Count Latency p50 @ Latency p9g @ Count

error rates by API
Mo unit

@ blue




Fast diagnostics wi

CloudWatch
Dashboards

Alarms
ALARM

QK

Billing
Events

Rules

Event Buses
Logs
| Insights
Metrics

© Add a dashboard

Add to dashboard Actions ~

color-api-ApiAccessLogGroup-12QZHYSH43LY S

fields @timestamp, requestId, resourcePath, status
| filter status »= 488 and status < 580

| sort @timestamp desc

| limit 2@

Sample queries - Have feedback? Email us.

Logs Visualization

Distribution of log events over time

200
06:30

: @timestamp : requestId

2819-83-12 14:
2819-83-12 14:3

c5f69d72-440d4-11e9-9791-3dd462249c26
8834688b-44d4-11e9-8F52-Fd@38b1BcB37
2819-83-12 14: 881b8Bbc5-44d4-11e9-897b-8373d3T4+232
2819-83-12 138:41.232 87b915d@-44d4-11e9-8486-dF822c565959
2819-83-12 138:48. 877e7d62-44d4-11e9-bd94-85e2616cF493
2819-83-12 (38:48.42 873e8dd3-44d4-11e9-aec3-3b2d7332e244

03 AM

fred
JSred
fred
fred
fred

JSred

: resourcePath : status

429
429
429
429
429
429

th CloudWatch Logs Insights

' Learn how to write log queries

13m 30m 1h &h 12h 1d custom =

10 AM

»

Commands
fields

filter
stats
sort
limit

parse

Discovered fields

Q

@logStream
@message
@timestamp
caller
hitpMethod
integrationLatency
reguestlid
requestTime
resourcePath
responselLength
status




Fast diagnostics with CloudWatch Logs Insights

color-api-ApiAccessLogGroup-12QZHYS8H43LY5

Commands

CloudWatch — P ,
i ] 1 &' Learn how to write log queries fields
Dashboards fields @timestamp, requestld, resourcePath, status b

Alarms color- | filter status >= 488 and status < S@8@ «  15m 30m 1h &h 12h 1d custom - tats
ALARM nael| | | sort @timestamp desc sort

| Filt

| sort | limit 2@ ) )
OK | 1imi Discovered fields
Billing

d fields
Events m Q

Rules

Event Buses _ P
Logs Run query Sample queries v | Ha| @cgsiream
[@message

| Insights
Metrics @timEStamp

caller
06 AM 06:30 08 AM 08:30 http Method :
integrationLatency

-12 14:48:25.654 c5f6e9d72-44d4- = -3dd462249c26 fred 429 rEqLJEStld

-12 14:38:42.848 88346088b-44d4- - -fd@38bl8cB37 fred 429 requestTlmE

-12 14:38:41.874 881bBbc5-44d4- = -8373d3T4+232 fred 429

-12 14:38:41.232  87b915d0-4404-11e9-8406-dF892c565959  /red 429 resourcePath
-12 14:38:48.848  877e7d62-44d4-11e9-bd94-85e2616cF493  /red 429

-12 14:38:40.4290  B873eBdd3-44d4-11e9-aec3-3b2d7332e244  /red 429 I’ESFIEIFISELEFIQH'I
status

filter

_atency

© Add a dashboard

: @timestamp : requestId : resourcePath : status
2819-
2819-
2819-

[ R

2819-
2819-
2819-

]

[s]
W W

[en]




Fast diagnostics with CloudWatch Logs Insight

CloudWatch
Dashboards
Alarms color-api-ApiAccessLogGroup-12QZHY8H43LYS

Add to dashboard Actions -~

ALARM fields @timestamp, requestId, resocurcePath, statd
| filter status >= 488 and status < 588
| sort @timestamp desc

OK | 1limit 2@

Billing

Events Sample queries Have feel

Rules

Event Buses | =0 1
Logs Visualization 1 o ) 1 1 ".l .1
Logs

| Insights S )
Distribution of log events over time

Metrics T
200 integrationLatency
100 requestld

0 _ _ : _ requestTime
06 AM 06:30 7 AN 08 AM 08:30 | 9:3 10 AM
resourcePath

© Add a dashboard responselLength

: @timestamp ! pequestId : resourcePath : status : status

2819-83-12 14:48:25. c5f69d72-44d4-11e9-9791-3dd462249c 26 fred
2819-83-12 14:38:42. 8834688b-44d4-11e9-8F52-Td@38b18cB37 fred
2819-83-12 14:38:41. 881b8bc5-44d4-11e9-897b-a373d314+232 fred
2819-83-12 138:41.232 87b915d8-44d4-11e9-8486-df822Cc565959 fred
2819-83-12 138:48. 877e7d62-44d4-11e8-bd24-85e2616cf493 fred
2819-83-12 138:48. 873e8dd3-44d4-11e9-gec3-3b2d7332e244 fred




Fast diagnostics with CloudWatch Logs Insights

Commands

CloudWatch Add to dashboard F— ' Learn how to write log queries ) fields

Dashboards filter
Alarms color-api-ApiAccessLogGroup-12QZHYSH43LYS v 15m 30m 1h 6h 12h 1d custom ~ stats

ALARM fields @timestamp, requestId, resourcePath, status sort
| filter status »= 488 and status < 580 limit
| sort @timestamp desc il

0K | limit 20 parse

Billing
Discovered fields

Q

Events
Rules
Event & : fitimestamp : requestId : resourcePath : status

Logs _
| Insigh 2819-83-12 14:40:25. c5f69d72-44d4-1129-9791-3dd462249c26  /red 429 @ mesiam

Metrics ; 2919-83-12 14:38:42, 88346080b-44d4-1129-8F52-Fd@38b18c337 Jred 429 hitpMethod
integrationLatency
2919-83-12 14:38:41. 881b8bc5-44d4-1129-897b-a373d3F4F232 /red 4729 requestic
requestTime
2919-83-12 14:38:41.232 87b915d8-44d4-1129-8486-dF8932c565959 fred 429 rgmﬂwpmh
2819-83-12 14:35:48. 877e7d62-44d4-11e9-bd94-8522616cF493 /red 429 ' eponseLenam
2819-83-12 14:38:48, 873e8dd3-44d4-11e9-gec3-3b2d7332e244 /red 429 .

2819-83-12 14:38:48. 86ff6292-44d4-11e9-a2ad-3d3688d85d51a fred 4249

@logStream
@message

b4 2819-83-12 14:38:41.232 87b915d@-44d4-11e9-8486-dF822c565959 fred 429
k5 2819-83-12 14:38:48.848 877e7d62-44d4-11e9-bd94-85e2616cF493 429
(= 2819-83-12 14:38:48.429 873e8dd3-44d4-11e9-aec3-3b2d7332e244 Jred 429




Fast diagnostics with CloudWatch Logs Insights

CloudWatch
Dashboards ColorsApiStage:

Alarms Type: AWS: :ApiGateway: :Stage
ALARM DependsOn: ApiAccount

Properties:
OK
Billing

AccessLogSetting:
Rules DestinationArn: !GetAtt ApiAccessLogGroup.Arn
Event Buses Format: !'Sub |

Logs {

Events

| Insights "requestId": "S$context.requestId",

Metrics "httpMethod": "$context.httpMethod",
"resourcePath": "Scontext.resourcePath",
"status": "Scontext.status",

© Add a dashboard "responselLength": "Scontext.responselength







Takeaways

- Never waste a failure:
Effective post-mortems

- Catch failures before your
customers do:
Effective dashboarding and
metrics-reading

« Use AWS tools to gain
visibility and insight into your
application




Learn DevOps with AWS Training and Certification

Resources created by the experts at AWS to propel your organization and career forward

</> Take free digital training to learn best practices for developing,
\ deploying, and maintaining applications

3__!1 Classroom offerings, like DevOps Engineering on AWS,
z feature AWS expert instructors and hands-on activities

N SN SN

Validate expertise with the AWS Certified DevOps Engineer - Professional

j@ __®
‘/\A ‘___ | or AWS Certified Developer - Associate exams

AWS training and

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved. ~ >) certification



Thank yvou!

Becky Weiss
becky@amazon.com
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