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Abstract

Discovery of services and other named resourcegpscted to be a crucial feature
for the usability of mobile ad-hoc networks (MANBT®ifferent types of service
discovery architectures are distinguished by therdgxhat service coordinators (SCs)
are implemented in the network. A service coording a node that holds a central
repository for caching attributes and bindings $ervices of servers located in its
neighborhood.

In this thesis, we evaluate the performance otdiffit service discovery architectures
in terms of service availability, message overhaad latency on reactively routed
MANETSs. We also discuss different methods that lbarused to enhance the service
availability and their pros and cons. We havehis thesis, especially focused on the
trade-off between the service availability andiessage overhead.

This thesis will also demonstrate the benefitsarhbining the service discovery with
the route discovery, especially on on-demand MANEAlsere reactive routing
protocols are being used.
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Chapter 1
Introduction

A mobile ad hoc network (MANET) is a set of mobiledes connected by wireless
links forming a dynamic autonomous network withaay pre-existing infrastructure.
Because of the arbitrary and unpredictable moveroérine nodes in the ad hoc
network, the network topology will be subject tmstant changes. Ad hoc nodes are
heterogeneous and they function as both routerfiastd.

Discovery of services and other named resourcastisipated to be a crucial feature
for the usability of mobile ad-hoc networks. In tldynamic environment of
MANETS, different nodes offering different serviaegy enter and leave the network
at any time. Efficient and timely service discoves/ a prerequisite for good
utilization of shared resources on the network.

On a MANET, any node may in principle operate agmer and provides its services
to other MANET nodes or as a service requestor ek the service discovery
protocol to discover available services and themvise attributes presented on the
network. This includes IP addresses, port-numbegdspaotocols that enable the client
to initiate the selected service on the appropsatger.

The Internet community has not yet reached a c@usenn one particular service
discovery protocol that is likely to be supportedrhost Internet hosts. There are a
number of proposed service discovery mechanismsach @s Jini [10], Service
Location Protocol (SLP) [7] [8], Salutation Protbddl], UPnP/SSDP [13] and
Bluetooth SDP [20] [21].

As a slight simplification, one may say that alesk protocols are based on two
baseline mechanisms for management of servicewdisginformation:
1.Information about services offered on the netwristored in one or a few
centralized nodes.
2.Information about each service is stored on tuerthat is offering the service.

In this thesis we define the service discovery ig&ctures with regard to these two
mechanisms. Solution only based on the first mdasharns referred to as service
coordinator based architecture while a solution only based on the second
mechanism is referred to agare flooding architecture. Finally, a solution based
on a mixture of both the first and the secondfierred to as &ybrid architecture.

Existing service discovery mechanisms are nornadlsigned with a fixed network in
mind, and might not fit well to mobile ad-hoc netk® Mobile ad hoc networks are
normally highly dynamic and without any pre-exigtinnfrastructure. These



characteristics call for particular consideratioRlence, before a service discovery
mechanism for ad-hoc networks can be designed lected, one need to evaluate
what kind of service discovery architectures arestrsuitable for mobile ad-hoc
networks.

Guichal [34] undertakes an analysis of differemviee discovery architectures based
on simulations. The work concludes that the hyhrithitecture normally outperforms
both the service coordinator based and the puredithg architecture. The pure
flooding architecture is the second best choice, yalds less messaging overhead.
Despite this, Guichal [34] concludes that the hyhkarchitecture gives an overall
better performance, because it yields higher serai@ilability. A shortcoming of the
simulations from Giuichal's work [34] is that they chot take the importance of
underlying routing into consideration. This assumpimight be appropriate when a
proactive routing protocol is being used, becaugh woactive routing the traffic
patterns and service discovery search patternotimfluence the amount of routing
messages. With a reactive routing protocol, oncth@rary, this assumption may not
hold, and the simulation results are not applicabka traffic will trigger messaging
by the reactive routing protocol. Hence, serviccavery messages will increase the
routing overhead. We therefore anticipated thatrthting overhead would be much
higher with the hybrid architecture than with thereo flooding, simply because the
hybrid architecture proved to require more messagdable network.

The layout of the thesis is as follow:

Chapter 2 gives an overview of the major researgasain MANETS including
routing and service discovery. Chapter 3 presesitsvant work related to service
discovery in MANETSs. Chapter 4 shows how servicerdmators can be introduced
to reactively routed MANETs in a bandwidth-efficieway. This chapter also
discusses the importance of the placement of sewoordinators relative to service
requestors and servers. Chapter 5 presents théasimnusetup. Chapter 6 presents the
results from a simple simulation with five nodesa@ter 7 presents simulation results
that compare the performance between the pure ifigodnd the hybrid service
discovery architecture in networks with static togges. Chapter 8 repeats the same
simulations with mobility added to the network. Clusions are drawn in Chapter 9,
and directions for further work are discussed.

1.1 Research purpose

In this thesis, a new comparison will be made betwthe pure flooding and the
hybrid architecture, to determine if Glichal's dasmn [34] still holds in a reactively
routed network. Both the overhead of the servisealiery mechanism, as well as the
additional routing that is triggered by the meckanis taken into evaluation. When
we evaluate the two architectures, we look for ertisendly solution that gives a
high level of service availability, low discovergldy, and so forth. At the same time,
we want a network-friendly solution, i.e. with lawessaging overhead and with little
additional complexity added to the network. To dgaia degree, it is also possible to
increase the user-friendliness at the cost of dutcaing more messaging. Since the
service discovery mechanism has an influence orrehetive routing protocol and
since the two mechanisms share a lot of similaitid is possible to make
optimizations between the two to reduce the ovemlting overhead. Here we use
the optimization methods that are based on thegsadp from [30] and [31].



Chapter 2
Background

This chapter will briefly present some of the majesearch topics related to mobile
ad hoc networks including routing, service discgwand middleware technology with
special emphasis put on the service discovery.

2.1 Mobile Ad Hoc Network

A Mobile Ad Hoc Network (MANET) is a set of mobileodes connected by wireless
links forming a dynamic autonomous network withany pre-existing infrastructure.
Because of the arbitrary and unpredictable moveragtite nodes in the mobile ad
hoc network, the network topology will be subjextbnstant changes.

MANET nodes are heterogeneous with respect to theicessing power, storage
capacity, battery life and so forth. They commutgcaith each other without the
need of any centralized access points or basermssati hey function as both routers
and hosts and they are responsible to cooperate e@ith other to route network
traffic. Multiple hops may be needed when two nodetsof each other’s radio range
wish to communicate, hence the term multi-hop nétwo

A MANET is easy to set up because of its minimapetelency on the fixed
infrastructure. This makes it ideal in supportimpgplécations that need instant network
formation in mobile or temporary environment whefiged infrastructure is
unavailable or undesirable, e.g. conventions, coason site, disaster relief etc.

2.2 Routing Protocols for MANETS

Traditional routing protocols for packet switcheetwork using either link state or
distance vector algorithms are designed primanlyfixed network with infrequent
topological changes and stable and symmetric linlksey don't fit so well in

MANETs due to several salient restrictions of MANETor example dynamic
topology, limited bandwidth, constrained energy etc

In a MANET, a high rate of unpredictable topologichanges is expected, which are
often caused by the mobility of nodes, power owtagte. In addition, the bandwidth
is usually very limited. Thus the disseminationuptto-date routing information can
easily cause network congestion if the routing algm should react to the
topological changes. Furthermore, it often takeg lbme for a network to converge
by using traditional routing algorithms, which istrconsidered as an ideal situation
for an extremely dynamic environment like the MANEWMANETs call for fast
convergence so as to ensure seamless communicdigtmgen mobile nodes.
Routing in MANETS is typically performed using ortipst specific routes as opposed



to network specific routes in fixed networks. Raughould be formed with minimal
overhead and bandwidth consumption.

Existing schemes for routing in MANETs can be bigadlassified into three
categories, namely proactive, reactive and hy@rieey all have their pros and cons.
Following subsections will give an overview of soofehem.

2.2.1 Proactive routing protocols

Proactive routing protocols bear a strong simiarib the traditional routing

algorithms. They are also called table-driven mtprotocols because of their
concerted effort to keep the various tables updaRydactive routing protocols
maintain consistent routing information from eadda to every other node in the
network. In order to keep routing information catsnt and up to date, they will
periodically distribute routing updates throughotliite network to reflect the

topological changes. Different proactive routingtpcols distinguish themselves by
the way routing information is handled.

2.2.1.1 Destination-Sequenced Distance Vector (DSDV)

The DSDV [1] routing protocol is a modification tife conventional Bellman-Ford
routing scheme. It adapts the traditional distareor based routing to MANETS. It
solves the routing loop and counting-to-infinityoplems that often occur in the
traditional distance vector based routing due pokogical changes.

A node that implements DSDV [1] maintains two imjpot tables, one is the routing
table which is used for forwarding packets and dbieer is the route-settling table
which is used for damping the network fluctuation.

The routing table records in each of its entry dddress of the available destination
node, the next hop towards the destination, nunabenops to the destination, a
destination generated sequence number, a lifetiiedting the period of time the
route is considered to be valid and a pointer terany in the route-settling table. The
routing table maintains fresh routing informatianall the available destinations in
the network. Loop freedom is guaranteed throughube of destination generated
sequence numbers. When a node receives route spdate its neighbor nodes, it
will only update the recorded route to a destimatfane of the following two criteria
IS met.

- The new route has a higher sequence number.

- The sequence number is the same, but the new eatibits a better metric

(i.e. fewer hops to the destination).

The route-settling table holds information concegnihe stability of routes to various
destinations. For every available destinatiors reicorded an average settling time, i.e.
the average time taken between the receipt of itike dnd the best route for the
destination. A node should wait twice the averagdisg time before re-broadcasting
the route updates received from the neighbor nobtesuch a way, the network
fluctuation will be alleviated and network traffis reduced by eliminating the
unnecessary broadcast of route updates that migturaf a node should always
receive the route with worse metric first and d@dvatne right after.



In DSDV [1], route updates are broadcasted peradlyior immediately triggered by

significant topological changes due to the movenwéntodes or alike so as to keep
all the tables up to date and consistent. Two tyyfagpdate packets, full dump and
incremental update packet can be sent. The foromtams the whole routing table
information, which usually consumes several networitocol data units (NPDUS)

and should be broadcasted periodically regardlefisecexistence of any topological
changes. These packets can be transmitted infrégueana rather static network.

Incremental update packets contain only those mguinformation that has been
changed since last full dump. Each of these paditeisld fit in one NPDU, thereby

sparing the bandwidth usage. These packets ardsemeen full dumps. If it should

happen that the size of one NPDU is exceeded) ddaip will be scheduled.

Evaluation: Several parameters need to be negotiated forrdlisng protocol, for
example, the updates interval (i.e. full dump updanterval and incremental route
updates interval), the settling time for each degitbn and the route expiration time,
so that a balance can be made between route yadidd communication overhead.
DSDV [1] assumes bi-directional links, which ard always the case in MANETS.

2.2.1.2 Optimized Link State Routing (OLSR)

OLSR [2] is another proactive, table-driven routprgtocol worth mentioning.
The optimizations as the name promises are retlentewo ways:

- The protocol engages only a set of nodes calledipouit relays (MPRS) in
retransmitting the control messages that are nteab¢ flooded to the entire
network, thereby reducing the total number of drgik retransmissions.

- The protocol allows control messages from a nodecdntain only the
information about link states to those neighborasthat have chosen this
node as their multipoint relay, thereby reducing thize of the control
messages.

Multipoint Relay (MPR)

MPRs are a subset of a node's one-hop, symmefirieabi-directional link) neighbor
nodes that are selected independently by the nadedbon the criterion that they
should cover all the two-hop neighbors of the nddesuch a way, control messages
can be flooded to all the nodes in the network ublo multipoint relays. As
mentioned above, only multipoint relays are engageedlaying the control messages
throughout the network. Accordingly, the smallee PR set, the less bandwidth it
is consumed and the more optimal it becomes. HomwweMeigger MPR set can secure
eventual link failures.

Neighbor sensing

The neighbor sensing mechanism in OLSR [2] has nilagessible for a node to
detect its direct connected neighbors. It is domté& the help of so-called HELLO
messages.

Every node in the network will periodically broadtd&dELLO messages to its one-
hop neighbors. These messages contain informabontasending node’s one hop
neighborhood and the link status. The MPR set ahdisethe sending node is also
announced through these messages. Through themation conveyed in these



HELLO messages, a node is able to keep a neighdymirgy information base that
holds the information about its one-hop neighbong-hop neighbors, MPRs and
MPR selectors. MPR selectors are those neighbaesththt have chosen this node to
be their multipoint relay. The neighbor sendingmfation base will be updated from
time to time to reflect the topological changeshi& neighborhood.

Network topology

In order to construct routes to all the other nodethe network, each node keeps a
topological information base for the whole netwoikopological information is
gathered through another periodic message typedcdlbpological Control (TC)
messages. TC messages are generated by MPRs i@dgenbdes). They must at
least contain the reachability information to thomee-hop neighbors that have
selected the advertising node as their multipa@lay. It is a partial link state.

Besides TC messages, there are two other impartauttol messages that help a node
in gaining a complete view of the network topology.

One is called Multiple Interface Declaration (MIBjessages, which are broadcasted
by nodes that are associated with more than oneonletinterface and all of which
are running OLSR [2]. These messages contain ttexfagce addresses that are
associated with the sending node. Through thessages, each node can build an
interface association information base for therentetwork.

The other type of message is called Host and Né&twssociation (HNA) messages
that are broadcasted to the entire network by thus#es that act as “gateways”
between the ad hoc network and a group of hostéssubnet that doesn’t run OSLR

2].

Routing tables

Routing tables are constructed with the informatiaoquired through all the

aforementioned control messages. Through theseagessa node will record in its
topological information base a number of connegadls in the form of [last-hop,

destination node]. Routes are formed by trackingseh connected pairs in a
descending order. Changes in the neighbor sensfogmation base, the topological
information base or the interface association mfation base will trigger a routing
table update.

Evaluation: OLSR [2] is best optimized in a compact netwoikhwandom traffic. It

is even better if the communication pairs changer ¢ime, because route is available
all the time as opposed to reactive routings incWisignificant amount of query
traffic may be initiated.

2.2.2 Reactive routing protocols

Considering all the overhead in trying to keeptadl routes up to date in the proactive
routing protocols and the fact that some of thesges may never even be used,
another approach in routing protocols for MANETsrnade. They are called source-
initiated on-demand or reactive routing protocd®utes are only created when
desired by the source node and maintained undedutetion of the communication
between the source node and the destination node.



2.2.2.1 Ad hoc On-demand Distance Vector (AODV)

AODV [3] is one of the representative routing pils that fall under this category.
Only routes to those destinations that a nodensnwonicating with are maintained in
the node's routing table.

Route request

When a node wishes to communicate with another,nmgtedoesn’t yet possess any
valid routes to it, the node will then initiate @ute discovery by broadcasting a route
request (RREQ) to the network. A monotonically easing broadcast ID is
associated with every new RREQ initiated by theencthis broadcast ID together
with the IP address of the RREQ initiator uniquiglgntifies the route request. This
information will be stored in every receiving nodé the RREQ for a predefined
period of time, so that duplicate route requests loa ignored. En expanding ring
search technique is used to prevent unnecessawyorketvide dissemination of
RREQs. The basic idea of this technique is to mergally increase the flooding
scope of a RREQ until a route reply is receiveduntil it reaches a predefined
threshold beyond which a network-wide flooding seopill be used. As RREQ
traverses the network, reverse routes to the RRH{ator are generated. Reverse
routes will be needed to eventually route back rinate reply. This requires bi-
directional links.

Loop freedom and route freshness
Loop freedom and route freshness are ensured byg@eof destination generated
sequence numbers. This is the same idea as thabmeshfor DSDV [1].

Route reply

A route reply (RREP) is unicasted back to the RRB{ator from either the
destination node itself or any intermediate nod&wa “fresh” enough route to the
destination. A “fresh” enough route means the cdadioeite to the destination has a
valid sequence number that is at least as gre#lteasne from the RREQ packet.
Route replies are relayed back using reverse rdhtdswvere created along with the
RREQ. In the case of RREP by an intermediate nadeaynsolicited RREP will be
sent to the destination node by the intermediatkeras if the destination node has
requested a route to the source node. This is tlitéée a bi-directional
communication between the source (RREQ initiatad tne destination. As RREP is
routed back along the reverse route, a forwardertmitthe destination node will be
created. Precursor lists for the source and thenaésn node will also be created. A
Precursor list, as one field of the route entrydarertain destination, is a list of nodes
(active neighbors) that have recently utilized thisive route to forward packets to
the destination. These are the nodes to which reute message (RERR) should be
forwarded when the destination becomes unreachi&hliple route replies may be
received by a certain node, only better routes (oaites with greater sequence
number or same sequence number yet fewer hops)bwifiorwarded towards the
source node. The source node will begin to usditsiediscovered route, however,
better route will be discovered and used over time.



Route maintenance

Route maintenance concerns only nodes in activéesoas opposed to proactive
routing protocols where all nodes are engagedutermaintenance. A link breakage
can be discovered by failing to receive any kindbafadcast messages (e.g. RREQ,
RREP), periodic HELLO messages from the neighbdrydink layer methods. If one
of the intermediate nodes on the active path dexsoa broken link to the next hop
towards the destination, a route error messagebeilpropagated to the node’s active
upstream neighbors and in turn their active neighlhmtil the message reaches the
source node. Along with the propagation of rout®remessages, routing tables are
searched and routes affected are invalidated.

Evaluation: AODV [3] requires symmetric links between nodedjich cannot be
guaranteed in the ad hoc environment. Due to liggive low memory and CPU usage,
its scalability is quite promising.

2.2.2.2 Dynamic Source Routing (DSR) protocol

DSR [4] is another on-demand routing protocol. Aledhat is running DSR [4] will
record in its route table a full path to a destoratas opposed to all the
aforementioned routing protocols in which only néxp information is recorded.
This increases the memory usage in individual noddsch could be a scarce
resource for some devices. Furthermore, the compbdath to the destination is
included in the header of every data packet sdnt hight cause the packet size to
exceed the maximum MTU of the underlying networkjch leads to fragmentations.

DSR [4] consists of two phases; route discoveryrante maintenance.

Route discovery

In an on-demand route discovery, a node will braatla route request when there are
no valid routes cached for the destination it idgerto communicate with. The
mechanism to avoid duplicate processing and forimgrdf route requests is the same
as that in AODV [3]. The intermediate node thaterees the route request will first
append its own address to the route record thaintained in the route request packet
and then rebroadcast the packet until it reachedéistination node or an intermediate
node with a valid route to the destination. Roefgies can be generated either by the
destination itself or the intermediate node witkadid cached route. In the former
case, the route record will be copied directlyhte toute reply from the route request.
In the latter case, the route record should be raggzk with the cached route first
before being copied to the route reply. There hreet alternatives to route the route
reply back to the source node. A route reply carptmpagated back to the source
through a cached route. Alternatively, the node siamply reverse the route record
contained in the route request and use the revemed to route back the reply. A
third alternative is to trigger a new route disagvand piggyback the route reply in
the route request. The cost of route discoverylbgding the route request is very
high in terms of bandwidth, power and time etc. ¢éenodes usually choose to cache
many learned or overheard routes. In addition, iplalroutes for a single destination
are cached. In such a way, the cache can be exgblaggressively so as to reduce the
need for route discovery.



Route maintenance

DSR [4] does not rely on periodic HELLO messages stpervise the link
connectivity. Instead, built-in acknowledgement heeusms are used. One might use
link layer acknowledgements or passive acknowledgem (i.e. overhearing
transmissions of neighbors). Alternatively, softevacknowledgements (i.e. explicit
acknowledgement request messages) can be usedséno€ a link failure, a route
error message will be sent back to the source h#;son receiving a route error
message, the broken link will be removed from tbete cache and all routes
containing the broken link will be truncated frohat point on.

Evaluation: DSR [4] exhibits a big message overhead and la itmgmory usage due
to the fact that a full path has to be carriedvarg packet transmitted and has to be
stored in the route table. Cached routes are nteanit the need for route discoveries.
However, stale routes may be used due to the ajgeessage of cached routes.
Optimizations that require each node to work innpszuous mode in order to
monitor the network traffic within range (i.e. olear routes from other nodes) will
result in more CPU usage, but this problem can teredlg be solved using special
network interface hardware.

2.2.3 Hybrid routing protocols

In order to provide a better trade-off between ¢benmunication overhead and the
delay, the hybrid approach comes into being. Itifpams the whole network into

(overlapping) zones and uses a proactive appraachei intrazone routing while a
reactive approach in the interzone routing.

2.2.3.1 Zone Routing Protocol (ZRP)

ZRP [5] is representative in this category. It ¢stssof three basic components,
namely intrazone routing protocol (IARP), interzorauting protocol (IERP) and
bordercasting resolution protocol (BRP).

ZRP [5] divides the network into overlapping zomedled routing zones. Each node
specifies a zone radius in terms of radio hopsit®rown routing zone. Intrazone
routing protocols, which can be any of the suitgireactive routing protocols with
slight modifications, are used to route the traffiside the zone while interzone
routing protocols, which can be any of the suitabketive routing protocols, are used
by nodes to discovery route to the destination ribdelies outside the current routing
zone. Bordercasting mechanism is used in interzougng to relay the query packet
across the overlapping zones by directing them tdsvéhe uncovered border nodes
of the routing zone as opposed to the usual br@tidgamechanism where packets
are routed from neighbor node to neighbor node.oflenis considered as being
covered if the query packet has already been delivi® it. Bordercasting reduces the
traffic load caused by route queries.

2.2.4 A general comparison of proactive, reactive and hyiid routing
approaches

- With proactive routing protocols, routes from eaciile to every other node in
the network are always available. This will elintmahe initial delay in



finding the route and ensure higher quality routea static topology. With

reactive routing protocols, on the other hand, eswure only created when
needed by the source node. When there is no routeetdestination node the
application wants to communicate with, the delayiseal by the route
discovery may be significant from an applicatiop@nt of view. Real time

communication will favor proactive routing protosoh this regard.

Proactive routing protocols incur higher bandwidtid power consumption.
Substantial update messages triggered by frequgaiagical changes and
periodic control messages are flooded in networlasdo keep the routing
tables consistent and up to date. This will consanmeige part of the already
scarce bandwidth. Some of the nodes may use niidkeio processing and
battery power to process and relay these routimtates instead of doing any
other constructive tasks. Many of these routes may even be used.
Furthermore, routes to every other node in the otvare cached in the
routing table, which might take up lots of node’smory space if the network
is of great magnitude. Memory space is anothercecaegsource for many
mobile devices

Proactive routing protocols, however, provide maften optimal routes. They
continually reevaluate the routes and adjust theooraling to the topological
changes. Reactive routing protocols, on the contraitl generally stick to the

established routes until they can no longer be @seh if some other more
optimal routes exist.

In reactive routing protocols, the flooding of reuiscovery requests might
easily saturate a large network. Nodes that dan'on the final established
route will still have to process and relay the eodiscovery requests, thus
wasting the limited processing energy for nothing.

Proactive routing protocols favor random and spieracommunication

patterns while reactive routing protocols prefdatieely long communication
sessions between a small set of nodes at any ore ®roactive routing
protocols beat reactive protocols especially whHen dcommunicating source
and destination pairs are changing frequently, esimc such case, a lot of
control messages (route requests, route replieg, will be initiated so as to
find a route between the new source and destinatitime reactive routing

protocol is used.

Hybrid routing protocols distinguish themselves tmest, yet they bring
additional complexities to the network and manytdex remain to be
considered, e.g. the size of the zone, interpldyéxn interzone and intrazone
routing protocols etc.

2.3 Service discovery

With the booming amount of disparate services abéal in the networks and the
increasing mobility they expose, a mechanism fawvise discovery should be
provided for devices to automatically and dynantyc&hdvertise" the services they
provide and “discover” the existence, location aswhfiguration of the desired
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services in the network. The goal of a servicealiscy is to allow service users to

search for services by names, types, attributesirettead of IP-addresses and port
numbers. In addition, service users usually wisbrtwse for services and to be freed
from the burden of manually reconfiguring the sgsigpon accessing the services. In
short, the ultimate goal is to facilitate the taskinding and using the services for the
service users. With the proliferation of mobile ideg, service discovery mechanisms
should support dynamic environments.

Service discovery mechanisms can be broadly cledsiito three categories:

- Services are registered at a central registry diedts search for services at
the registry.

- Servers advertise their services to potential tdighrough multicasting or
limited broadcasting.

- Clients multicast or broadcast service requesttheéonetwork. Servers with
matching services respond to the service requasiglly with unicast service
replies.

Many service discovery protocols have been propolklesvever, they are more or
less designed for fixed networks than for MANETS.

2.3.1 Service Location Protocol (SLP)

SLP [7] [8] is an IETF standard for service disagvand automatic configuration of
clients for IP-based networks. SLP [7] [8] has beesigned with the intention to
enrich the primitive service matching mechanismd anprove the scalability of
some proprietary protocols. It allows users to esfufor services based on
characteristics as well as types. Version 2 of $1JH8] has now replaced the first
version.

SLP [7] [8] presents a framework that consiststoe¢ types of agents, not all of
which are mandatory:

A User Agent (UA) is a process that requests for services on belidtieoclient
applications.

A Service Agent (SA)is a process that advertises the service locatind
characteristics on behalf of one or more services

A Directory Agent (DA) (optional) is a process that aggregates service information
into a central repository. The use of directoryrag@émproves the scalability.

On starting up, UAs and SAs will first check foretpresence of DAs. DA related
information could be distributed through eithertistaonfiguration or DHCP service
location option (78) [9]. If none such informati@nconfigured through these methods,
UAs and SAs must initiate either active DA discgver passive DA discovery. In
active DA discovery, UAs and SAs multicast servieguests for DAs using multicast
convergence algorithm [8]. In multicast convergeatgorithm, a service request is
attached with a responder list, which is an addhss<f all the agents that have
already responded to the request. The service sequi# be retransmitted several
times so as to collect as many responses as pasaipents that are already listed in
the responder list will discard the service requdste responder list keeps the
network especially the requesting node from bemupdated with duplicate responses
from the same node. In passive DA discovery, UAs$ 8As wait for the unsolicited

11



multicast DA advertisements generated once in dewby DAs. If some DAs are
present in the network, DA advertisements with DAxiation information, scope
information, associated attributes etc. will beereed be it an active or a passive
discovery approach.

Scope is a concept that improves the scalabilitys b null terminated text string,
which is used to group resources by location, nekwo administrative category [7].
A UA can only discover those services that are igoméd with at least one of the
scopes that are assigned to the UA. UAs configuvigd “NO SCOPE LIST” can
multicast service requests for DAs or SAs so asetoeve all the available scope
information in the network and later to discovdrthé services within all the scopes.
A SA should register all its services with all tscovered DAs provided that the
conjunction set of the scope lists of the DA arel $IA is not empty.

Service location information is expressed by aiserJRL, which contains all the
needed information (IP address, port number etr.kdntact the service. Legal
attributes and their default values for a specsi&evice type are defined using a
service template. Service attributes are registeand queried using the same

definition as that specified in the service templaf service template defines a
common vocabulary between service requestors antsgroviders.

Muliicast SrvRyst

Unicast SrvReg

Unicast SrvRgst Inicast
User Agent ), 'fﬁirectury Agent SrvAck
™ Unicast SrRply
Unicast S1rvReg
Service Agent 2

Figure 1: SLP’s two different operating modes with o without DAs present

without DA

Unicast SrvRply

with DA

SLP [7] [8] will operate in two modes dependingtbe existence of DAs. As Figure
1 above illustrates, with the presence of DAs, a WMl register with all the
discovered DAs in its scope all its advertised isess Upon successful registration,
an acknowledgement will be unicasted from the DAkbto the registering SA.
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Services are registered with their service URLsyise types, lifetime (the time

period during which services are considered to lable), possibly associated
attributes and so forth. SAs should refresh themvise registrations periodically

before their lifetime expire, otherwise servicerigst will be purged from DAs on

expiration. A UA initiates a service discovery bgieasting a service request to a
selected DA and the DA will unicast back a servegy if a match is found. Services
are matched by service types, scope information possibly service attributes. A

service reply consists of service URLs to the medckervices and their lifetime. In
the absence of DAs, UAs will query SAs directly $8nding service requests using
multicast convergence algorithm [8], SAs with thatahing services will unicast

service replies back to the requesting node.

All SLP [7] [8] messages are sent in UDP datagranttruncated if they exceed the
maximum UDP packet size. However, a TCP conneatigght be opened when a

node receives a truncated service reply. In thae,cthe service request should be
retransmitted. There is no mention of the actuatqmol for accessing the service in
the specification.

Evaluation: Multicast and DHCP are used in initialization.ifder is scalable as far
as Internet is concerned. As a result, SLP inutsemt form is not scalable either, thus
not suitable for MANETSs.

2.3.2 Jini Technology

Jini[10] introduced by Sun Microsoft is a Java centdemhnology. It introduces the
concept of a federation, which is a collection iof fechnology-enabled services that
co-operate with each other to achieve the goasdurce sharing.

Jini [10] distributed system architecture is corspd of an infrastructure, a
programming model and many services. The centmponments of the infrastructure
are a lookup service and a trio of protocols catlsgovery, join and lookup.

Jini Lookup Service (JLS), which is the counterpiarthe DA in the aforementioned
SLP [7], serves as a repository for up-to-date iserinformation within the Jini
federation. A discovery protocol is used by a nestbrted service/device, referred to
as entity henceforth, to locate lookup servicesetpster with. There are three related
discovery protocols, namely a multicast requestgua, a multicast announcement
protocol and a unicast discovery protocol. The asticliscovery protocol is used by
an entity to contact a lookup service on a knowst lamd it is also used by the other
two discovery protocols in the final phase of akigoe service discovery. In unicast
discovery, a TCP connection must first be establishetween the entity and the
lookup service on the known host. Then a simpleestgresponse mechanism is used.
A proxy of the lookup service through which en gntian invoke different methods
of the lookup service will be sent in response. Eoer, if a new entity starts up
without any clue of the location of the lookup seeg, it simply multicasts a UDP
request using multicast request protocol in ordeolitain one or more references to
the lookup services. This resembles the active B&avery in SLP [7]. A lookup
service, upon accepting the request, establish&tsafiTCP connection with the entity
using the enclosed contact information in the reguysacket. Then the unicast
discovery is performed by the entity as descrideml/a to get a reference/proxy of the
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JLS. Another way to get a JLS proxy is to listenrfaulticast announcements sent out
regularly by the lookup services using multicash@mcement protocol. Lookup
services will start sending out announcements tbmemt they start up. This way of
getting JLS proxy is similar to the passive DA digery in SLP [7]. An interested
entity can then establish a TCP connection to a Ukffg the enclosed contact
information in the announcements and followed leyuhicast discovery.

After the acquisition of JLS references/proxieg #ervice joins the federation by
registering with the lookup services. It does so uUptoading its service object
containing the Java programming language interféarethe service along with other
descriptive attributes to the lookup service. Tisisaccomplished by invoking the
register method of the received JLS proxy.

Lookup can occur when a Jini client after locatthg lookup service through the
aforementioned discovery mechanism needs to discavservice that matches a
certain interface type and possibly some other rg@se attributes. The node is
doing so by invoking a lookup method on the recgil@okup service proxy. If a

match occurs at the lookup service, the serviceanlip the matched service will be
downloaded to the client, such that the clienticanke different methods offered by
the remote service through the downloaded senbgectproxy using Java RMI [37].

This kind of code mobility has simplified the Jgyistem.

Jini's [10] group concept is a counterpart to SLF]sscope concept. A group is an
arbitrary string representing a name. Servicesbeaoonfigured with specific groups
to join in.

The programming model of Jini [10] technology commgs a set of interfaces that
support reliable service constructions. The leasimgrface introduces the leasing
concept, so that access to many of the servicgeidini system environment is time
bounded. The requested leasing period is propogetiebrequestor and negotiated
between the requestor and the service providerfimadly granted by the service

provider. The resources will be freed when leagegod expires unless a renewal is
done. The event and notification interface enalalesobject in one Java Virtual

Machine (JVM) to register its interest in the ocence of some events occurring in
another object in some other JVM and receive th#icetion when the events do

occur. The transaction interface allows for thematity of a transaction using the

two-phase commit protocol, which guarantees thattthnsaction will either succeed
or fail while leaving no inconsistent state in tiegwork.

The Jini [10] specification also mentions that peekup can be employed in the lack
of lookup services, in such case clients functi@mraror less like lookup services with
which services register. It is up to the clientsfitter out the unwanted service
responses.

Evaluation: Participants of the Jini federation must hosuacfioning JVM, which
may not be feasible for some mobile devices withree memory spaces and low
processing power. The service proxy concept is teigpyet it assumes standard
interfaces to be always available. Lookup servisear most of the burden in the
network and single failures may affect the netwpekformance.
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2.3.3 Salutation Protocol

Salutation [11] developed by the Salutation Comgoris another approach to service
discovery. It distinguishes itself as opposed ta'sli[10] language dependency on
Java and SLP's [7] network transport dependency@®/IP. It aspires to solve the
problem of service discovery and service utilizatianong appliances and equipment
with dissimilar capabilities in an environment ofidespread connectivity and
mobility.

The salutation architecture consists of:

Two major components

A Salutation Manager (SLM) serves as a service broker. It mediates among the
networked entities (i.e. devices, applicationsyiser or functional units that have
access to or may be accessed from other applisatg@rvices or devices [11]) to
enable the discovering and utilization of the capgbof one networked entity by
another. It is somewhat like a distributed Jinikiop service [10]. In short, salutation
managers let the services register their capasith them and they coordinate with
each other to locate the desired services forliants.

A Transport Manager (TM) hides the heterogeneity of the underlying networks
from the salutation manager and ensures reliablemamication channels to the
salutation manager that sits on top of it. It ckso docate other remote SLMs that are
connected to the same network segment. In this wesy,coordination among the
SLMs is realized.

Each device can host at most one SLM. If no lodaMSi.e. located on the same
device) exists, the device may use a remote SLbutfir remote procedure call (RPC)
[12] mechanism. Depending on the number of differeetworks physically
connected, a salutation manager may sit on mome ¢ha transport manager, each
responsible for one type of network transport.

A basic and essential building block

A Function unit is the minimal meaningful functionality of a clieor a service (e.g.
[Print]) that can be expressed byranction Unit Description Record A Function
Unit Description Record is assigned a unique hamdben being registered at a
salutation manager and it defines the type of atfan unit. Each Function Unit
Description Record is further composed of a calbecof Attributes Records, which
characterize the functionality. Services with savéunctionalities are described by
one or more Function Unit Description Records,adlivhich constitute th&ervice
Description Record

Two important interfaces

The Salutation Manager Application Program Interface (SLM-API) provides the
server and client applications with a transporepehdent interface that facilitates the
service registration, discovery and access.

A Salutation Manager Transport Interface (SLM-TI) provides transport-
independency to the salutation manager with thespart manager dealing with the
underlying network detalils.
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Four major service broker tasks

A Service Registryis maintained by a SLM. It is a repository for théormation of
all the services locally or remotely connecteds Kimilar to the lookup service in Jini
[10] and the DA in SLP [7].

Service Discoveryis performed through coordination among the sthriananagers.
Client communicates with local SLM to request faeavice, the local SLM contacts
the remote SLM. Required service type specifiethieylocal SLM is matched against
the registered service description records atehete SLM. A list of SLMs with the
matching service will be returned, eventually tbgetwith function unit handles.

Service Availability is a simplified eventing mechanism. It is espégiateful when

a client makes a long-term request to a serverfheetime from a request is issued
until the response is received is significantlygoifhen it is essential for the client
and the server to know whether the other partilisadive to respectively receive or
deliver the response. The client and the servereauire their respective local SLMs
to perform the availability check by exchanging FR#en Procedure Call [12]
messages with each other, such that either pdrbwiinformed of the unavailability
of the other by their respective local SLMs.

Service Session Managemeis handled by the SLM when the client wants toagti
the discovered services. The local or nearby SLMisked to establish a service
session between the client and the resolved seiMeere are three modes a
communication can take place in.

- Native Mode SLM is responsible for initiating the session, yet ill wot be
involved in the data transferring between the tlard the server.

-  Emulated Mode The only difference between the emulated mode thed
native mode is that SLM will also take part in tbata transferring i.e.
messages are sent in SLM packet, yet no inspeatioontent is performed.

- Salutation Mode In addition to the session initiation and the ragss
streaming mediating, SLM should also determinedat format. Again no
inspection of the content is performed.

Evaluation: Salutation protocol is platform, operating systeamd network
independent.

2.3.4 Universal Plug and Play (UPnP)

Universal Plug and Play (UPnP) [13] developed lopmasortium of companies headed
by Microsoft, is an evolving standard that is dasig to enable simple, ad hoc
communication among distributed devices and sesviiman many different vendors.
UPNP builds on existing Internet protocols e.g. MTEPHTTP, XML. Thereby it
ensures the interoperability among different veador

There are several fundamental building blocks imRPL3].

Control Point: The set of software modules that have the abibttyiscover and
control other controlled devices.
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Controlled Device: The set of software modules that respond to tieralopoint, e.g.
responding to the discovery request, acceptingoliny messages etc.

Device: It contains services and maybe other nested deeae TV, VCR. A single
device can implement a control point and one or emaontrolled devices
simultaneously.

Service: It exposes actions that can be invoked on it aodats its run time state by a
list of variables.

Following are the major steps involved in the UPH®] networking.

IP address configurationBefore the whole UPnP network would work everyidev
should get an IP address. It is done by eitheramimy a DHCP [14] server in order
to be allocated an IP address or for the lack o€CPHserver claiming randomly a link
local IP address in the range of 169.254/16 (Th&t fand last 256 addresses are
reserved) using auto-configuration [15]. After gsauto-configuration, DHCP server
should be intermittently searched and on discogenime, device should be assigned a
new IP address by DHCP server and relinquish the-@nfigured one.

Discovery After successfully acquiring an IP address, theia#control point can
now participate in the discovery. A newly added idewvill send out a couple of
discovery messages to notify its capabilities (sesrand embedded devices) to the
network. Messages, often referred to as ssdp:adike,multicasted to the reserved
multicast address and port using HTTP extended Withple Service Discovery
Protocol (SSDP) [16] and General Event NotificatAmchitecture (GENA) [18]. The
discovery messages provide the network with thermétion like, among other
things, device/service type, lifetime for the adsement to remain valid and a
pointer to a detailed device description file egged in XML [19]. Control points can
listen to the reserved multicast address for subferdisements or notifications. To
prevent a network from entering an unwanted statesry device should also
multicast several discovery messages (ssdp:bye toyegvoke the not yet expired
advertisements on leaving the network. The saméoqub stack is used for the
ssdp:bye bye messages. Similarly, a newly addettatqroint can send out a couple
of search messages looking for services of intefidsise messages (ssdp:discovery)
are also multicasted to the reserved address WA extended with SSDP [16].
Any device with the matching services/embedded adsvshould unicast a response
back to the control point that is doing the diseowe The response would contain the
same information as the ssdp:alive messages. S3$BJPiJ used in both service
announcements and discovery, thus it functions Iaiipi to Jini's [10] trio of
protocols: discovery, join and lookup.

Description After having discovered the desired device, arobqtoint knows only
what was conveyed through the discovery messagess§dp:alive) or the unicasted
service response. Further detailed device desmmipts provided in a device
description file which location is included in thiéscovery messages or the service
response. The most important content of the ddasmmifiile is a list of service types,
service names, URLs for service description filed &RLs for sending control and
eventing messages to the services. If the deviseeh@bedded device, it will also
contain a description of them. A service descriptgives the list of actions and
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corresponding parameters that will trigger respsrsed the list of variables that
model the state of the service at runtime.

Control Given the necessary knowledge of a device ansengices, a control point
can send control message to the aforementionedotdfiRL of a service to invoke
device specific actions or to retrieve associat@tesvariables. Results will be
returned by the service. All the messages, be nitrob messages or results, are
expressed in XML [19] and the interaction betwedess ¢ontrol point and the service
is handled by Simple Object Access Protocol (SOAP) using XML and HTTP.

Eventing As mentioned before, each service contains afistariables that models
the state of the service at run time. UPnP allowseevice to publish updates
whenever there occurs a change in these variabléstaallows interested control
points to subscribe for these events. A controhpexpresses its interest by sending a
subscription message to the eventing URL of theicer The subscription message
contains an event sink URL for receiving the noéfion. Granted subscription will
be assigned a duration (leasing), control pointsukh renew the subscription
periodically to keep it valid. All these messagek me formatted in GENA [18].

Presentationl|f the device offers a presentation URL, contrainp can then provide a
user interface for the device by downloading thgepiom the presentation URL to
the local browser.

Evaluation: UPnP is multicast-based. There is usually no eemggistry around,

which may results in high traffic load. UPnP usB§DP in service discovering limits
the discovery to a single subnet. Queries are inmechat the XML description. The
description is only scrutinized after the desired/ge is discovered.

2.3.5 Bluetooth Service Discovery Protocol (SDP)

Bluetooth [20] [21] is a new low-power, short-ran@®M), omni-directional wireless
transmission technology operated in the 2.4GHZ I&d. It contains in its protocol
stack a service discovery protocol (SDP). Bluet@®fP is optimized to discover the
services provided by other Bluetooth devices iy@athic environment.

Every SDP server maintains a repository of serwit@mation in the form of service
records, one for each service. Each service reisouthiquely identified by a 32-bit
service record handle within the SDP server andoimposed of a list of service
attributes which describe different aspects ofgbevice. Each service is an instance
of a service class/type represented as a UUTPe specific service class/type defines
the legal service attributes and their semanticghfat service class.

Bluetooth SDP [20] [21] supports:
Three kinds of service inquiries
- Search for services by service class/type

! The format of Universally Unique Identifiers (UWID is defined by the
International Organization for Standardization SOVIEC 11578:1996. "Information
technology - Open Systems Interconnection - RerRodeedure Call (RPC)"
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- Search for services by service attributegi.e. search pattern is a list of
UUIDs) Only attributes with values represented &bk are qualified to be
searched/matched.

- Service browsingis useful for a SDP client when the client hasanpriori
knowledge of the available services within rangervige browsing is based
on a common attribute called BrowseGroupList shdmgdall the service
classes. All the browse groups expressed in UUH2d & service may be
associated with are listed as the value of the Be@voupList attribute.

To possible scenarios
- Search for services on a connected device
- Search for services on an unconnected device #pgadms to be in the vicinity
i.e. within radio range

Bluetooth SDP [20] [21] employs a request/reply eidoetween a SDP client and a
SDP server. A SDP session is comprised of a requegicol data unit (PDU) from a
SDP client and the correspondent response PDU &&mDP server.

Before the SDP session can be established betw&Paclient and a SDP server,
they should first be connected. Firstly, an asyoebus connectionless physical link
is established at the Baseband/Radio layer usingoaedure callednquiry to
discover all the discoverable devices within raagd followed by a procedure called
paging to actually establish the connection. Secondlinla set-up is done at the
LMP level. Thirdly, a connection oriented logicdlannel is established at L2CAP
([20] [21]).

Service discovery is performed as follows: A SDiertdlissues a service request PDU
containing the search pattern. The search patt@nncontain either a service class
UUID if the client wishes to search for a servigedervice class or it can contain a
list of attribute values also expressed in UDDIghié client wishes to search for
service by attributes or it can contain both. A S&Pver with the matching service
records (i.e. contains all the UUIDs in the segrattern) will respond with a service

response PDU containing, among other things, servecord handles for the

matching services. The SDP client can use thesaceerecord handles to retrieve
certain attribute values of the service. Thesegdteps can also be merged into one.

Bluetooth SDP [20] [21] only provides mechanismgligcover services and retrieve
diverse service discovery-related information, oesin't provide any mechanism for
service selecting or accessing. However, it dodmel@ standard service attribute
ProtocolDescriptorList that enumerates the appropriate protocols needed f
accessing the service. It doesn't support brokexfrggrvices, service advertisements,
service registrations or event notification.

Evaluation: Bluetooth SDP aims only at Bluetooth devices.

2.3.6 A comparison of the existing service discovery protols

Though all the aforementioned protocols share meslemblance, they see things
from different angles and they aim at differentiandes. All the protocols have their
respective pros and cons. A general comparisohesfet service discovery protocols
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can be found in [22]. Jini [10] and UPnP [13] engihka on the pervasive computing
environment while Salutation [11] and SLP [7] [&ad more with service discovering
problem. Finally, Bluetooth SDP [20] [21] aims mooe less only at Bluetooth

enabled devices.

1.

SLP, Saturation, UPnP and Bluetooth SDP are aljuage independent,
which means they can be implemented in any langaagepposed to Jini,
which relies on Java to keep all the promises. Bguires that all devices
should have a working JVM.

SLP is designed mainly for TCP/IP networks, so BnB that relies on an IP
based network and web technology. As to Jini, tireenit Jini implementation
is based on TCP and UDP (multicast), but other agtvprotocols are also
possible as long as they provide reliable, streaented communication and
multicast facility. Bluetooth SDP works only in thigduetooth environment.
Salutation with the help of Traffic Manager makesotally independent on
the network technology. Thus, saturation will aigtiish itself when the non-
IP based network makes its way.

In a dynamic, distributed network, leasing is vémsipful to deal with the
partial failure and maintenance problem of the wekwSLP, Jini and UPnP
all support some kinds of leasing. In SLP, servémb/ertisements either
registered at a DA or directly sent to a UA in thek of DAs are assigned a
lifetime which require periodical renewals othemvithe services will be
considered unavailable and all the relevant infeionawill be expunged. The
same happens in UPnP, there is a header in thécesemmnouncements
(ssdp:alive) and the service search response c@hdHE-CONTROLthat
dictates the lifetime of a device or a servicelilm, both service registrations
at the Jini Lookup Service and access to the servie leased. Leasing period
can be negotiated between the requestor and tmtograr decided by the
grantor.

Jini, UPnP and Salutation all support eventingliin, the event notification is

realized by allowing an object in one JVM to registinterest in the

occurrence of some events in another object in sotmer JVM and receive

notification in the form of remote event objectheit directly or through a

third-party when an event occurs. Eventing in URItiIFzes the subscription

and publishing mechanism as described in secti8 2n page 18 under
UPNP eventing. Such subscription is leased (mee-thounded) and should be
renewed to remain valid. Salutation offers a sifrgdi eventing mechanism
termed service availability check which is one bé tservice broker tasks
performed by SLM, see section 2.3.3 on page 16k eventing.

UPNP is unique for its use of XML to describe devieatures and capabilities,
which provides a more sophisticated and powerfdcdption compared to
SLP's service types and attributes, Jini's interfagpes and attributes,
Salutation's function units and SDP's service mxolet as far as service
matching is concerned, UPnP doesn’'t use XML. Thel>déscription file is

not scrutinized until the requested device is fqural query in UPnP is not
based on XML. In this regard, SLP provides a ragm@werful matching, it
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supports substring, logical operators AND, OR etoich allows for a more

precise service searching compared to equalitykchredini, UPnP and SDP.
In Salutation, certain well-defined comparison fumts can be associated
with queries when searching for services and valubed in service matching.
UPNP is the only protocol that doesn't provide amgchanism for searching
by server attributes.

. Service browsing is supported in SLP, Jini, Saiotaaind Bluetooth SDP. In
SLP, there are two kinds of messages that redlzélea of service browsing.
One is the Service Type Request (SrvTypeRqst) wtachbe sent by a UA to
discover all the available service types within éissigned scopes, the other is
Service Attribute Request (AttrRgst) which can Imétiated by a UA to
retrieve all or a subset of attribute values asdedi either with a specific
service instance or a generic service type. In, dhmee methods, namely
getServiceTypes(), getEntryClasses() and getFididdgd), enable the clients
to browse for services and attributes in the lookenvice. While in Salutation,
there is a special function description recordechfiALL CALL” that enables
the clients to discover all the registered servinemnother Salutation Manager.
Browsing in Bluetooth SDP is described in secticdh®on page 19.

In SLP, a service can be contacted through thacgeldRL contained in the
service reply, but the actual protocol for accags$ie service is not mentioned.
In Jini, a service object/proxy of the remote seevis downloaded from the
lookup service. A client can invoke methods throtigh downloaded service
proxy directly. In Salutation, a service sessiofl be established between the
client and the server by the local SLM on the tligide and the local SLM
will be involved in different degree in the commeation depending on the
mode used. The different modes are described tmse2.3.3 on page 16. In
UPNP, control points can invoke commands by sendorgrol messages to
the controlled URL of the service, see UPnP contrdection 2.3.4 on page
18. Bluetooth SDP doesn't provide any mechanismstvice accessing.
However it does define a standard service attrilfrttocolDescriptorList
that enumerates the appropriate protocols for aotgshe service.

. All the aforementioned service discovery protocbkve their respective
salient features. Jini allows for code mobility.IBation provides transport
independence. UPnP offers automatic configurati@hdistinguishes itself by
its use of XML. SLP has an authentication secuesture.

2.4 Service discovery in middleware technologies

2.4.1 The importance of service discovery in Middleware

A middleware is a software layer that seeks to rabstthe details of ad hoc
communication from applications and enable smoatteractions among the
applications regardless of their heterogeneitie$ the dynamic underlying network
topologies. In a MANET, any node may in principlgecate as a server and provides
its services to other network nodes or as a clemt requires services from other
network nodes. In this dynamic environment difféererodes offering different
services may enter and leave the network at ang.tim order to efficiently and
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timely locate the desired services, the middlewaust provide some kind of service
discovery.

Mature middleware technologies, such as CORBA [28BH SOAP/XML Web
services [24] have been designed and used sucltgsgtha fixed networks.

2.4.2 CORBA

Common Object Request Broker Architecture (CORB23][promoted by Object
Management Group (OMG) provides a flexible commatian substrate and
platform neutral middleware for distributed, hetgoeous and object-oriented
computing environments. In CORBA, applications aredeled as a collection of
cooperative objects. These objects contain datansttiods that can be invoked by
other objects. Services are delivered through thmséhod invocations. Services
offered by an object are defined in Interface D&bn Language (IDL). The major
component in CORBA is an Object Request Broker (RDRihich helps a client
object to invoke methods on other objects. An ORRle$ the location,
implementation and communication details from tphpligations. In order to access a
service, i.e. invoke a method on an object, onethdisst obtain an object reference.
Obtaining an object reference can be thought o &nd of service discovery in
CORBA. It is realized by the use of naming anditrgdervice. They are two of the
many generic services offered by CORBA.

- Naming servicesallow an object to be bound with a friendly name.(
service registration) and later allow client taieate the object by this name.

- Trading servicesallow a client to find the object by its propestiee. by its
service types and associated attributes.

2.4.3 XML Web Services

XML web service architecture [24] provides anothktform neutral middleware for

disparate applications to interoperate with eadierotA XML web service is an

application component that offers a special sertacether applications. In CORBA
[23] applications are modeled as a collection gecis, while here applications are
modeled as a collection of loosely coupled XML veslvices. XML web service can
be best explained by the standards and protoclelgatages.

- SOAP [17] (Small Object Access Protocol) is used as ¢benmunication
protocol for XML web services.

- WSDL [25] (Web Services Description Language) is the couaténo the
IDL in CORBA [23]. A WSDL document is a XML documethat describes
the interfaces of a web service, the location efdérvice, the protocol needed
to access the service etc. In short, WSDL providdsthe necessary
information to access the web service.

- UDDI [26] (Universal Discovery Description and Integoa) is the
counterpart of CORBA'’s trading service for XML wesbrvices. It allows a
service provider to publish his services to the UD&yistry and later allows
the service consumers to discover the publishedcssrand use them.
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UDDI provides three kinds of search:
o0 White Page search by name
o Yellow Page search by categories based on stataevdomies
o Green Page search by technical details of a seintedace

2.4.4 Middleware challenges in mobile ad hoc networks

Conventional middleware platforms as mentioned abassume relative static
network topology, reliable channels and so forthANMETs with their special
characteristics have, however, posed several nealledges to the middleware
technology [27].

- Current generation of middleware is, to a largeeett heavy weight and
inflexible, which are too bloated to be ported e tsmall, often resource-
constrained devices participating in MANETS.

- Due to the dynamic changing topology in MANETS, pbete transparency of
the underlying network may not always be desirablany applications may
have to adapt to the fluctuation in network resesrar the change in location.
However, no existing middleware facility has addesk the problem of
transparency degree.

- Due to the unpredictable and frequent disconnection MANETS,
communications should be allowed to proceed evertha absence of
connection and allows for seamless reconnectiorev@at-based middleware
that support non-blocking/asynchronous communioadiod publish-subscribe
platform will be desired.

- Service discovery should not rely on central regist since nodes function as
central registries might leave the network or beeamaccessible due to a
sudden network partition. This is an issue addcebgehis thesis.

2.5 Service discovery in MANETSs

Most of the existing service discovery protocolsnti@ned above are not specially
tailored for MANETSs. When designing service disagvprotocols for MANETS, one
should take into consideration the special charasties of the MANETS.

Infrastructure-less

Service discovery protocols for MANETSs should reply on any fixed infrastructure.
A central register is widely used in many of theramentioned service discovery
protocols, like DAs in SLP [7], JLS in Jini [10] LM in Salutation [11]. If central
registers should be used in MANETS, they shouldigie only simple functions so
that almost every node with sufficient capacities. (processing power, memory
space, battery life etc.) will be able to take oles as central registers. However, if it
requires that nodes functioning as central regisstiould possess special functions
(e.g. the lookup server in Jini [10] has to man#dge objects for accessing and the
SLM in Salutation [11] has to manage different caimimation media), it is hardly
possible to automatically relocate these functionsther MANET nodes. Thus these
nodes form a kind of infrastructure that is inarate for MANETSs.
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Dynamic

MANETSs are dynamic in nature. Nodes can join arddethe network at will. Nodes
might fail due to, for example, battery failurenks between the nodes might break
due to nodes mobility. All these make the distrdaliservice discovery architectures
more appealing to the MANETS.

Heterogeneous

Because of the heterogeneity of the nodes in a MANibt all the nodes possess the
same processing capabilities, battery lives or nmgnstorages. Service discovery
architectures should not require additional sofevéw be implemented on every
MANET node. In Jini [10] technology, it assumesuaning JVM on every network
device. Bluetooth SDP [20] [21] depends on a unifeadio technology. These will
render extreme difficulties for a MANET with hundseof heterogeneous nodes.

All the aforementioned service discovery protoduse assumed a routed network.
In a MANET, service discoveries will cause extranttol messages by the routing
protocols. Recent researches have moved towardéndinways to promote co-

operations between layers to reduce the overhasmkdaby repeating similar tasks at
various layers. There are for example a lot of Isinties between the route discovery
in a reactive routing protocol and the service @igey. In this thesis, optimizations

are done between the service discovery mechanignthanreactive routing protocols

in order to reduce the overall routing overheadadidition, nodes that function as
central registers do not require special functimnbe implemented. They only need
enough memory spaces to hold the service informatimd a simple mechanism to
look up the information. The effect of having catregisters in the network will be

discussed through simulations.
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Chapter 3
Related works

Several research efforts have been made to pramosee suitable service discovery
mechanisms for mobile ad hoc networks; we brieByiew some of them in this
chapter.

3.1 Service discovery architectures

C. K. Toh [28] has in his book Ad Hoc Mobile WireeNetworks outlined different
service discovery architectures for managing seniitformation on MANETS,
namely service coordinator based, distributed gbesed and hybrid service location
architectures.

Service coordinator based architectureCertain nodes in the MANET are chosen to
be the service coordinators, a role quite simaDA in SLP [7] or lookup service in
Jini [10]. SCs announce their presences to the ar&tpweriodically by flooding SC
announcement messages. Service providers thavee8€& announcements register
periodically their services and access informatiotih SCs in their surroundings. A
service requestor will choose one service coordmai be its affiliated SC among all
the heard SCs, and it will contact its affiliated for desired services.

Distributed query-based architecture This architecture contains no SCs. Instead, a
service requestor floods the service requests ¢fimmut its surroundings in the
network. Each node that wants to provide servicess lits own service discovery
server and responds to service requests for itssemnces.

Hybrid service location architecture: This architecture combines the above two
architectures. Service providers within the anneament scopes of SCs will register
with them their available services and access inébion. Service requestors with
affiliated SCs will query SCs for services, or siynproadcast the query in the
absence of affiliated SCs.

This thesis evaluates the performance of the lasterservice discovery architectures
on reactively routed MANETS.

3.2 Group-based Service discovery Protocol for MANETSs

D. Charkraborty et al. proposed a novel group-basedce discover protocol (GSD)
[29] for MANETs. The protocol is based on peer-tep caching of the service
advertisements. Every service advertisement iscaged with an advertising radius
in terms of hops. Thereby, every node will be abolenaintain a cache of all the
services within the advertising radius. Servicesdascribed using service groups (e.g.
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Service/Hardware/IO-Service/Printer-Service). Toeal cache will be exploited first
when a service is requested at the application iaverder to enhance efficiency for
service discovery. When no matching service is doimthe local cache, a service
request will be broadcasted to the network.

D. Charkraborty et al. have also proposed a graget selective forwarding concept
for such broadcasted service requests. A servigaest is only forwarded to those
nodes that have seen in their vicinity one or nudréhe service groups specified in
the request. This information about service granghe vicinity is conveyed through

the periodic service advertisements. In this whg, metwork will not be inundated

with request messages, and the bandwidth usagbendpared.

The simulations done in GSD [29] have left out demtralized entities. Each node
instead maintains a service cache itself.

3.3 Name Resolution and Service Lookups in on-demand MRETS

A solution to name resolution in on-demand MANEEs been proposed in [32] [33].
The main idea is to streamline name resolution with underlying reactive routing
protocol (e.g. AODV [3], DSR [4]). The objective s obtain a bandwidth-efficient
scheme that reduces the number of broadcastedsdigcmessages to a minimum.

It has also been proposed to bundle simple senartee lookups together with this
name resolution mechanism ([31]). This is paralbkeDNS SRV lookups for simple
service discovery on the fixed Internet [35]. libals a service name to be resolved
into an IP address and a transport protocol nurtdobe used to initiate the service.
The transport protocol type is normally encoded the service name.

3.4 SLP-based service discovery on MANETS

R. Koodli et al. has in their Internet draft [3Qjoposed a similar solution to service
discovery in on-demand MANETS. Here, service distgpuwequests and replies are
carried as an extension to route requests anceseplia similar way. The proposed
mechanism for service discovery specifies the nges$armats that are designed to
inter-operate with the Service Location ProtocoLRP [7]. Thus, it has more
capabilities to accommodate advanced service disgothan the DNS-SRV-based
scheme for simple service name resolution propasefBl] has. A drawback,
however, is that it requires additional softwarglemented on the MANET nodes,
which may increase complexity and slow deploymdite proposed scheme is a
distributed query-based architecture.

3.5 What lacks

Guichal [34] undertakes an analysis of differemviee discovery architectures based
on simulations. The work concludes that the hyhrithitecture normally outperforms
both the service coordinator based and the disatbwguery-based approach. The
distributed query-based architecture is the secbast choice, and yields less
messaging overhead. Despite this, the work consluldat the hybrid architecture
gives an overall better performance, becauseldyigigher service availability.
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A shortcoming of the simulations is that they d¢ tade the importance of underlying
routing into consideration. This assumption migbkt dppropriate when a proactive
routing protocol is being used, because with pieacbuting the traffic patterns and
service discovery search patterns do not influeheeamount of routing messages.
With a reactive routing protocol, on the contrahjis assumption does not hold, and
the simulation results are not applicable. Dat#itravill trigger messaging by the
reactive routing protocol. Hence, service discovegssages will increase the routing
overhead.

The hypothesis of this thesis is that the routiagrbead would be much higher with
the hybrid architecture than with the distributedery-based distributed, simply
because the hybrid architecture proved to requioeenmessages on the network.
Since the service discovery mechanism have aneinfi@ on the reactive routing
protocol, this thesis use the optimization methmagosed in [30] and [31] to reduce
the overall routing overhead. A new comparisoméade in this thesis between the
hybrid and the distributed query-based architectureeactively routed MANETS in
terms of service availability, message overheadaiehcy.
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Chapter 4
Service discovery architectures and

mechanisms on a reactively routed
MANET

This chapter discusses service discovery architestumechanisms and other related
issues specific to this research. However, thay atgply generally.

4.1 Roles of nodes

In terms of service discovery, each MANET node nlye one or several of the
following roles:

* A client (or Service requestor)is a node that wants to discover a type of
service.

A Server (or Service provider) refers to a node that wants to make its
services discoverable by other nodes.

* A Service Coordinator (SC)is a node that assists with service discovery. It
holds a central repository for cachisgrvice Bindings (A service binding
maps the service type to an IP address and a porber that can be used to
initiate the service.).

4.2 Service discovery architectures

Server

Flooding scope: 1 hop
Client —_—  Service requesis hroadcasied

— — — — — - Service reply unicasied

Client

Figure 2: Pure flooding service discovery architectus

The service discovery architectures mentioned ictige 3.1 on page 25 apply
regardless of the underlying routing protocol, tragply here too. The service
coordinator based architecture is not explored,hHereause Guichal [34] has showed
that it is inferior to both the hybrid architectuamd the distributed query-based
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architecture. Our hypothesis is that the effed odactively routing protocol works in

favor of the distributed query-based architectiiteus, in this thesis, we focus on the
distributed query-based architecture as shown guréi 2 on the previous page,
referred to as pure flooding henceforth, and tharidyarchitecture as shown in Figure
3 below.

SC announcement scope: 1 hop

Service Request flooding scope: 1 hop
client

S

SEIVeY SETVET

semer

client

client

13 The SC advertises iiself,

Servers register with the SC. SC annoucements broadeasted (lefi)

2) Clienis either unicast the Service requesis broadcasted (right)
service requesis io the affliated ||| 50 1vice requests unicasted to affiliated 5C
SC orbroadcast them , ] . ] ]

3) Servers or 5Cs unicastback ——— — Senr.u:e regllstram?ns u.lm:as_ted (lefi)
service replies, Service replies unicasted (right)

Figure 3: Hybrid service discovery architecture

4.3 Message types

The service discovery mechanism includes the fofigumessages:

Service Coordinator Announcements (exist only in ta hybrid architecture):
Periodically, service coordinators will broadcastnauncements to inform the
surroundings of their presences. Every service dinator is associated with an
announcement diameter in terms of hops, referredst&&C announcement scope
henceforward. An SC will not relay other SC’s anmoements unless they cover a
bigger range than it self does. Nodes within thecamcement scope on hearing the
SC announcements will cache all the SC contactrnmdtion encapsulated in the
messages. A service requestor will choose one anatinghe heard SCs as its
affiliated SC to which it will direct service regste and this choice is remade every
time SC announcements are received. The cachedf®@nation entries are time
stamped and will be purged on expiration if no $@auncements are received for
the last two SC announcement interval.

Service Registrations (exist only in the hybrid arhitecture): Servers on hearing
the SC announcements will register their own sewsviwith ALL the heard SCs.
These registrations take place immediately afterdéceipt of the SC announcements.
Service bindings contained in the registration ptglare also time stamped while
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being cached at SCs and will be purged on expiafimo service registrations are
received for the last two SC announcement period.

Service Request:

Pure flooding architecture:A client in search for a service will simply braagdt the
service request to the network. The broadcast sofpmited by a parameter called
flooding scope.

Hybrid architecture A client in search for a service will direct ggrvice request to
its affiliated service coordinator. If it so hapgdhat the affiliated service coordinator
is beyond reach (left the network, power failure)ethen the client will proceed with
the pure flooding scheme for the curresairvice request i.e. broadcast the service
request. At the same time, client will choose xits, a new affiliated SC among all
the other heard SCs for future service requestseit¥ice coordinator's reply is
negative i.e. there is no required service regsten its repository, then client will
also proceed with pure flooding scheme for the enirservice request but no new
affiliated SC will be chosen. The client will stdtick to its old affiliated SC. If there
are no service coordinators heard by the cliemlathe client will simply fall back
on the pure flooding approach for service discangeri

Service Reply:

Pure flooding architectureOnly servers that offer the desired service wiiliate a
service reply to the requesting node. It is cliemesponsibility to choose the best
among all the replied servers to contact with lfier desired service.

Hybrid architecture Both SCs and servers can respond to the broadcastvice
requests that are not directed to a specific SBey can provide or have registered
matching services. An SC is obligatory to respand service request destined for it
from the client no matter whether there have begistered any matching services or
not. If no matching services exist, the SC will gimsend back a negative service
reply. An SC will provide the client with all theatthed service bindings, either its
own or registered by other servers. It is up todrent to decide with which server to
establish further contact.

4.4 Relation to reactive routing protocols

Figure 4 on the next page shows how service disgosa@n be streamlined with the
reactive routing protocol in the case where cliégnis affiliated with a service
coordinator, while client 2 is not. This is the nebdsed for simulation in this thesis.

The underlying reactive routing protocol used ie gimulation is AODV [3]. The
service discovery messages are carried by thengpptiotocol messages as extensions
in the form of a type and a type-specific valuebaing proposed in the AODV
specification [3]. Service requests and SC annaueoés are carried in RREQ
extensions, while service replies and service tegiens are carried in RREP
extensions.

The type and type-specific value for all the foforamentioned messages are listed in
Table 1 on the next page.
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Figure 4: Service discovery model used in the simulian

(SC announcement scope: 1 hop, Service Request flowy scope: 1 hop)

Message type Type Type-specific value
Service request 5 Service description
Service reply 6 Service binding

SC announcement 7 SC announcement scopé
Service registration 8 Service binding

Table 1: Message types and type-specific values dda simulations

The advantages of piggybacking service discoveryoaing messages in this way
are as follows:

1. Reverse routes to the service requestor are edtalllialong with the service
request so that no additional route discovery easary to relay the service
reply back to the service requestor.

2. Forward routes to the SC are established alongthw&l5C announcements so
that service requests and service registrationdbeamicasted to the SC.

3. Forward routes towards the server will be builthglavith the service reply in
pure flooding architecture, thus no additional eodiscovery is needed for
further communication with the server (e.g. senddaa etc.) In hybrid
architecture, forward routes towards the servanftibe SC will be built along
with the service registration so that SC might b&e do reply to the route
request on behalf of the server itself, which hetpseducing the flooding
scope of route request.

One requirement for the nodes running this amemdeting protocol is the ability to
process AODV message extensions.
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4.5 Service Coordinator placement

The placements of the clients, servers and sepocedinators in a network can be
generally divided into four categories, see Figbirarough Figure 8. These figures
will illustrate the relation between the placemefta service coordinator in the
network and its contribution to the network perfarme.

O Intermediate

node

Client

I SC announcement hroadcasted

service registration unicasted

service request hroadeasted

service reply unicasted

Figure 5: SC placement 1 (client — server — SC)

Figure 5 above illustrates the situation where $kever is closer to the service
coordinator than the client is. With other words server is able to receive the SC
announcements but not the client. Figure 6 omthd page illustrates the situation
where the client is closer to the service cooradindtan the server is. With other
words, the client is able to receive the SC annemants but not the server. In both
Figure 5 and Figure 6, using the hybrid servicedrsry architecture will be very
unreasonable. The service coordinator is totalfyesiluous since it is useless to the
client. In Figure 5 above, the client has to br@atithe service request since no SC is
heard by it. All the SC announcements and senggstrations will be merely a waste
of the network bandwidth and nodes’ processing pdarenothing. In Figure 6 on the
next page, though the client can unicast the seméaquest to its affiliated SC, yet the
server cannot receive the announcements broadchgtede service coordinator.
Accordingly, no service is registered at the SC #edclient has to fall back on the
pure flooding approach by broadcasting the servempiest to the network upon
receiving the negative reply from its affiliated .SQf course, it is possible to increase
the SC announcement scope in both Figure 5 andd-gjuso that the client in Figure
5 and the server in Figure 6 can receive SC anmwnents and be able to unicast the
service request or the service registration tostrgice coordinator respectively. Yet,
doing so is not very attractive. Firstly, increggsithe SC announcement scope will
increase message overhead significantly due tdatttethat SC announcements are
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broadcasted periodically. Secondly, from the figunee can see that if the server is
resolved at the SC, no route to the server wildb&ilable upon receiving the service
reply. An extra route discovery will be needed. @mtion results presented in later
chapters will show the effect of increasing theé®@ouncement scope.

O Interme diate
node Clent

#
SN~

\‘3-___._ e
gl \,/

5 . . .
negative service replies
Server
1,2,3.45 order of eventt
EE— SC annmoune emnents broadeasted

_|_|_|_|_ service requests unicasted

service requests broadcasted
— service replies unicasted

Figure 6: SC placement 2 (server — client — SC)

Figure 7 on the next page illustrates tkgeryone sees everyonesituation. Both the
client and the server can receive the SC announgsiria addition, the client and the
server can reach each other by a route with nacgecoordinators involved and this
route is much shorter than the route with the sergoordinator. Firstly, the hybrid
approach will not increase the service availabsityce the server can also be reached
through pure flooding. Secondly, if the hybrid aggech is used, no route to the
resolved server will be available on receiving sevice reply from the service
coordinator as opposed to the pure flooding approabere forward routes are
established along with the service reply from tbever itself. Thirdly, since the route
between the client and the server with no SC irewlis much shorter, it will be
easier simply to broadcast the service request gpdre the periodic SC
announcements and service registrations.
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O Intermediate
node Server

—_— SC announcement
broadcasted

client . . .
—— — — service registration

unicasted
service request

unicasted

— — — service reply
unicasted

. A

—

Hybrid: Route to the server is not available on
receving the service reply

server

client

service request
broadcasted
— — — service reply
intermediate unicasted
node

Pure flooding: Route to the server is available on
receiving the service reply fiom the server.

Figure 7: SC placement 3 (everyone sees everyone)

Figure 8 on the next page seems to be the onlyogent that makes the service
coordinator appear useful. The upper part of tharé& shows the situation where the
hybrid approach is used and the lower part showves situation where the pure
flooding approach is used. The service coordinatothis deployment does allow
service requests to be unicasted instead of bretattaln addition, the hybrid
architecture may increase the service availabilithe server is outside the client’s
service request flooding scope. For example, &f flboding scope for the service
request is set to three hops in Figure 8, thenclieat will not be able to find the

server using the pure flooding approach.
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Again we can see from the figure, in the pure flagdapproach, after the discovery
of the server, the route to the server is alsaoisteed, so no additional route request
is necessary to access the sever. While in thachgbproach, no route is established
to the resolved server. Accordingly an extra raliseovery is needed. In addition, if

the service requests are relative seldom, manlgeohetwork capacity will be wasted

in relaying SC announcements and server registiati@ven with a high service

requests frequency, we can go for other alternsititian using SCs, for example to
cache the service bindings at the client nodeternmediate node in order to minimize
the overhead.

intermediate

node

server

Hyl:fnd: no route .to.the server is service request unicasted
available on receiving the serive reply

from the service coordinator

service request broadcasted

service reply unicasted

SC announcements hroadcasted

= = = = gervice registration unicasted

intermediate

client
node server

pure flooding: route to the server
is available on receiving the
service reply from the server

Figure 8: SC placement 4 (client — SC — server)

Discussion

The unpredictable and dynamic MANET topology makesst guarantee for the
actual placement of different nodes. As discusdaov@ only one category will
possibly show the benefit of adding service coattirs. The overall network
performance after adding service coordinators g deubtful. The simulations done
in this thesis are based on random topologies, lwhmght incorporate any of the
aforementioned placements. These simulations aifimdoout whether implementing

36



service coordinator functionalities to the netwonkll yield a better network
performance over the pure flooding approach.

One possible solution to make service coordinatestul might be a dynamic SC
election mechanism. Instead of statically assigriimg service coordinator role to
certain nodes, a lightweight, dynamic SC electia@chanism can be implemented in
every node participating in the ad hoc network camication. Any node may take
on the role as a service coordinator based, fompla on its capacity (e.g. memory,
processing power, battery etc.) and its instantvolt environment (e.g. the number
of servers, service coordinators, potential clieets.). However, SC election
mechanism is out of the scope of this thesis.
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Chapter 5
Simulation Setup

The simulations were done on the well-known sinarlaloMoSim [36], which is
shipped with an AODV module.

The simulated network contains 50 nodes randondgtéx in a 300x300m square. A
two ray propagation model for radio waves as welbmni-directional antennas were
used at the physical level. The radio range ofribees is set to 50 meters. The mac
protocol used is IEEE 802.11. AODV and UDP are usedhe underlying reactive
routing protocol and transport layer protocol respely. There are two different
types of services in the network. A node is sebt@e a client, a server and/or a
service coordinator based on the density paranfietem through the configuration
file (see Appendix B). The selection was generai®dg a random number generator
shipped with GloMoSim [36]. SC election mechanisnout of the scope of this thesis.

The mobility model used for the dynamic topology radom waypoint. In the
simulations, 20% of the nodes will function as mige and actively initiate service
requests every 20 seconds. The time for the festice request is randomly and
individually generated for every client node. Arathalternative is to allow each
client to initiate exactly one service request lre whole simulation period. The
reason for not using this alternative is becauswilit definitely favor the pure
flooding architecture over the hybrid architectusece every client will only do one
service discovery, all control overhead generatethb service coordinators will not
be justified. The SC announcement interval is @die the same as the route timeout
value (i.e. 10S) as recommended in AODV [3]. Thasom for setting the SC
announcement interval alike the route timeout vakik be revealed in the next
chapter.

The two service discovery architectures simulatesl the pure flooding and the
hybrid service discovery architecture as showniguie 2 on page 29 and Figure 3 on
page 30. The architectures can be tuned with §at)léwo parameters:

- SC announcement scopeThis scope regulates the extent to which a servic
coordinator announcement can reach in terms of.hidps parameter is only
used in the hybrid architecture.

- Flooding scope This scope determines how far a service requéastbe
broadcasted in the network in terms of hops. Thiameter is used in both
architectures. In the hybrid architecture, a servriequestor will fall back to
use a pure flooding approach by broadcasting thecgerequest based on this
flooding scope if no affiliated service coordinateteard or when a negative
service reply has been returned from the affilistexice coordinator.
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The following metrics are defined to evaluate timeutation results
- Request Satisfied Ratio (RSR)

RS Numberof positiveservicereplies
Total numberof servicerequestsssuedby all clientsin the network

A positive service reply means not only the resotubf a service type to a
valid service binding (server address, port numbkut also a successful
contact to this server via the given access inftiona(i.e. a route to the
resolved server can be found).

- Message overheadAll the non-data messages that are transmittethén
network by all the nodes at the network level. ©herhead is counted as the
total number of packets over each hop (i.e. thal tmimber of packets times
the average number of hops traversed by the packets

- Broadcasted message overheadAll the non-data messages that are
broadcastedn the network by all the nodes at the networletay

Simulations are done for both static and dynanpolmgies. The simulation programs

are written in C (see Appendix C for part of thedes) and every simulation is
repeated 500 times with different seed values.
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Chapter 6
An initial simulation with five nodes

The purpose of this five nodes simulation is to:
- lllustrate the effect of variable SC announcemeptjdiencies in terms of
broadcasted message overhead
- lllustrate the relation between the SC announcerieqtiency and the active
route timeout value
- Fix the SC announcement interval for further sirhates

C l.'Et - Server 2

Server 1

=

As illustrated in Figure 9 above, there are fivelemin this simulation, two clients,
two servers and one service coordinator. CliemdLdient 2 are supposed to discover
server 1 and server 2 respectively. Both clientssarvers are within the transmission
range of service coordinator but not each other.

Figure 9: A simulation with five nodes
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As mentioned in section 4.4 on page 32, we choos@iggyback the service
discovery on routing messages in order to optinitee overall performance. In
addition, a successful service discovery is supptsend up with a successful access
to the resolved server. Accordingly, after evergcass service discovery, forward
routes to the service coordinator and the servdlr bei established if not already
existed or updated (AODV [3]). In the following sufations, the service request
interval is set to be slightly larger than the sotitneout value so as to make sure that
all the established routes from the earlier serdiseovery will be invalidated if not
updated by other means. This is to focus on thecefbf the SC announcement
interval as will be illustrated in the following&®ns. The simulation parameters are
illustrated in Table 2 below.

NET SIZE 100M x 100M

TRANSMISSION RANGE 10M

SIMULATOIN TIME 500S

MOBILITY NONE

SERVICE REQUEST INTERVAL 10S ~11S, 15S ~ 16S

SC ANNOUNCEMENT INTERVAL VARIABLE

ACTIVE ROUTE TIMEOUT 10S, 15S

ACTIVE SC TIMEOUT 2 * SC ANNOUNCEMENT
INTERVAL

SC ANNOUNCEMENT SCOPE 1

SERVICE REQUEST FLOODING SCOPE 2

ROUTING PROTOCOL AODV

NUMBER OF NODES 5

Table 2: Simulation parameters for a simulation wih five nodes

6.1 Broadcasted Message Overhead vs. SC Announcementserval

Figure 10 on the next page shows the relation twbe broadcasted message
overhead and the SC announcements interval. Thp si@mvn slope in the beginning
of the curve is due to the reduction of announcénresssages produced by the SC as
its announcement frequency decreases. Howevere tisea turning point at 10
seconds. Figure 11 and Figure 12 on page 44 fugkgose the details about what
actually happens around this turning point.

One of the reasons that caused this turn in theecigr because of the increase in
service requests that have to be broadcasted teetlrece coordinator. This is due to
the timeout of the route from the service requestats affiliated SC. As Figure 12 on

page 44 illustrates, there are three major messggs that have contributed to this
variation in the curve, namely SC announcementsjcgrequests broadcasted to the
SC from the clients and usual route requests (filmenclient to the resolved server
after the service discovery). As mentioned in &cti.4 on page 32 forward routes to
the SC are established and updated along with @ar$iouncements. Also routes
from the SC to the registering servers will be twdaand updated along with the
service registrations that take place immediateRerathe receipt of SC

announcements on the server side. The route timedué is set to ten seconds (as
recommended in AODV [3]). Accordingly, if an SC slsnout announcements every
ten seconds or less, all these aforementioned soutk be updated before their
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expirations. Thus, all the service requests from ¢hents can be unicasted to their
affiliated service coordinators. In addition, tlesce coordinator can also respond to
a route request on behalf of the server itselfv{serregistration refreshes the route
between the SC and the server), thus reducesabeirflg scope of the route request.
However, if the SC announcement interval is sdbddarger than the route timeout
value, then there will exist a time gap betweentitimeout of the route and the receipt
of the next SC announcement or the next servicestragon. In the meantime, all
service requests to the affiliated SCs will havebéo broadcasted instead of being
unicasted and the SC upon receiving a route redrstthe client for the resolved
server may have to rebroadcast it. The lower theaB@uncements frequency, the
larger this time gap will be and the larger th& n$§ unavailable route to the affiliated
SC when a client initiates a service request arayaitable route to the server at SC
upon receiving a route request from the clientlerresolved server will be. All these
broadcasted messages, are them service requestauter requests outweigh the
benefit of the reduction of SC announcements, theoause the curve to go upwards
again.

Broadcasted message overhead vs.
Service Coordinator Announcement interval
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Figure 10: Broadcasted message overhead vs. SC anncement interval
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Figure 11: Broadcasted message overhead around 198 announcement interval
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Figure 12: Detail of overhead by message type for ¢hsimulation with five nodes
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6.2 Broadcasted Message Overhead relative to Active Rtau
Timeout

As Figure 13 below illustrates, when the activeteotimeout varies, so does the
turning point of the curve and at the turning paugt get least message overhead per
service request. Thus for the further simulative, SC announcements interval is
set to be the same as active route timeout (i.e. $8conds) in order to minimize
the overhead
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Figure 13: Broadcasted message overhead per servieguest vs. active route timeout

6.3 Discussion

The factor that is not considered when settingSkeannouncement interval is the
effect of the service request frequency. At a nedatow service request frequency
and static network topology, reducing the SC annearent frequency might reduce
the overall message overhead. Considering theHatit is hard to predict the actual
service request frequency in a real ad hoc netvomkmunication, the extreme
scenarios (i.e. very high or very low service rexjufeequency) are excluded for this
research. A dynamic topology might favor a high€ &nouncement frequency in
order to reflect the network dynamics. Considering fact that the route timeout
value of a reactive routing protocol is set taking underlying network mobility into
consideration, setting the SC announcement intéovake the same as route timeout
value will be reasonable.
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Chapter 7
Simulations with static network topologies

The purpose of the simulations in this chapteois t
- Compare the performance between the pure flooditythe hybrid service
discovery architectures in terms of service avditgb(i.e. RSR), message
overhead and latency under the conditions of n@modbility
- Come to a conclusion about the preference of the service discovery
architectures based on the simulation results utideconditions of no node
mobility

Simulation parameters are listed in Table 3 below.

NET SIZE 300M x 300M
TRANSMISSION RANGE S50M
SIMULATOIN TIME 500S
MOBILITY NONE
ACTIVE ROUTE TIMEOUT 10S
SERVICE REQUEST INTERVAL 20S

SC ANNOUNCEMENT INTERVAL 10S
SERVICE REQUEST FLOODING SCOPE 1, 2, 3 HORS
SC ANNOUNCEMENT SCOPE 1, 2, 3HOP$
ROUTING PROTOCOL AODV
NUMBER OF NODES 50

NODES POSITION RANDOM
TYPE OF SERVICES 2

CLIENT DENSITY 20%

SERVER DENSITY VARIABLE
SERVICE COORDINATOR DENSITY VARIABLE

Table 3: Simulation parameters for static simulatims

7.1 Hybrid architecture

7.1.1 RSR relative to server density and SC density

As Figure 14 on the next page shows, the RSR iseseas more and more nodes take
on roles as servers or (and) service coordinatdosvever, the increase in total
number of servers exhibits a higher impact on tl8RRhan the increase in total
number of service coordinators does.

The RSR is improved by approximately 0.5 in valleewthe server density increases
from 5% to 40% for all SC densities. As to the ease of SC density, for a server

a7



density of 20%, the improvement in RSR is 0.023vatue when the SC density
increases from 10% to 20%, 0.013 when the SC deimgiteases from 20% to 30%
and 0.008 as the SC density increases from 30%% 4n overall improvement of
merely 0.044 in value. We can see from Figure 1dvb¢hat the curves for different
SC densities almost overlap with each other.

Request Satisfied Ratio
(SC announcement scope: 2 hops, Flooding scope: @k)
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Figure 14: RSR relative to SC and server density fothe static network topology
(Hybrid)

One of the reasons for this almost negligible improent in the RSR as SC density
increases is that as more and more nodes takelemas SCs, many may have their
impacts on overlapping areas. However, the clightstill direct its service request to
its old affiliated SC unless either the new onbatter compared to the old one based
on certain criterion (less hop count etc.) or thee ane fails in one way or another.
This is better explained in Figure 15 on the neage In Figure 15, SC 1 and SC 2
have overlapping effecting areas. Client 1 andntl will still direct their service
requests to their old affiliated service coordime®& 1. In this case, the presence of
SC 2 is redundant. There may exist many such sewoordinators, which are just
present in the network without actually participgtin the service discovery process.
Hence they contribute nothing to the improvementthe RSR. However, these
service coordinators will still consume a lot oftwmerk bandwidth by periodically
broadcasting SC announcements and receiving sepge&rations.

This phenomenon, on the other hand, tells us aasialready mentioned in section
4.5 on page 33 how essential the placement of seaordinators in the network
should be if they are meant to increase the netwerformance.

The flattening of the curves at higher server dessis due to a similar reason. As
more and more nodes take on roles as servers, rnbdesffer the same type of
service will register with the same service coaatlims or have the same influencing
area, which doesn’t necessarily improve the RSR.
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client 1

service

requests service
registrations

Figure 15: Two service coordinators with overlappingcharging areas

7.1.2 Message overhead relative to server density and Sfensity

Usually, every thing good comes with the bad. Toemside of the improved RSR is
the increased message overhead as shown in Fi§uveldw. At a server density of
20%, the RSR is increased from 0.612 to 0.62 asSelensity increases from 30%
to 40%. Along with this negligible improvement inSR, message overhead is
however increased from 5433 to 6118. Comparingirtheease ratios, the increase
ratio of the message overhead is 11% higher tratroftthe RSR.

Message overhead
(SC announcement scope: 2 hops, flooding scope: @pis)
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Figure 16: Message overhead relative to SC and senaensity for the static network topology
(Hybrid)

49



However, when the server density increases fromt®&%0%, the RSR is improved
from 0.305 to 0.82 and from 0.312 to 0.825 for dbh @&nsity of 30% and 40%,
respectively. With this 0.5 increase in the RSRugalthe message overhead is
increased from 5007 to 6055 and from 5424 to 69@5tle two SC densities,
respectively. The increase ratio of the messagehewd is, however, 55% and 51%
lower than that of the RSR for the two SC densitiespectively. Apparently, the
increase in the server density has a more posgfieet on network performance than
the increase in the SC density. In addition, theabticasted message overhead
decreases as more and more server deployed inetiw®nk as shown in Figure 17
below.

Broadcasted message overhead
(SC announcement scope: 2 hops, flooding scope: @ps)
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Figure 17: Broadcasted message overhead relative & and server density for the static network
topology (Hybrid)

The reason for this decrease in broadcasted messa&gbead, yet still increase in
total message overhead, is best illustrated inrEi@8 and Figure 19 on the next page.
The total message overhead is broken down accotdiagveral major message types.
As more and more nodes take on roles as servene thill be more chances for
certain servers to be positioned closer to theacli€his will reduce the hops needed
for a service request to be broadcasted when atdti@s to fall back on the pure
flooding approach in those cases when there agenoce coordinators being heard
or a negative service reply has been received fteraffiliated SC. Similarly, more
servers will register with the service coordinatorsis increases the chance for a
positive service resolution at the SC. All this kexps the decreasing “broadcasted
service request’. On the other hand, the servigestrations increase in line with the
number of servers, which outweighs the benefithef aforementioned decrease and
hence the explanation of the increased messagbdeaactiyet decreased broadcasted
message overhead.
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Broadcasted Message Overhead
(SC density: 30%, SC announcement scope: 2 hopsydding scope: 2 hops)
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Figure 18: Detail of broadcasted message overhead message type for the static
network topology (Hybrid)

Detailed message overhead analysis
(SC density: 30%, SC anouncement scope: 2 hops,dtting scope: 2 hops)
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Figure 19: Detail of message overhead by messagedyfpr the static network
topology (Hybrid)
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7.1.3 RSR relative to different scope parameters

Figure 20 below shows the effect on the RSR byiagrgnly the SC announcement
scope, the flooding scope or both.

Request Satisfied Ratio
(Server density 20%, SC density 20%)

- -
- - =" — — —

RSR

Hop Count (hop)

—+ = Vary flooding scope (fix SC announcement scope: bh)
—#&— V/ary SC announcement scope (fix flooding scope: bh)
= 4 = Vary SC announcement and flooding scope simultanesly

Figure 20: RSR relative to different scope parametex for the static network topology
(Hybrid)

Table 4 below lists the detailed increase in th&R8d the message overhead.

From one hop From two hops to Overall RSR Overall
to two hops | three hops (RSR| improvemen Message
(RSR improvement in | (%) overhead
improvement| value) increase
in value)

Fix flooding scope,| 0.1 0.06 38.8% 256%

vary sc

announcement

scope

Fix sc 0.15 0.085 56.5% 113%

announcement

scope, vary floodin

scope

Vary both scopes | 0.18 0.087 65% 341%

simultaneously

Table 4: The effect of varying different scope parmeters for the static network
topology (Hybrid)

From Table 4 above we can see that by varying tbeding scope and SC
announcement scope simultaneously, we can achieweaxamum overall RSR
improvement. Varying the flooding scope alone hasemimpact on the RSR than by
varying the SC announcement scope alone does. Tabddso shows that the
improvement is greater when varying the scope wigatihe scope is from one hop to
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two hops than from two hops to three hops. Theoreés this is that in the simulated
network, the number of servers that can be diseavby the clients or the number of
clients that can affiliate to service coordinatbecome fewer and fewer as service
requests or SC announcements are broadcastedrfasttay. In addition, possible
network partitions may hinder higher hop retransioiss to be carried out.

Though the improvement in the RSR is appealingtlyetincrease in scope trades off
the network bandwidth for the increase in the RERe overall message overhead
increase is listed in the last column of Table WwoTof the major contributors to this

increase are the increased SC announcements bstedida the network and the

triggered service registrations.

7.2 Pure flooding architecture

7.2.1 RSR relative to server density and flooding scope

Figure 21 below shows that the RSR increases eiith the server density and the
flooding scope, which correspond to the intuitidhe improvement in the RSR when
we increase the flooding scope from two hops tedhrops is less than that when we
increase the flooding scope from one hop to tweshdpat is due to the same reason
as stated in section 7.1.3 above for varying tbeding scopes. As to the flattening of
the curves at a higher server density, it is timeeseeason as stated in section 7.1.1 on
page 48 for the hybrid architecture. As more andenservers are deployed in the
network, they will have overlapping influencing ase One or more servers will offer
the same type of service to the same area, whiebrdonecessarily improve the RSR.

Request Satisfied Ratio for different flooding scops
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Figure 21: RSR relative to server density and floodig scope for the static network
topology (Pure Flooding)
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7.2.2 Broadcasted message overhead relative to server iy and flooding
scope

As Figure 22 below shows, broadcasted message eagrtecreases as more and
more servers being deployed in the network. Thizeisause as more and more nodes
take on roles as servers, there will be more ctafaredesired services to be located
on servers that are closer to the client, whicluced the flooding scope of the service
requests. However, the curve for one hop floodicaps is less steep than those for
two hops and three hops. This is because both libet density and the service
request interval are fixed for the simulations. $hhe number of service requests
generated by all the clients in the network wowdabmost the same regardless of the
server density. These service requests will beotilg broadcasted messages in the
pure flooding architecture. For the flooding scopfeone hop, total number of
broadcasted messages will stay the same (i.e. ®dbal total service requests
generated). The slight inclination is due to thet that a node can be a client and a
server at the same time, which eliminates the faelroadcasting the service request.
As number of servers increases, so does the claditice collocation of a client and a
server with the desired service type on the sarde.no

Broadcasted message overhead for various floodingapes
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Figure 22: Broadcasted message overhead for differefiooding scopes for the static
network topology (Pure Flooding)

7.3 Comparison between the pure flooding and the hybrid
architecture

7.3.1 RSR comparison

Figure 23 on the next page shows how the presasicgsrvice coordinators (i.e. for
the hybrid architecture) influence the RSR. As van see from the figure, the
introduction of the service coordinators does impréohe RSR. Depending on the
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announcement scope of the service coordinatorR®R is improved by 8.3% and
20.8% respectively at a server density of 5%. Was listed in Table 5 below.

Request Satisfied Ratio Comparison
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— = Hybrid (SC density: 20%, SC announcement scope: 1o, flooding scope: 2 hops

= = =Hybrid (SC density: 20%, SC announcement scope: 20ps, flooding scope: 2 hops)

Figure 23: RSR comparison between the pure floodingnd the hybrid architecture
for the static network topology

Flooding | SC Server | Service
scope (hopsannouncementdensity | Availability/
scope (hops) | (%) RSR

Pure 2 - 5% 0.24
flooding

Hybrid 2 1 5% 0.26
Hybrid 2 2 5% 0.29

Table 5: RSR comparison at a server density of 5%of the static network topology

The reason that SCs improve the RSR is reveal&igure 24 and Figure 25 on the
next page. Figure 24 illustrates a scenario wifloading scope of two hops and an
SC announcement scope of one hop. Without the ceelmadordinator functionality

implemented on the black node in Figure 24, theesewould be unreachable from
the client. However, with the SC functionality addm the black node, the server will
be able to register its service with the servicerdmator. And the client’s service
request will be able to reach the service coordmand the service coordinator will
respond to the client on behalf of the server.

Figure 25 on the next page shows a similar scenlamiothe SC announcement scope
is expanded to two hops. Without the service caoatdir functionality implemented
on the black node, neither client 1 nor client 2 ae able to find the server. But with
the help of service coordinator functionality implented on the black node, both
clients can direct their service requests to théitiated service coordinator i.e. the
black node, which has cached the server information
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Figure 24: The effect of SC, scenario 1
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Figure 25: The effect of SC, scenario 2

Our simulation in which the underlying routing olread is taken into consideration
confirms the results obtained in previous work [34. service availability (RSR) is
indeed higher with the hybrid approach.

However, introducing service coordinators to theéwoek also introduces extra
message overhead, such as service announcementge seegistrations, not to
mention the extra route discovery needed to agtuaihtact the server. Whether
these message overheads can be justified by thewng RSR will be analyzed in
later sections.
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7.3.2 Message overhead comparison

As pointed out in [34], the introduction of serviceordinators introduces extra
message overhead to the network, in terms of seraigcnouncements, service
registrations and those related to service lookijmsvever, the routing overheads
triggered by these messages are not taken intauatao [34]. The objective is to
optimize the benefits of additional service avallgilRSR against the cost of
additional overhead. Here, our analysis differanfr{84], as we also take routing
messages into account.

As we can see from Figure 26 below, though theodhction of the service
coordinators does increase the RSR, yet it alsoltsegn a much higher level of
messaging overhead. Service coordinators haveduntem two proactive elements to
the network, namely SC announcements and servigisti&ions. These messages
will take up a fixed bandwidth regardless of whettiere exist service discoveries or
not. From the figure, we can also see that themoisnessage overhead caused by
route discoveries for the pure flooding architegtufhis is because in the pure
flooding architecture, it is always the service \pder itself that responds to the
service request and a forward route to the semwiogider is established along with
the service reply. Accordingly, no additional r@wliscovery is needed for the client
to access the server. However,the hybrid architecture, when service coordirato
respond to service requests, forward routes arg esthblished towards the service
coordinators, not the service providers, so ameextund of route discovery is needed
in order to access the server after the resolution.

Message overhead comparison (server density: 20%)
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I |
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Hybrid (sc: 2 hops, flooding: 2hops) Hybrid (sc: 1 bp, flooding: 2hops) Pure Flooding (flooding: 2 hops

\ Mbroad. sreq Msrequ2sc Mroute discovery overhead [Isrep \

Figure 26: Detail comparison of message overhead byessage type for the static
topology

The introduction of service coordinators is expécte minimize the need for
broadcasting the service requestet from the simulation results, only after the
server density reaches a certain level (20%),thdlpresence of a service coordinator
begin to show its benefit as shown in Figure 2Thennext page. This again confirms
the importance of the placement of service cootdimsaelative to the servers and the
clients as mentioned in section 4.5 on page 33.
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Figure 27: Comparison of total number of service regests broadcasted

7.3.3 Latency comparison
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Figure 28: Latency comparison between the pure floadg and the hybrid architecture for the

static network toplogy
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Figure 28 on the previous page shows the compaonsservice discovery latencies

between the pure flooding and the hybrid architect8ervice discovery latency is the
time from a node generates a service requestthatihode receives a positive service
binding. The introduction of the service coordimat@loes minimize the service

discovery latency. This is because many of theisemequests can be satisfied at the
service coordinators that are often closer to tlenicthan the server themselves. In
addition these service requests are unicastecetsdtvice coordinator, thus no delay
is caused by the additional broadcast jitter. Tierdase in number of servers has
enhanced the chances for the client to find thecimag service at the service

coordinator or at a closer server, which resultsaimlecreasing latency for both

architectures.

7.4 Discussion

7.4.1 Latency

Service discovery is normally a step that userthgough as part of the initial service
initiation. For example: user normally would accaecond of delay when retrieving
search results on the Internet (e.g. a Google lppkufor setting up an IP Telephony
call.

Figure 28 on the previous page shows that the cerdiscovery latency is
considerably lower than this. Furthermore, theedéfces in delays between the pure
flooding and the hybrid architecture are only ie thrder of a few milliseconds and
should be considered negligible in this context.

Conclusion: Delay is not a factor that distinguishes the one service discovery
architecture from the other.

7.4.2 Tradeoff between the service availability and the mssage overhead

Hypothesis |: The increase in service availability (i.e. RSR) by adding service
coordinatorsis negligible compared to the extra message overhead it caused.

Hypothesis | I: There is always a pure flooding scheme that outperforms a hybrid
scheme with higher service availability (i.e. RSR) and less message overhead no
matter what the combination of tunable parameters (i.e. flooding scope and SC
announcement scope) is.

Hypothesis111: The former two hypotheses still hold for an increased SC density.

As demonstrated in earlier sections, the introductf service coordinators with the
hybrid architecture increases the service avaitglfile. RSR) as well as the message
overhead, as compared to the pure flooding architecThe simulations done in this
chapter are to verify the aforementioned hypotheses

Table 6 through Table 8 list the RSR values andntiessage overhead for the two

architectures at three different server densitiasne of these results have already
been presented in graphs and tables above.
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Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)

Flooding 1 - 0.144 263
Flooding 2 - 0.237 1178
Flooding 3 - 0.313 2001
Flooding 4 - 0.38 2799
Flooding 5 - 0.431 3526
Flooding 6 - 0.476 4164
Hybrid 1 1 0.166 1208
Hybrid 2 1 0.258 2456
Hybrid 3 1 0.33 3544
Hybrid 1 2 0.228 2921
Hybrid 2 2 0.287 4235
Hybrid 3 2 0.357 5413
Hybrid 1 3 0.288 4356
Hybrid 2 3 0.334 5609
Hybrid 3 3 0.382 6773

Table 6: Overall comparison between the pure floodig ("Flooding") and the hybrid architecture
("Hybrid") at a 5% server density for the static network topology

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture| (hops) | scope (hops) | (RSR)

Flooding 1 - 0.377 303
Flooding 2 - 0.543 1190
Flooding 3 - 0.638 1992
Flooding 4 - 0.70 2775
Flooding 5 - 0.736 3477
Flooding 6 - 0.756 4069
Hybrid 1 1 0.416 1544
Hybrid 2 1 0.566 2480
Hybrid 3 1 0.651 3281
Hybrid 1 2 0.516 3638
Hybrid 2 2 0.599 4421
Hybrid 3 2 0.668 5099
Hybrid 1 3 0.578 5500
Hybrid 2 3 0.639 6192
Hybrid 3 3 0.686 6802

Table 7: Overall comparison between the pure floodig ("Flooding") and the hybrid architecture
("Hybrid") at a 20% server density for the static network topology
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Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)

Flooding 1 - 0.62 338
Flooding 2 - 0.785 1152
Flooding 3 - 0.85 1880
Flooding 4 - 0.878 2555
Flooding 5 - 0.89 3126
Flooding 6 - 0.895 3598
Hybrid 1 1 0.658 1824
Hybrid 2 1 0.80 2491
Hybrid 3 1 0.857 3039
Hybrid 1 2 0.742 4298
Hybrid 2 2 0.817 4746
Hybrid 3 2 0.862 5161
Hybrid 1 3 0.768 6660
Hybrid 2 3 0.833 7083
Hybrid 3 3 0.864 7445

Table 8: Overall comparison between the pure floodig ("Flooding") and the hybrid architecture
("Hybrid") at a 40% server density for the static network topology

7.4.2.1 Comparing the pure flooding and the hybrid architedure at a 20% SC
density

7.4.2.1.1 Considering single-hop SC announcement scope

For a server density of 5%, adding service cootdisavith announcement scopes of
1 hop to the pure flooding architecture with vaddiooding scopes increases the
RSR. As we can see from Table 9 on the next phgeRER is increased from 0.144
to 0.166 for a flooding scope of 1 hop (i.e. arréase ratio of 1.15), from 0.237 to
0.258 for a flooding scope of 2 hops (i.e. an iaseeratio of 1.09) and from 0.313 to
0.33 for a flooding scope of 3 hops (i.e. an inses@tio of 1.05). However, with such
minimal increase ratios in the service availabjlttye message overhead of the hybrid
scheme is tremendous higher. The message overhéaal foybrid architecture with a
flooding scope of 1 hop is almost 5 times as mushthat of the pure flooding
architecture with the same flooding scope. The agsverhead of the other two
hybrid architectures is also doubled compared ¢opilre flooding architectures with
corresponding flooding scopes.

From Table 9, we can see that by expanding thaliihgoscope of the pure flooding
scheme from 1 hop to 2 hops; it will outperform Hybrid scheme that has a flooding
scope of 1 hop. The pure flooding scheme exhibghdr service availability, i.e.
0.237 as opposed to 0.166 and less message overleedd 78 as opposed to 1208.
By further expanding the flooding scope of the ptiomding scheme, the hybrid
schemes with multi-hop flooding scopes will alsodugperformed. We can see that
the hybrid architecture with a flooding scope didbs is inferior to the pure flooding
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architecture with a flooding scope of 3 hops. Samy, the hybrid scheme with a
flooding scope of 3 hops is inferior to pure floogliarchitecture with a flooding scope

of 4 hops (Table 9).
Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)
Flooding 1 - 0.144 263
Flooding 2 - 0.237 1178
Flooding 3 - 0.313 2001
Flooding 4 - 0.38 2799
Hybrid 1 1 0.166 1208
Hybrid 2 1 0.258 2456
Hybrid 3 1 0.33 3544

Table 9: Comparing pure flooding ("Flooding") and the hybrid architecture ("Hybrid") with

server density of 5%, SC announcement scope of 1hadrhe values are extracted from Table 6.

We see that the same situation is also represeatdr other server densities. For
example, at a 20% server density (Table 10), tHarithyarchitecture increases the
RSR by 10.3%, 4.2% and 2% for the flooding scogemne hop, two hops and three
hops, respectively, the increase in message owtikean the other hand, too large to
be justified by the minimal increase.

Again, the hybrid scheme with a flooding scope d&iop is outperformed by the pure
flooding scheme with a flooding scope of 2 hopsiciwhas a higher RSR of 0.543
and less message overhead of 1190 (Table 10). yimedhschemes with flooding

scopes of 2 hops and 3 hops are inferior to the flaoding schemes with flooding
scopes of 3 hops and 4 hops, respectively.

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture| (hops) | scope (hops) | (RSR)

Flooding 1 - 0.377 303
Flooding 2 - 0.543 1190
Flooding 3 - 0.638 1992
Flooding 4 - 0.70 2775
Hybrid 1 1 0.416 1544
Hybrid 2 0.566 2480
Hybrid 3 1 0.651 3281

Table 10:

Comparing pure flooding ("Flooding") and the hybrid architecture ("Hybrid") with

server density of 20%, SC announcement scope of dfh The values are extracted from Table 7.

As another example, we may look at a service dep$id0% (Table 11). Here, we
see exactly the same pattern as we saw at lowdcselensities.

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)
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Flooding 1 - 0.62 338

Flooding 2 - 0.785 1152
Flooding 3 - 0.85 1880
Flooding 4 - 0.878 2555
Hybrid 1 1 0.658 1824
Hybrid 2 1 0.80 2491
Hybrid 3 1 0.857 3039

Table 11: Comparing pure flooding ("Flooding") and the hybrid architecture ("Hybrid") with a
server density 0f40%, SC announcement scope of 1 hop. The values asracted from Table 8.

Sub-conclusion |: The improvement in service availability (i.e. RSR) exhibited by a
hybrid scheme with a single-hop SC announcement scope and a single-hop or
multi-hop flooding scope over the pure flooding scheme with the same flooding
scope is negligible compared to the message overhead it increased.

Sub-conclusion |I: There is always a pure flooding scheme that outperforms a
hybrid scheme that has a single-hop SC announcement scope.

7.4.2.1.2 Considering multi-hop SC announcement scope

In section 7.1.3 on page 52, we demonstrated thatdoeasing the SC announcement
scope of the hybrid architecture, the service abdity was improved slightly. The
downside is a considerable degradation in messagrbead.

Comparing with the pure flooding architectures, fiyérid architectures with an SC
announcement scope of 3 hops have increased thebR3B0%, 41% and 22% for
flooding scopes of one, two and three hops, resdgtas illustrated in Table 12
below. However, they also increase the messageheadrby 1556%, 376% and
238%, respectively.

Service Flooding| SC Service Message
discovery |scope | announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)

Flooding 1 - 0.144 263
Flooding 2 - 0.237 1178
Flooding 3 - 0.313 2001
Hybrid 1 2 0.228 2921
Hybrid 2 2 0.287 4235
Hybrid 3 2 0.357 5413
Hybrid 1 3 0.288 4356
Hybrid 2 3 0.334 5609
Hybrid 3 3 0.382 6773
Flooding 4 - 0.38 2799
Flooding 5 - 0.431 3526

Table 12: Comparing pure flooding scheme (“Flooding) and different hybrid schemes
("Hybrid") with increasing SC announcement scopesThe values are extracted from Table 6,
which covers a service density of 5%
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Since we showed that the pure flooding scheme waer®r to the hybrid
architecture for a single-hop SC announcement sébpemes at no surprise that the
same is the case when the SC announcement scopenidtiple hops. For example,
as we see in Table 12 on the previous page, aflno@ing scheme with a flooding
scope of 4 hops outperforms all the hybrid schewigsmulti-hop SC announcement
scopes presented in the table. Though the hybhiense with an SC announcement of
3 hops and a flooding scope of 3 hops offers adrigSR than that offered by the
pure flooding scheme with a 4-hop flooding scope,ihcrease in the RSR of 0.5% is
negligible compared to the increase in messageheadr of 142%. Therefore, this
hybrid scheme is still inferior to the pure floogischeme with a 4-hop flooding
scope. By further expanding the flooding scopehef pure flooding scheme to five
hops, it will then offer a higher RSR and less magss overhead than the
aforementioned hybrid scheme.

The same conclusions are also drawn for othersEdénsities, such as for a service
density of 20% shown in Table 7 on page 60 or &esedensity of 40% shown in
Table 8 on page 61. Both tables show that an isergathe SC announcement scope
increases the service availability slightly, whilee message overhead increases
dramatically. Thus, it is easy to see that the ding architecture outperforms the
hybrid architecture. For both service densities, plre flooding architecture with a
flooding scope of 4 hops will outperform all thebinigl architectures with multi-hop
SC announcement scopes presented in the tables.

Sub-conclusion I11: The improvement in service availability (i.e. RSR) exhibited by
a hybrid scheme with a multi-hop SC announcement scope and a single-hop or
multi-hop flooding scope over the pure flooding scheme with the same flooding
scope is negligible compared to the message overhead it increased.

Sub-conclusion 1V: There is always a pure flooding scheme that outperforms the
hybrid scheme that has a multi-hop SC announcement scope.

7.4.2.2 Comparing the pure flooding and the hybrid architecure at a 30% SC
density

We showed that the pure flooding scheme was suptyiohe hybrid architecture
independent of the SC announcement scope at a Sstydef 20%; it comes at no
surprise that the same is the case when the S@ydensicreased. We have shown in
Table 13 on the next page an example that covesenger density of 20% and an
increased SC density of 30%.

Increasing the SC density will slightly increase RSR. Comparing, for example, the
hybrid schemes with single-hop SC announcementescap Table 13 on the next

page with those in Table 7 on page 60. The increstg® in the message overhead is
25%, 18% and 14% more than that in the RSR fordilogp scopes of one, two and

three hops, respectively.

As already shown in section 7.1.1 on page 48 amtiope7.1.2 on page 49 that
increasing the SC density will barely increase R&R, yet the increase in message
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overhead is rather noticeable. This is shown irule29 below. Here we can see a
relatively vertical line, which indicates the inase in the SC density has a much less
influence on the RSR than on the message overfiéadreasons are already covered
in section 7.1.1 and 7.1.2.

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture| (hops) | scope (hops) | (RSR)

Flooding 1 - 0.377 303
Flooding 2 - 0.543 1190
Flooding 3 - 0.638 1992
Flooding 4 - 0.70 2775
Flooding 5 - 0.736 3477
Hybrid 1 1 0.432 2010
Hybrid 2 1 0.577 2969
Hybrid 3 1 0.658 3768
Hybrid 1 2 0.525 4597
Hybrid 2 2 0.612 5433
Hybrid 3 2 0.678 6156
Hybrid 1 3 0.579 6717
Hybrid 2 3 0.651 7474
Hybrid 3 3 0.695 8149

Table 13: Comparing pure flooding (“Flooding”) and different hybrid schemes ("Hybrid"),
which covers a service density of 20% and an increang SC density of 30% for the static network

topology

RSR vs. Message overhead
at different SC densities
(SC annoucement scope: 2 hops, flooding scope: 2 hops)
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Figure 29: The effects of increasing SC densitiesrfthe static network topology

It comes at no surprise that we can always finduge pflooding scheme that
outperforms the hybrid scheme with higher RSR a&sd message overhead. The pure
flooding scheme with a 2-hop flooding scope thdersf a RSR of 0.543 and a
message overhead of 1190 outperforms the hybriénsehwith a single-hop SC
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announcement scope and a single-hop flooding setyweh has a RSR of 0.432 and
message overhead of 2010. The pure flooding scheithea 4-hop flooding scope
will outperform all the other hybrid schemes asspreaed in Table 13 in the previous
page. It will even outperform the hybrid scheme hwithe single-hop SC
announcement and the single-hop flooding scopbersense that the increase in the
message overhead can be justified by the increatieeiRSR. As RSR is increased
from 0.432 to 0.70, an improvement of 62%, the ragssoverhead is increased from
2010 to 2775, an increase of only 38%.

Sub-conclusion V: All the sub-conclusions drawn above still hold for an increased
SC density.

7.4.2.3 Flooding scope vs. SC announcement scope in the hgbscheme

Another phenomenon we can observe from all the lation data above is that the
increase in the flooding scope of the hybrid seruwigscovery architecture offers a
better performance than the increase in the SCwmueonent scope does. This is
already covered in section 7.1.3 on page 52. Themtcivill fall back on the pure
flooding scheme if there are no service coordirsab@ard or the service reply from its
affiliated SC is negative. The flooding scope colstrthe performance of the pure
flooding part of the hybrid scheme. Since incregdhe flooding scope of the hybrid
architecture exhibits a better network performanderms of service availability (i.e.
RSR) and message overhead than increasing the &tirsmement scope does, the
benefit of the pure flooding is again being proved.

Conclusion for the chapter: The pure flooding service discovery architecture is
more preferable to the hybrid service discovery architecture under the conditions of
no node mobility.
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Chapter 8
Simulations with dynamic network topologies

The purpose of the simulations in this chapteois t
- Compare the performance between the pure floodintythe hybrid service
discovery architectures in terms of service avditgl{i.e. RSR) and message
overhead under the conditions of node mobility
- Come to a conclusion about the preference of the service discovery
architectures based on the simulation results utiierconditions of node
mobility

Simulation parameters are listed in the Table 1dvine

NET SIZE 300M x 300M
TRANSMISSION RANGE 50M
SIMULATOIN TIME 500S
MOBILITY Random Waypoint
MAX MOVING SPEED VARIABLE
MIN MOVING SPEED oOM/S

PAUSE TIME 10S

ACTIVE ROUTE TIMEOUT 10S

SERVICE REQUEST INTERVAL 20S

SC ANNOUNCEMENT INTERVAL 10S

SERVICE REQUEST FLOODING SCOPE 1, 2,3 HOPS
ROUTING PROTOCOL AODV
NUMBER OF NODES 50

NODES POSITION RANDOM
TYPES OF SERVICES 2

SERVER DENSITY VARIABLE
SERVICE COORDINATOR DENSITY VARIABLE
SC ANNOUNCEMENT SCOPE 1,2, 3HOPS
CLIENT DENSITY 20%

Table 14: Simulation parameters for dynamic simulaibns

The original 300x300m network is partitioned imeotareas as Figure 30 on the next
page shows in order to simulate the effect of ndel@ang the network.

Nodes are moving according to the mobility pattefmandom waypoint within the
whole area i.e. 300x300m. The moment the node $etheeactive network area, it is
considered as having left the network. It will hett initiate any service requests, nor
relay any kind of messages until it moves back theactive network area again. All
the routing information cached at the node wilifealidated.
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Figure 30: Network partitions for the dynamic network topology

8.1 Hybrid architecture

8.1.1 RSR relative to server density and sc density
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Figure 31: RSR relative to SC and server density fothe dynamic network topology (Hybrid)

Figure 31 above shows that with the node mobilildesd to the network, the
conclusions drawn from the static case still hdlde RSR increases as server and
service coordinator functions being added to maoiek more nodes in the network. In
addition, the server density is more essentiah&inhcrease in the RSR than the SC
density. The RSR is improved by 101%, 84%, 74% &8%b when the server density
increases from 5% to 40% for SC densities of 100%9,230% and 40%, respectively.
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However, the improvement in the RSR is only 6% wlhiesn SC density increases
from 10% to 40% for a server density of 20%.

At a higher server density level, the increase Dgiray service coordinators is
negligible, there exhibits even a decrease in tBR Rt a server density of 40% when
SC density increases from 20% to 40%. This is ahbgethe stale server information
passed out by the service coordinators, which ferned to as false positive replies
and will be further discussed in section 8.1.3 @geg 70. The server information
cached at the service coordinator is considerduktetale if the server is outside the
service coordinator’s announcement scope or itiiside the active network area. The
stale server information still has a non-expirethestamp within the service
coordinator. At a higher server density level, @aging the SC density will make it
possible for more servers to register their sesviwéh the service coordinators and
more clients to affiliate themselves to them. Sinuare servers are registered with
one or more service coordinators, the chancestéde server information, which is
caused by the node mobility, cached at the semdocedinators will increase. Since
more clients are affiliated to the service coorthns, service coordinators will be
exploited more often. Accordingly, there is moreamte for the stale server
information to be passed out to the clients byrth#iliated service coordinators. All
of these have caused the decrease in RSR at & density of 40%.

8.1.2 Message overhead relative to server density and Siensity

Message overhead
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Figure 32: Message overhead relative to SC and sendensity for the dynamic topology (Hybrid)

Again, the mobility doesn’'t change the results ofed from the static case. The
message overhead increases along with the serdethanSC density as shown in
Figure 32 above. As we can see from Figure 33 @nrtbxt page, the biggest
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contributors to the increase in message overheadhar service registrations. They
increase proportional to the number of servers.

Message overhead in details (SC density: 20%)
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Figure 33: Detail of message overhead by type for ¢hdynamic network topology (Hybrid)

8.1.3 False positive replies from service coordinator

A service coordinator might pass out false posithesvice replies to the service
requestor. False positive service replies contames information to those servers
that the service coordinator claims to be withenrgach, but their actual positions are
out of the service coordinator's announcement scoait of the active network area.
As we can see from Figure 34 on the next pagecliaace for a service coordinator
to pass out false positive replies increases assubve faster. As mentioned earlier,
the SC will invalidate the server information ifetle are no service registrations
received before the expiration. False positiveiserkeplies might be generated in the
period after the server node moves out of the redtihe SC and the expiration of the
cached server information. Figure 35 on the negephlustrates this time period. If a
service request for the server is received dutiag time period, the service reply will
be false positive. The faster the server node mougghe longer this period might be
and the higher the possibility for the SC to givé etale server information. False
positive service replies do not always lead to t@usequences. If the server is still in
the active network area, as long as the networotspartitioned between the client
and the server, the client will still be able tocess the server and the service
discovery is still considered to be successful. Blay, if the network is partitioned
between the client and the server or the serveutside the active network area, the
client will assume the destination unreachable disdard the packet. In the latter
case, the service discovery is considered to hailedf though there may exist some
other servers in the network that offer the sameise and can be reached by the
client. This will cause a decrease in the servialability (i.e. RSR).
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False Positive replies from SC
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Figure 34: False positive replies percentage
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Figure 35: The period during which false positive rplies are passed out

8.2 Pure flooding architecture

8.2.1 RSR relative to server density and flooding scopes

With no surprise, the adding of mobility to thewetk doesn’t change the fact that
the RSR increases along with the increase in flgpdicope and server density as
shown in Figure 36 on the next page. The same agtaapply here as those stated
in section 7.2.1 on page 53 for the static netwopiology.
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RSR vs. various flooding scope
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Figure 36: RSR relative to server density and floodig scope for the dynamic network
topology (Pure Flooding)

8.3 Comparison between the hybrid and the pure flooding
architecture

8.3.1 RSR comparison

Adding service coordinators to the dynamic netwshkws the same effect as with

the static network. The RSR is improved by intradgcservice coordinators to the

network as Figure 37 below shows. The reason ferirthrease is the same as that
stated in 7.3.1 on page 55. However, the incresatess significant at a higher server
density level.

The effect of adding service coordinators
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Figure 37: RSR comparison between the pure floodingnd the hybrid architecture
for the dynamic network topology
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Table 15 below lists the detailed RSR values ferttho architectures at a 40% server
density. The hybrid scheme with a single-hop SCGoannement scope has increased
the RSR by 1% over the pure flooding. At such déigserver density level, most of

the service requests can be satisfied with thegbireetl flooding scope in the pure

flooding architecture, which makes the adding o¥ise coordinator unnecessary as
far as RSR is concerned. By further expand the &®w@ncement scope, the RSR
value is even decreased by 0.1% compared to thednop SC announcement scope.
The reason for the decrease is the same as tliatl stasection 8.1.1 on page 69

concerning the stale server information passedytie service coordinator.

Flooding| SC announcement | Server density Service
scope scope (hops) (%) Availability/RSR
(hops)

Pure flooding| 2 - 40% 0.875

Hybrid 2 1 40% 0.885

Hybrid 2 2 40% 0.884

Table 15: RSR comparison at a server density of 40%r the dynamic network topology

Our simulation for the mobility case again confirthge results obtained in previous
work [34], i.e. service availability (RSR) is indekigher with the hybrid approach.

8.3.2 Message overhead comparison

Message overhead comparison
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Figure 38: Message overhead comparison between therp flooding and the hybrid
architecture for the dynamic network topology

As Figure 38 above shows, it comes at no surphat adding service coordinators
also results in a higher messaging overhead ura@ecanditions of node mobility.
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The proactive elements, namely SC announcementseandte registrations, and the
extra route discovery messages, are introducetl,apighe situation with the static
case.

8.3.3 RSR and message overhead relative to max moving sgke

We can see from Figure 39 below that RSRs deciesmsedes move faster and faster
for both service discovery architectures. Highebility causes more frequent broken
routes, which decreases the RSR. Considering the R&@R is calculated, only
successful service resolution followed by a sudoésscess to the resolved server
will be counted as a satisfied service request.oAtiagly, even the desired service
can be found, later access to the server may éailise the server has moved out of
the active network area or the route to the sas/broken because of one or more of
the intermediate nodes has left the network in nieantime or the network is
partitioned between the client and the server.tRerhybrid architecture, the client
usually has to initiate a route discovery to findbate to the resolved server. All the
aforementioned cases might cause route replieetdrbpped before reaching the
client. In addition, the route discovery mechanisiay cause the client to flood the
route requests to the network up to several tineferb giving up. The increase in
total number of route requests and decrease ihrtataber of route replies as shown
in Figure 41 on page 76 reflects this.

However, the pure flooding architecture appearbdgomore stable than the hybrid
architecture. This is because nodes in pure flgpdircthitecture don’t have to worry

about getting any stale server information. It vélivays be the server itself that
responds to a service request. This is not theioasgbrid architecture where service
coordinators are involved. As stated in 8.1.3 ogep@0, chances for a SC to give out
stale server information are bigger if the netwbdcomes more and more dynamic.
The stale server information might decrease the BSRtated in the end of section
8.1.3.
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Figure 39: RSR relative to max moving speed
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Figure 40 on the next page shows that there is@ease in the message overhead for
the hybrid architecture as nodes moves faster asteérf while a slight decrease in the
overhead for the pure flooding architecture.

The increase in overhead with the hybrid architecis caused by the increase in
route requests and service requests that have ltoob€ecasted to the SC as Figure 41
on the next page illustrates. One of the reasonth®increase in route requests has
already been explained earlier in this section. ®tieer reason for the increase in
route requests is because of broken routes bettheeaffiliated SC and the resolved
server, which is caused by high mobility. Accordingf the SC lies between the
client and the resolved server, the SC has to agloast the route request from the
client instead of responding on behalf of the ser¥ée increase in the number of
service requests that has to be broadcasted t&@hés due to the fact that high
mobility will cause the route between the cliend ais affiliated SC to be more easily
broken. So instead of unicasting the service raqoess affiliated SC, the client has
to broadcast it.

The slight decrease in overhead with the pure flap@rchitecture is caused by the
decrease in total service requests broadcastedmobdity model random way point
shipped with the GloMoSim [36] has a tendency tovenoodes closer towards the
center of the region. Table 16 below lists the ragesoverhead for the pure flooding
with a single-hop flooding scope under both staitd dynamic topology. The
decrease in service requests is due to the fachdues outside the active routing area
are not allowed to initiate any service requestenEwith a decrease in total service
requests broadcasted, there is an increase innatatber of service replies generated.
Since the flooding scope is one hop, only a nodes-hop neighbors can generate
service replies. Mobility model in the simulatorsheaused nodes to move closer to
each other, thus more servers can respond to theeseaequests. The increase in
moving speed will speed up this process, which eam®des to move closer to each
other faster towards the center. This increasesodsafor services to be found at a
closer server (i.e. services can be found in node&-hop neighborhood instead of
two-hop neighborhood), which leads to fewer retmaissions, thus fewer service
requests broadcasted. This is a flaw that needdx toorrected in GloMoSim [36],
which is out of the scope of this thesis. Anothesgible explanation could be that
high mobility may more easily cause network pantitiwhich hinder the higher hop
(i.e. 2-hop) broadcasts to be done. This will dswl to fewer service requests being
broadcasted. More exact analysis requires a thoraiigdy of the mobility model
shipped with the simulator, as well as a study @fles’ behaviors under different
moving speed. These studies are considered toédefdhe future work.

flooding scope (hops) service requestervice replies
broadcasted unicasted

Pure flooding 1 223 80
(without mobility)
Pure flooding 1 213 109

(with mobility)

Table 16: The effect of mobility

2 Another alternative would be to make the cliert Emck on the pure flooding
approach immediately if there is no valid routehematfor the affiliated SC.
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Message overhead vs. Max moving speed
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8.4 Discussion

8.4.1 Tradeoff between the service availability and the mssage overhead

Hypothesis: The conclusions drawn in section 7.4 for the network with static
topology will still hold for the network with dynamic topol ogy.

As stated earlier, with a static network topolodie introduction of service
coordinators with the hybrid architecture increaesservice availability (i.e. RSR)
as well as the message overhead, as compared puithdlooding architecture. The
dynamic network topology is no exception. The keyegtion is still whether the
increased message overhead can be justified byntheoved service availability
when mobility is added to the network.

We have come to a conclusion in section 7.4 thafptre flooding service discovery
is more preferable than the hybrid service discpaechitecture when no mobility is
involved. We will in this section come to a conatusfor the dynamic topology.

Table 17 through Table 19 list the RSR values &ednessage overhead for the two
architectures under the conditions of node mobdityhree different server densities.
Some of these results have already been presentgdphs and tables above.

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)

Flooding 1 - 0.191 261
Flooding 2 - 0.348 1507
Flooding 3 - 0.49 2888
Flooding 4 - 0.6 4428
Flooding 5 - 0.68 5910
Hybrid 1 1 0.253 1634
Hybrid 2 1 0.402 3437
Hybrid 3 1 0.539 5362
Hybrid 1 2 0.372 4137
Hybrid 2 2 0.481 5973
Hybrid 3 2 0.596 7909
Hybrid 1 3 0.456 6617
Hybrid 2 3 0.548 8302
Hybrid 3 3 0.637 10176

Table 17: Overall comparison between the pure floddg ("Flooding™) and the hybrid
architecture ("Hybrid") at a 5% server density for the dynamic network topology

77



Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture| (hops) | scope (hops) | (RSR)

Flooding 1 - 0.458 323
Flooding 2 - 0.67 1574
Flooding 3 - 0.786 3000
Flooding 4 - 0.844 4585
Flooding 5 - 0.872 6097
Hybrid 1 1 0.528 2046
Hybrid 2 1 0.706 3343
Hybrid 3 1 0.806 4684
Hybrid 1 2 0.61 4973
Hybrid 2 2 0.737 6136
Hybrid 3 2 0.819 7363
Hybrid 1 3 0.628 8106
Hybrid 2 3 0.75 9227
Hybrid 3 3 0.816 10400

Table 18: Overall comparison between the pure floadg ("Flooding") and the hybrid
architecture ("Hybrid") at a 20% server density for the dynamic network topology

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)

Flooding 1 - 0.715 383
Flooding 2 - 0.875 1574
Flooding 3 - 0.925 2950
Flooding 4 - 0.94 4434
Flooding 5 - 0.942 5850
Hybrid 1 1 0.757 2314
Hybrid 2 1 0.885 3190
Hybrid 3 1 0.927 4186
Hybrid 1 2 0.791 5939
Hybrid 2 2 0.884 6698
Hybrid 3 2 0.921 7578
Hybrid 1 3 0.763 10127
Hybrid 2 3 0.857 10979
Hybrid 3 3 0.893 12001

Table 19: Overall comparison between the pure floadg ("Flooding") and the hybrid
architecture ("Hybrid") at a 40% server density for the dynamic network topology

8.4.1.1 Comparing the pure flooding and the hybrid architedure at a 20% SC
density

8.4.1.1.1 Considering single-hop SC announcement scope

Again, we begin with the hybrid architectures w88 announcement scopes of one
hop. For a server density of 5%, adding servicerdinators with a single-hop SC
announcement scope to the pure flooding architeoith various flooding scopes
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increases the service availability. As we can semfTable 20 below, the RSR is
increased from 0.191 to 0.253 for the flooding €copl hop, from 0.348 to 0.402 for
the flooding scope of two hops and from 0.49 ta30.%or a flooding scope of three
hops. Though RSRs are improved by 32%, 16% and 1€8pectively. The increase
in message overhead is much higher. For the simgpeflooding scope, the increase
is 526%. For the flooding scopes of 2 hops and [Bshthe increases are 128% and
86%, respectively. The increase in the RSR canhhael justified by the increase in
the message overhead.

From Table 20, we can also see that the pure ihgpdcheme with a flooding scope
of 2 hops will outperform the hybrid scheme thas laaflooding scope of 1 hop in

terms of higher RSR value and lower message ovérlfeaure flooding scheme of

3-hop (4-hop) flooding scope will be superior te thybrid architecture that has a 2-
hop (3-hop) flooding scope.

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)

Flooding 1 - 0.191 261
Flooding 2 - 0.348 1507
Flooding 3 - 0.49 2888
Flooding 4 - 0.6 4428
Hybrid 1 1 0.253 1634
Hybrid 2 1 0.402 3437
Hybrid 3 1 0.539 5362

Table 20: Comparing pure flooding ("Flooding™) and the hybrid architecture ("Hybrid") with
server density of 5% SC announcement scope of 1 hop. The values ardragted from Table 17.

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture| (hops) | scope (hops) | (RSR)

Flooding 1 - 0.458 323
Flooding 2 - 0.67 1574
Flooding 3 - 0.786 3000
Flooding 4 - 0.844 4585
Hybrid 1 1 0.528 2046
Hybrid 2 0.706 3343
Hybrid 3 1 0.806 4684

Table 21: Comparing pure flooding ("Flooding") and the hybrid architecture ("Hybrid") with
server density of 20%, SC announcement scope of b The values are extracted from Table 18.
It comes at no surprise that the same pattern eaeén for other server densities. For
example, with a server density of 20%, the increaseessage overhead is too large
to be justified by the minimal increase in RSR ([€atil).

Again, the hybrid scheme with a flooding scope d&iop is outperformed by the pure

flooding scheme with a flooding scope of 2 hopsiciwtnas a higher RSR of 0.67 and
less message overhead of 1574. The hybrid scheittedlooding scopes of 2 hops
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and 3 hops are inferior to the pure flooding schemih flooding scopes of 3 hops
and 4 hops respectively.

A service density as high as 40% (Table 22) doésmange the superiority of the
pure flooding scheme over the hybrid scheme.

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)

Flooding 1 - 0.715 383
Flooding 2 - 0.875 1574
Flooding 3 - 0.925 2950
Flooding 4 - 0.94 4434
Hybrid 1 1 0.757 2314
Hybrid 2 0.885 3190
Hybrid 3 1 0.927 4186

Table 22: Comparing pure flooding ("Flooding") and the hybrid architecture ("Hybrid") with a
server density 0f40%, SC announcement scope of 1 hop. The values a&sracted from Table 19.

Sub-conclusion |I: The sub-conclusions drawn in section 7.4.2.1.1 on page 63 also
apply under the conditions of node mobility.

8.4.1.1.2 Considering multi-hop SC announcement scope

Comparing with the pure flooding schemes, the H/architectures with the 3-hop
SC announcement scope have increased the RSR 8, 53% and 30% for flooding
scopes of one, two and three hops, respectiveljuatrated in Table 23 on the next
page. However, the message overhead of the hythiehses is increased by 2435%,
451% and 252% respectively, which is a tremendoegratlation in message
overhead.

It comes at no surprise that the pure flooding s@hés still superior to the hybrid
scheme when the SC announcement scope is of neutiggs under the conditions of
node mobility. For example, as we see in Tablea2Bure flooding scheme with a
flooding scope of 4 hops outperforms all the hylaidhitecture schemes with multi-
hop SC announcement scopes presented in the tathiehigher RSR and lower
message overhead except for two. Though the pooeifig with a flooding scope of
4 hops exhibits a higher message overhead thahytwéd scheme with a flooding
scope of 1 hop and an SC announcement scope op£ ket the increase in the
message overhead of 7% can be justified by theawgmnent in the RSR of 61%. The
hybrid architecture is thus still inferior. Actuglla pure flooding with a flooding
scope of 3 hops can already outperform this hysctteme. The hybrid scheme with
an SC announcement scope of 3 hops and a floodopesof 3 hops offers a higher
RSR than the pure flooding scheme with a 4-hopdilog scope. However, the
increase in message overhead of 130% can hardigjosted by the improvement in
the RSR of 6%. Therefore, this hybrid scheme i isfierior to the pure flooding
scheme with a 4-hop flooding scope. We can alsm$fdo further expand the
flooding scope of the pure flooding scheme to faps, so that it will also beat the
hybrid scheme in the RSR.
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Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture (hops) | scope (hops) | (RSR)

Flooding 1 - 0.191 261
Flooding 2 - 0.348 1507
Flooding 3 - 0.490 2888
Hybrid 1 2 0.372 4137
Hybrid 2 2 0.481 5973
Hybrid 3 2 0.596 7909
Hybrid 1 3 0.456 6617
Hybrid 2 3 0.548 8302
Hybrid 3 3 0.637 10176
Flooding 4 - 0.6 4428
Flooding 5 - 0.68 5910

Table 23: Comparing pure flooding scheme (“Flooding) and different hybrid architecture
schemes ("Hybrid") with increasing SC announcemenscopes. The values are extracted from
Table 17, which covers a service density of 5%

The same conclusions are drawn for other serviosities as shown in Table 18 and
Table 19 on page 78. It is easy to see that thalithg architecture outperforms the
hybrid architecture. For both service densities,fbre flooding architecture with a 4-
hop flooding scope will outperform all hybrid artdgtures with multi-hop SC
announcement scopes presented in the tables.

A further observation made from Table 19 is thaa gerver density as high as 40%,
an increase in the SC announcement scope will trésua decrease in service
availability, an effect contrary to the initial puose of adding the service coordinators.
The reason for this is quite similar as that statedsection 8.1.1 on page 69
concerning increasing the SC density at a highesetensity level. The decrease is
caused by the stale server information passed yuhé service coordinators. The
increase in the SC announcement scope is somewtiirgo the increase in the SC
density. More servers will be registered with BB€s especially at a high server
density level. In addition, increasing the SC ammament scope will also cause more
clients to affiliate with service coordinators. Diwenode mobility, an SC might hold
server information that is stale (i.e. the sergeoutside the SC announcement scope
or outside the active network area) yet still va&far as the lifetime for the entry is
concerned. Since more clients will utilize the S@sservice discovery, chances for
passing out such stale server information will @ase. The worst case for getting
such stale server information will be that the hesth server has left the active
network area or in a network partition that is beyweeach from the client. This will
then result in a failure in service discovery. Thiglains the decrease in service
availability along with the increase in SC annoumeat scope.

Sub-conclusion I1: The sub-conclusions drawn in section 7.4.2.1.2 on page 64 also
apply for the network with dynamic topology.
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8.4.1.2 Comparing the pure flooding and the hybrid architecure at a 30% SC
density

We have shown in section 7.4.2.2 on page 64 tltaeasing the SC density doesn’t

change the fact that the pure flooding schemepsrsor to the hybrid scheme for the

static case. The same applies for the mobility ¢ase We have shown in Table 24

below an example that covers a server density @ 80Ad an increased SC density of

30%.

Increasing the SC density will in most cases ireedaoth the service availability and
the message overhead. Comparing, for example,ythedhschemes with single-hop
flooding scopes in Table 24 with those in Tableoh&age 78. RSRs are increased by
3.9%, 1.7% and 0.7% for flooding scopes of one, amd three hops, respectively.
However, message overhead are increased by 24%ah8%0.5%, respectively. At

a higher SC announcement scope (i.e. 3 hops)ntineased SC density even causes a
reduction in the RSR. The reasons are the samgtasl $n sections 8.1.1 on page 69
and 8.4.1.1.2 on page 81 about increasing the &€itgeor SC announcement scope
at a high server density.

Service Flooding| SC Service Message
discovery | scope announcementavailability | overhead
architecture| (hops) | scope (hops) | (RSR)

Flooding 1 - 0.458 323
Flooding 2 - 0.67 1574
Flooding 3 - 0.786 3000
Flooding 4 - 0.844 4585
Hybrid 1 1 0.549 2531
Hybrid 2 1 0.718 3847
Hybrid 3 1 0.812 5176
Hybrid 1 2 0.62 6102
Hybrid 2 2 0.748 7337
Hybrid 3 2 0.824 8566
Hybrid 1 3 0.625 9803
Hybrid 2 3 0.748 10995
Hybrid 3 3 0.81 12488

Table 24: Comparing pure flooding (“Flooding”) and different hybrid architecture schemes
("Hybrid") under the conditions of node mobility, w hich covers a service density of 20% and an
increasing SC density of 30%

As for the static case, we can always find a pla@ding scheme that outperforms the
hybrid scheme with higher RSR and less messageheadr The pure flooding
scheme with a 2-hop flooding scope that offers &RR% 0.67 and a message
overhead of 1574 outperforms the hybrid scheme aviingle-hop SC announcement
scope and a single-hop flooding scope that hasRad$.549 and message overhead
of 2531. Similarly, the pure flooding scheme witB-hop flooding scope is superior
to the hybrid scheme with a singe-hop SC announcese®pe and a 2-hop flooding
scope. The pure flooding scheme with a 4-hop flogdicope will outperform all the
other hybrid schemes as presented in Table 24 above
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The mobility does not change the fact that incregagine flooding scope of the hybrid
architecture offers a better performance than asirg the SC announcement scope
does. This confirms the benefit of the pure flogdatheme also under the conditions
of node mobility.

Conclusion: All the sub-conclusions drawn above still hold for an increased SC
density.

8.4.2 Comparing the static and the dynamic network topolgy

8.4.2.1 RSR comparison

After adding mobility to the network, we can seattbervice availability (i.e. RSR) is
higher than that of the static case. However, dioiss not argue for a preference for
mobility, simply because the increase in the RS¢aissed by the following reasons.

- This is due to the way RSR is calculated. If ak tervers that offer the
requested service are outside the active netwa ar the end of the service
request cycle, that particular service requesbistaken into account for the
RSR calculation.

- The active network area is smaller than the origneéwork used for the static
case. Accordingly, nodes are closer to each othbich leads to a higher
service availability.

- The mobility model random waypoint shipped with tBlMoSim [36] has a
tendency to move nodes towards the center of tiperrethus making nodes
closer to each other and easier to discovery ether o

8.4.2.2 Message overhead comparison

Table 25 on the next page shows that with the ntgplaldded to the nodes in the
network, the total message overhead is increasatiéchybrid architecture. The table
also shows the major message types that have loateii to the increase in message
overhead. Because of nodes mobility, the route &etma client and its affiliated SC
might be broken at the time when the client triggea service request. Accordingly,
the service request will have to be broadcastedesC as contrary to the static case
where service requests will always be unicastethbyclient to its affiliated service
coordinator if the route is not broken by other nea

The increase in route requests is due to the fatigw

1. Since some service coordinators might give ouessarver information for
servers that don't exist (i.e. outside the actieémork area). When the client
tries to find a route to the resolved server, théee request mechanism causes
the client to flood the route request to the whaodéwork up to several times
before giving up, thus increasing the total roeguests.

2. If the SC lies on the route between the client #radresolved server, the SC
can usually reply the route request on behalf efgrver itself, thus reducing
the flooding scope of the route request. Howeverthe mobility case, the
route between the SC and the registered servertipgbroken, so that route
request has to be re-broadcasted.

83



There is no significant change in the message ewaerhfor the pure flooding
architecture and the difference is mainly causedheyflaw in the mobility model
shipped with the simulator.

SC Flooding| Total Service Route
announcementscope message requests request
scope (hops) | (hops) | overhead broadcasted to
SC
Hybrid 1 2 3343 174 497
(with mobility)
Hybrid 1 2 2480 0 195
(static)
Table 25: Overall message overhead comparison beterestatic and mobility case at a server
density of 20%

8.4.2.3 Negative effects caused by the service coordinatonder the conditions
of node mobility

There are several negative effects caused by semaordinators in a dynamic
network.

1. Stale server information will be passed out by gbevice coordinator, which
might decrease the service availability. The mogneadhic the network is, the
big the risk is. This is shown in Figure 34 on p@de

2. Due to node mobility, routes between the client @adaffiliated SC break
easily. This forces the client to broadcast theiserrequest to the affiliated
SC instead of unicasting. The benefit of usingSkis is thus reduced.

8.4.3 Considering service request interval

The trade-off between a hybrid and a pure floodginthitecture is largely dependent
on the number and the pattern of service requestsrgted. For our simulations, 20%
of the nodes are actively doing service discovergsry twenty seconds. The
elements, namely SC announcements and servicetradigiss, introduced by the
hybrid architecture will be justified by the incesal number of service requests
generated. The client density of 20% and the serveguest interval of 20s are
relatively high values compared to the real lifersrios. Still, the simulation results
favor the pure flooding architecture to the hyhkami@dhitecture. In real life scenarios,
fewer nodes might engage in service discovery iiesvand clients may prefer longer
communication sessions with the resolved servengs Will favor the pure flooding
architecture even more, simply because for thet, fitke elements (i.e. SC
announcements and service registrations) introdbgethe hybrid architecture will
consume a fixed amount of bandwidth, which can lgdrd justified by the infrequent
service requests and for the second, a pure flgodiohitecture makes the service
discovery purely on-demand, which reduces the ngeseserhead caused by service
discoveries to the minimum.

Conclusion for the chapter: The pure flooding service discovery architecture is still

preferable to the hybrid service discovery architecture under the conditions of node
mobility.
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Chapter 9
Conclusion and Future work

By means of simulations, we have shown that theease in service availability (i.e.
RSR) by adding service coordinators is negligibdenpared to the extra message
overhead it caused. In addition, one can alwaysdi pure flooding service discovery
scheme with a reasonable service request floodiogesthat outperforms the hybrid
scheme with higher RSR and less message overheadrdingly, the pure flooding
service discovery architecture is preferable to higbrid architecture on reactively
routed MANETSs. The conclusion applies to both ttegic and the dynamic network
topology.

Even on a proactively routed MANET, a pure floodiaghitecture might still be
preferable, although the routing effects are lowkrstly, it is considerably less
complex. Secondly, the hybrid approach may callaf@eparate complex mechanism
for electing service coordinators, which might negwa substantial amount of network
resources.

There are several issues that deserve furthertigaéien:

- An opportunity that has not been explored in thissts is to allow caching of
service binding information on intermediate nodéat tforwards service
replies and on the requestor nodes themselves.séBifis to be a promising
compromise between the pure flooding and the hyarahitectures for on-
demand MANETS, and the issue deserves further figat®n.

- As mentioned earlier, the placement of service dioators relative to the
clients and the servers are critical to the netwpekformance. Instead of
nodes taking on roles as service coordinatorscathtj a lightweight, dynamic
mechanism for election of service coordinatorseisird.

- The flaw in the mobility model (i.e. random waypdinshipped with
GloMoSim [36] should be fixed.

- Further studies about the effect of increasing ri@ving speed of nodes
should be carried out.

- Further evaluations of pure flooding and hybridnatectures under different
mobility patterns, server and client distributicatterns should be considered.
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Abstract— Discovery of services and other named
resources is expected to be a crucial feature fohe
usability of mobile ad-hoc networks (MANETS).
Different types of service discovery architectures
are distinguished by the extent that service
coordinators (SCs) are implemented in the
network. SCs are nodes that hold a central
repository for caching attributes and bindings of
services of servers located in its neighborhood. Ti
paper describes and evaluates the performance of
different architectures in terms of service
availability, messaging overhead and latency. The
paper shows that on a reactively routed MANET
where the service discovery mechanism has a direct
impact on the routing protocol, the routing effects
have a major impact on the evaluation result. The
paper also demonstrates the benefits of combining
the service discovery with route discovery,
especially in on-demand MANETs where reactive
routing protocols are being used.

Keywords simulations, ad hoc networks, service
discovery architectures, cross-layer optimisations.

. Introduction

The Internet community has not yet reached a
consensus on one particular service discovery
protocol that is likely to be supported by most
Internet hosts. There are a number of proposed
service discovery mechanisms - such as Jini [1],
Service Location Protocol (SLP) [2], Salutation
Protocol [3] and UPnP/SSDP [4].

As a slight simplification, one may say that are

all these protocols are based on two baseline

mechanisms for management of service
discovery information:

1. Information about services offered on the
network is stored on one or a few centralized
nodes, referred to as Service Coordinators
(SCs) in this paper.

Information about each service is stored on
the node that is offering the service.

In this paper we define the service discovery
architectures with regard to these two
mechanisms. A solution only based on the first
mechanism is referred to aservice coordinator
based architecturewhile a solution only based
on the second mechanism is referred to as a

Discovery of services and other named resource§istributed query-based architectur&inally, a

is anticipated to be a crucial feature for the

usability of mobile ad-hoc networks (MANETS).

In this dynamic environment different nodes
offering different services may enter and leav
the network at any time. Efficient and timely n
service discovery is a prerequisite for good

utilization of shared resources on the network.

solution based on a mixture of both the first and
the second mechanism is referred to dwylarid
service location architecture

€Existing service discovery mechanisms are

ormally designed with a fixed network in mind,
and might not fit well to MANETs. MANETS are
normally highly dynamic and without any

On a MANET, any node may in principle operate , o isiing infrastructure. These characteristics

as a server and provide its services t0 otheLy for particular considerations. Hence, before a
MANET nodes or as a service requestor and Us€$,yice discovery mechanism for ad-hoc

the service discovery protocol to d|scove_r networks can be designed or selected, one need

available services on the network and the|rto evaluate what kind of service discovery
service attributes. This includes IP addressesarchitectures are most suitable for ad-hoc
port-numbers and protocols that enable the clienf, o\ orks

to initiate the selected service on the appropriat%uichm [5] undertakes an analysis of different
Server. service discovery architectures based on
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simulations. The work concludes that the hybridA. Service discovery architectures

architecture normally outperforms both theC. K. Toh [8] has outlined different service
service coordinator based and the distributedliscovery architectures for managing service
query-based architecture. The distributed queryinformation on MANETS. In terms of service
based architecture is the second best choice, amtiscovery, a MANET node may act asCHent
yields less messaging overhead. Despite this, th@r Service Requestpthat wants to discover a
work concludes that the hybrid architecture givesype of service, &erver(or Service Provider

an overall better performance, because it yieldshat wants to make its services available to other

higher service availability.

MANET nodes, or aService Coordinator (SC)

A shortcoming of the simulations from Giichal's that assists with service discovery. SCs are nodes
work is that they do not take the importance ofthat hold a central repository for cachiggrvice

underlying routing into consideration.

assumption might

This Bindings which maps a service name to an IP
be appropriate when aaddress(es) and a port number(s) that can be used

proactive routing protocol is being used, becaus#o initiate the service.
with proactive routing the traffic patterns and Three possible service discovery architectures
service discovery search patterns do nofare outlined in [8]:

influence the amount of routing messages. -
With a reactive routing protocol, on the contrary,
this assumption does not hold, and the simulation
results are not applicable. Data traffic will tregg
messaging by the reactive routing protocol, and
service discovery messages will increase the
routing overhead. It is therefore anticipated that
the routing overhead would be higher with the
hybrid architecture than with the distributed
query-based architecture, simply because the
hybrid architecture proved to require more
messages on the network.

In this paper we make a new comparison
between the distributed query-based architecture
and the hybrid architecture, to determine if
Guichal's conclusion still holds in a reactively
routed network. Both the overhead of the service
discovery mechanism, as well as the additional
routing that is triggered by the mechanism, is
taken into account. To minimize the routing
overhead triggered by service discovery, we have
used the optimisation methods proposed in [6]
and [7].

When we evaluate the two architectures, we look
for a user-friendly solution that gives a high leve
of service availability, low discovery delay, and
so forth. At the same time, we want a network-
friendly solution, i.e. with low messaging
overhead and with little additional complexity
added to the network. To a certain degree, it is
also possible to increase the user-friendliness at
the cost of introducing more messaging.

In section 2 we present relevant work related to
service discovery in ad-hoc networks. Section 3
presents the simulation setup. Section 4 presents
simulation results that compare the distributed
query-based and the hybrid service discovery
architecture. Discussion of the results is
presented in Section 5. Section 6 presents a
discussion for the dynamic network topology.
Conclusions are drawn in Section 7, and
directions for further work are discussed.

Il. Related work

Service coordinator based architecture
Certain nodes in the MANET are chosen to
be service coordinators, a role quite similar
to the DA in SLP [2] or the lookup service in
Jini [1]. SCs announce their presences to the
network periodically by flooding SC
announcement messages. The flooding is
limited to a certain number of hops,
determined by thé&sC announcement scope
parameter. A service provider (i.e. server)
that receives SC announcements unicasts
Service Registrationmessages to register
periodically its services and access
information with SCs in its surroundings. A
service requestor (i.e. client) that has
received SC announcement messages may
unicast a Service Request to a selected SC to
discover desired services. The SC responds
with a unicast Service Reply. The selected
SC is referred to as an affiliated SC.
Distributed query-based architectur&his
architecture contains no SC. Instead, a
service requestor (i.e. client) floods the
Service Request throughout its
surroundings in the network. The flooding is
limited by the flooding scopeparameter.
Each service provider responds to a Service
Request for its own services with a unicast
Service Reply.

Hybrid service location architectureThis
architecture combines the above two
architectures. Service providers within the
announcement scope of one or more SCs
will register with them their available
services and access information, but must
also be ready to respond to flooded service
requests. When a service requestor unicasts a
Service Request to its affiliated SC in line
with the Service Coordinator based
architecture the SC responds with a positive
or negative Service Reply. However, if there
is no SC in the service requestor's
surroundings or if the affiliated SC returned
a negative Service Reply, the service
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requestor will simply fall back to the [10][11]. This is the model used for simulation
Distributed Query based architecturBoth in this paper.
SCs and servers may respond to a flooded

Service Requeswith a positive Service Arreofe I ) |
Reply that matches the requestec
service.

This paper evaluates the performance ¢

]
Service
J registration

| RREF]Service hinding

the two latter architectures in a reactively ice descripy
routed MANET. \ i Brosdeast: ———
\ /Smice THICastE  —m =
i . . \ { Reply
B. Group-based service discoverprotocol \_,"

D. Charkraborty et al. proposed a novel group-
based service discover protocol (GSD) [9] for
MANET. The protocol is based on peer-to-peerFigure 1: Streamlining the service discovery
caching of the service advertisements, which aravith the reactive routing.
associated with an advertising radius, i.e. every
node maintains a cache of all the services withiré . . L
. - . ervice discovery messages can be carried in
a certain number of hops (the advertising radius); - . ; ;
. . ) ; fouting message extensions in the form of a type
Services are described using service groups (e.

Service/Hardware/IO-Service/Printer-Service). and a typejs'peqﬁc value as proposed in the
: . , AODV specification [12]. Service requests and
The local cache will be exploited first when a

Lo L - SC announcements are carried in RRE
service is requested at the application level N, tensions.  service replies and servicg
order to enhance efficiency for service discovery. ' P

When no matching service is found in the CaChereglstranons, on the other hand, are carried in
RREP extensions.

a service request will be broadcasted to thel_he advantages of piggybacking  service

network. discovery on routing messages in this way are:
D. Charkraborty et al. have in [9] also proposed y 9 ges i y are.
Reverse routes to the service requestor are

group-based selective forwarding concept for™ ; ) .
i . . established along with the servimguest so
such broadcasted service requests, i.e. the service " . .
that no additional route discovery is

request is forwarded only to those nodes that .
. necessary to relay the service reply back to
have seen one or more of the service groups to
the requestor.

which the request belongs. This information is Forward routes to the SC are established

conveyed through the periodic service™ .
advertisements. In this way, the network will not along with the SC annogncemgnts S0 that
service requests and service registrations can

be inundated with request messages, and the be unicasted to the SC.

bandwidth usage will be spared. 3. A forward route is established along

C. Name Resolution and Service Lookups with the service reply so that no
A solution to name resolution in on-demand  additional route discovery is necessary
MANETSs has been proposed in ([10], [11]). The for further communication with the node
main idea is to streamline name resolution with  issuing the reply.

the underlying reactive routing protocol (e.g.

AODV [12], DSR [13] or TORA [14]). The D. SLP-based service discovery

objective is to obtain a bandwidth-efficient R. Koodli et al. have in their internet draft [7]
scheme that reduces the number of broadcasteoposed a similar solution to service discovery
discovery messages to a minimum. in on-demand MANETS, where service discovery
It has also been proposed to bundle simpleequests and replies are also carried as an
service name lookups together with this nameextension to RREQs and RREPs in (Figure 1).
resolution mechanism ([6]). This is parallel to The proposed mechanism for service discovery
DNS SRV lookups for simple service discovery specifies message formats that are designed to
on the fixed Internet [15]. It allows a service inter-operate with the Service Location Protocol
name to be resolved into an IP address and ¢LP) [2]. Thus, it has more capabilities to
transport protocol number to be used to initiateaccommodate advanced service discovery than
the service. The transport protocol type isthe DNS-SRV-based scheme for simple service
normally encoded into the service name. name resolution proposed in [11] has. A
Figure 1 shows how service discovery can belrawback, however, is that it requires additional
streamlined with the reactive routing protocol in software implemented on the MANET nodes,
the case where the client is affiliated with awhich may increase complexity and slow
service coordinator based on the ideas from [6fleployment.
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lll. Simulation setup IV. Simulation results
Simulations were done on the well-known A. Service availability (SA)
simulator GloMoSim [16], which is shipped with The service availability (SA) is defined as:
an AODV [12] module.
The simulated network contains 50 nodessa- Numberof positiveservicereplies
randomly located in a 300mx300m squire. A two Total numberof servicerequestdssuedby all clientsin the network
ray propagation model for radio waves as well as . i
omni-directional antennas were used at thd® POSitive service reply means not only the
physical level. The radio range of the node is sefesolution of a service type to a valid service

to be 50 meters. The MAC protocol used is IEEEPINING (server address, port number), but also a
802.11. AODV and UDP are used as thesuccessful contact to this server via the given
underlying reactive routing protocol and access information (i.e. A route to the resolved

transport layer protocol respectively. EveryS€Tver can be found). _
simulation is repeated 500 times with different™9uré 2 shows how the presences of service
seed values. coordinators (i.e. for the hybrid architecture)
There are two different types of services in thdnfluence th_e service av_ailability._ As we can see
network. A node is selected as a client, a servefom the figure, the introduction of service
and/or a service coordinator based on the densigPordinators  does  improve  the service
parameter fed in through the configuration file. 2vailability. Depending on the announcement
The selection was done using a random numbeicoP€ Of the service coordinator, the service
generator shipped with GloMoSim [16]. SC avallabllllty is improved by_8,3% and 20,8%
election mechanism is out of the scope of thid€SPectively ata server density of 5%.

paper.

The two service discovery architectures Senvice Availability

simulated are distributed query-based 08

=08

architecture and hybrid architecture. The 3%
architectures can be tuned with (at least) two Tos
parameters: 203

202

- SC announcement scope: This scope 3,;
regulates the extent to which a service 0

coordinator announcement can propagate in Semer densiy ()
terms of hOpS. This parameter is used on Iy n —— Distributed query-based (flooding scope: 2 hops)
the hybrld architecture . = = Hybrid (SC density: 20%, SC announcement scope: lofp, flooding scope: 2 hops,
= * =Hybrid (SC density: 20%, SC announcement scope: 20ps, flooding scope: 2 hops)

- Flooding scope: This scope determines how
far a service request will be broadcasted in _ o .
the network in terms of hops. This parameterF'gur_e 2; Service availability comparison petween
is used in both architectures. In a hybridthe Distributed query-based and the Hybrid
architecture, a service requestor will fall achitecture.
back to use a distributed-query based

architecture by broadcasting the serviceThe reason that SCs improve the service
request based on this flooding scope if noayailability is revealed in Figure 3 and Figure 4.
affiliated service coordinator is heard or Figure 3 illustrates a scenario with a flooding
when a negative service reply is returnedscope of 2 hops and a SC announcement scope of
from the affiliated service coordinator. 1 hop. Without service coordinator functionality
implemented on the black node in Figure 3, the
In the simulations, 20% of the nodes will server would be unreachable from the client.
function as clients and actively initiate servicewith SC functionality on the black node, on the
requests every twenty seconds. The time for thgther hand, the server will be able to register its
first service request is randomly and individually service with the service coordinator and the
generated for every client node. The SCclient's service request will be able to reach the

announcement interval is set to be the same agervice coordinator, which will respond on behalf
the route timeout value (i.e. 10S) recommendegy the server.

by the ADOV [12] specification. The reason for

setting the SC announcement interval alike the
route timeout value is because it yields minimal
routing message overhead.
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registeation e Server Although the introduction of service coordinators
-O does increase the service availability, Figure 5
shows that it also results in a much higher level
of messaging overhead. Service coordinators
have introduced two proactive elements to the
Floding scepe: 2 ops net\./vork,. namely SC announcements and seryice
SC announcement scope: 1 hop registrations. These messages will take up a fixed
bandwidth regardless of whether there exist
service discoveries or not.
From Figure 5, we can also see that there is no
message overhead caused by route discoveries
Figure 3: The effect of the SC. Scenario 1 for the distributed query-based architecture. This
is because in the distributed query-based
architecture, it is always the service provider
Figure 4 shows a similar scenario, however, hergtself that responds to the service request and a
the SC announcement scope is 2 hops. Withodbrward route to the service provider is
the service coordinator, neither client 1 nor dlien established along with the service reply [11].
2 will be able to find the server. But with thefhel Accordingly, no additional route discovery is
of service coordinator functionality implemented needed for the client to access the server aféer th
on the black node, both clients can direct serviceesolution. Howeverin the hybrid architecture,
requests to their affiliated service coordinater i. service coordinatsrare expected toespond to
the black node, which has cached the servehe service requestaccordingly, forward routes

Broadcast:
Unicast:

information. are only established towards the service
coordinators, not the service providers, so an
SC Intermediate node extra round of route discovery is needed in order
EEnire _q service to access the server after the resolution.
regisiration , registration
sreq l b Message overhead comparison (server density: 20%)
250!
client 2 SEIVer F AR
3500
Sreq Flooding scope: 2 hops o

Py
5C announcement scope: 2 hops

110
—_ : B

client 1 Unicast: ———

Message overhead
]
8
8

Hybrid(sc: 2 hops, flooding: Hybrid(sc: 1 hop, flooding:  Distributed query-based
2hops) 2hops) (flooding: 2hops)

‘ M broad. sreq Msreq u2sc Mscann. Musreg "rreq W rrep #grat. rrep nsrep‘

Figure 4: The effect of the SC. Scenario 2
Figure 5: Detailed comparison of message overhead
by message type

As expected, our simulations confirm the results

obtained in previous work [5], i.e. service

availability is indeed higher with the hybrid

approach.

C. Latency

Figure 6 shows the comparison of the service
discovery latency (i.e. from the moment a node
generates a service request until that node

B. Message overhead _ receives a positive service binding) between the
All the non-data messages that are transmitted ifistriputed query-based architecture and the

the network by all the nodes at the network levehypriq architecture. The introduction of service

are considered to be message overhead. Th& g dinators does minimize the latency, because
overhead is counted as the total number ofnany of the service requests can be satisfied at
packets over each hop (i.e. the total number of,e service coordinators, which are often closer
packets times the average number of hopg, the client than servers themselves. In addition,

traversed by the packets). , _ these service requests are unicasted to the service
As pointed out in [5], the introduction of service coordinators, thus no delay is caused by any

coordinators introduces extra message overheagyjitional broadcast jitter. The increase in

to the network, in terms of service y mper of servers has enhanced the chances for
announcements, service registrations and thosme client to find the matching service at the

related to service lookups. However, routinggeryice coordinator or at a closer server, which
overheads triggered by these messages are nQlsits in a decreasing latency
taken into account in [5]. Here, our analysis

differs from [5], as we also take routing
messages into account.

93



A. Single-hop SC announcement scope

Latency comparison Adding service coordinators with  1-hop
announcement scopes to the distributed query
00 architecture with various flooding scopes

z® increases service availabilities. As we can see
g from Table 1, service availabilities are increased
s from 0.144 to 0.166 for a 1-hop flooding scope

» (i.e. an increase ratio of 1.15), from 0.237 to
0 0.258 for a 2-hop flooding scope (i.e. an increase

5 10 20 30 40

server density (%) ratio of 1.09) and from 0.313 to 0.33 for a 3-hop

s s s oy o ooy | flooding scope (i.e. an increase ratio of 1.05).
However, with such minimal increase ratios in
Figure 6: Latency comparison between the service availability, the message overhead of the
distributed query-based and the hybrid hybrid scheme is tremendous higher. The
architecture. message overhead of the hybrid architecture with

Service discovery is normally a step that users g@& flooding scope of one hop is almost 5 times as
through as part of the initial service initiation. Much as that of the distributed query-based
For example: users would normally accept garchitecture with the same flooding scope. The
second of delay when retrieving search results of"€SSage overhead of the other two hybrid
the (e.g. a Google lookup) or for setting up an |parch|tectur¢s is also doubled_ compared to the
Telephony call. Figure 6 shows that the SerVic@ure.floodlng architectures with correspondent
discovery latency is considerably lower than this flooding scopes. _
Furthermore, the differences in delays betweerf TOM Table 1, we can see that by expanding the
the two architectures are only in the order of &100ding scope of the distributed query-based
few milliseconds and should be consideregScheéme from 1 hop to 2 hops, it will outperform
negligible in this context. Thus, delay is not athe hybrid scheme with a 1-hop flooding scope

factor distinguishes the one service discoven@Nd a 1-hop SC announcement scope. The
architecture from the other. distributed query-based scheme exhibits higher

service availability, i.e. 0.237 as opposed to
0.166, and less message overhead, i.e. 1178 as
opposed to 1208. By further expanding the

additional service availability against the cost of100ding scope of the distributed query-based

additional overhead. The key question to beSCheme’ the hy_bnd scheme with multi-hop
answered is whether the increased servicéIOOd'ng scope will a]so be.outperfor.med. we
availability can be justified by the increase in can see that the .hyb.”d e}rchltecture W'.th a 2-hop
message overhead.Table 1 below lists the servidi®0ding scope is inferior to the distributed

availability values and the message overhead foguery-ba_se_d architecture_ with a 3-hop fI_ooding
the two architectures at a 5% server density. scope. Similarly, the hybrid architecture with a 3-
hop flooding scope is inferior to the distributed

V. Discussion of results
Our objective is to optimize the benefits of

Service  Flooding] SC ann| Service| Messag qguery-based architecture with a 4-hop flooding
discovery iscope | scope | avail- |overhea Scope.
architecturg(hops (hops) | ability
Distributed | 1 - 0.144 | 263 B. Multi-hop SC announcement scopes
Distributed | 2 - 0.237 | 1178 By increasing the SC announcement scope of the
Distributed | 3 - 0.313 | 2001 hybrid architecture, the service availability will
Distributed | 4 - 0.38 2799 be improved slightly. The downside is a
Distributed | 5 - 0431 | 3526 considerable degradation in message overhead.
Distributed | 6 - 0.476 | 4109 Comparing with the distributed query-based
Hylbrid 1 1 0.166 | 1208 architectures, the hybrid architectures with the 3-
Hybrid 2 1 0.258 | 2456 hop SC announcement scope have increased the
Hybrid | 3 1 033 | 3544 |  gonice availability by 100%, 41%% and 22% for
nyg::g % g 8'33? iggé flooding scopes of one, two and three hops,
yon : respectively as illustrated in Table 1. However, it
Hybrid 3 2 0.357 5413 .
Hybrid 1 3 0288 | 4356 also increases the message overhead by 1556%,
Hybrid > 3 0334 | 5609 376% and 238%, respchngy._
Aybrid 3 3 0382 | 6773 Since we showed that the distributed query-based
architecture was superior to the hybrid
Table 1: Overall comparison between the architecture for a SC announcement scope of one
distributed query-based (“Distributed”) and hop, it comes at no surprise that the same is the
:jhe hybrid architecture (“Hybrid”) at a 5% server case when the SC announcement scope is of
ensity
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multiple hops. For example, as we see in Table 1, RSR vs. Message overhead

at different SC densities

a distributed query-based scheme with a 4-hop (SC annoucement scope: 2 hops, flooding scope: i
flooding scope outperforms all the hybrid - e %
architecture schemes with multi-hop SC %
announcement scopes presented in the table. ¢ i %@ij@ﬂjﬂ“’
Though the hybrid scheme with a 3-hop SC i% S
announcement and 3-hop flooding scope offers a T o s e ot oe or s s
higher service availability than that offered by RSR

the distributed query-based scheme with a 4-ho
flooding scope. The increase in service
availability of 0,5% is negligible compared to the
increase in message overhead of 140%.

Therefore, this hybrid scheme is still inferior to D, Considering SC announcement interval and
the distributed query-based scheme with 4-hogervice request interval

flooding scope. By further expanding the The trade-off between a hybrid and a distributed
flooding scope of the distributed query-basedquery-based architecture is largely dependent on
scheme to five hops, it will then offer higher the number and the pattern of service requests
service availability and less message overheagenerated. For our simulations, 20% of the nodes

%igure 7: The effect of increasing the SC
ensity.

than the aforementioned hybrid scheme. are actively doing service discoveries every

twenty seconds. The elements, namely SC
C. Higher server densities and higher SC announcements and  service registrations,
densities introduced by the hybrid architecture will be

The same patterns were shown for other servicpisiified by the increased number of service
densities and SC densities. More simulationrequests generated. The client density of 20%
results are provided in [17]. and the service request interval of 20s are
Figure 7 shows how service availability andrelatively high values compared to the real life
message overhead are affected by the increase égenarios. Still, the simulation results favor the
the SC density. The five points on the curvedistributed query-based architecture to the hybrid
represent, from the bottom up, SC densities Ofrchitecture. In real life scenarios, fewer nodes
0% (i.e. distributed query-based architecture)might engage in service discovery activities and
10%, 20%, 30% and 40%, respectively. Here weslients may prefer longer communication
can see a relatively vertical line, which indicatessessions with the resolved servers. This will
the increase in the SC density has a much lesgvor the distributed query-based architecture
influence on the service availability than on theeyven more, simply because for the first, the
message overhead. One of the reasons for thilements (i.e. SC announcements and service
almost negligible improvement in service registrations) introduced by the hybrid
availabilities as the SC density increases is thairchitecture will consume a fixed amount of
as more and more nodes take on roles as servigaindwidth, which can hardly be justified by the
coordinators, many may have their impacts onnfrequent service requests and for the second, a
overlapping areas. However, the client will still distributed query-based architecture makes the
direct its service request to its old affiliated service discovery purely on-demand, which
service coordinator unless either the new one igeduces the message overhead caused by service
better compared to the old one based on certaigiscoveries to the minimum.
criterion (less hop count etc.) or the old onesfail
in one way or another. There may exist many v/|, Discussion for the dynamic network
such service coordinators in the network, which topology
are just pr'esent 'Without actually participating inq,r evaluation up till now has not considered
any service discovery process, hence nohage mobility. When mobility is added in our
improving the service availability. ‘However, qinjations, the original 300x300m network was
these service coordinators are still Consum'”gpartitioned into two parts as Figure 8 shows.
lots of network bandwidth by periodically Noges that move outside the active network area
broadcasting SC announcements and receivingye considered to have left the network and will
soI|.C|ted service registrations, which explains the, participate in any network activity. The
noticeable increase in message overhead. mobility model used for simulations is random
waypoint.
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induced by the service discovery architecture, we
reach different conclusions than those of
previous work [5] where these important effects
have not been taken into consideration.

Even on a proactively routed MANET, a

distributed query-based architecture might still
be preferable, although the routing effects are
lower. Firstly, it is considerably less complex.

Secondly, the hybrid approach may call for a
separate complex mechanism for electing service
coordinators, which might require a substantial
amount of network resources.

An opportunity that has not been explored in this
paper is to allow caching of service binding

information on intermediate nodes that forward
service replies and on the requestor nodes
themselves. This seems to be a promising
Adding service coordinators to the dynamiccompromise between the distributed query-based
networks shows the same effect as with the statiand the hybrid architectures for on-demand
networks. Service availability is indeed higher MANETs, and the issue deserves further
with the hybrid architecture, but it also exhidts investigation. Another issue that worth further

higher messaging overhead. The proactiveesearch is the design of a lightweight, dynamic
elements (Ssc announcements, servicanechanism for election of service coordinators
registrations) and the extra route discoveryso as to fully exploit their benefits, which might

messages are introduced, just as the situatioresult in an improved performance of a hybrid

(0,300) (300, 300)

(0.0 (300,0)

Figure 8: Network partitions under the
conditions of mobility

with the static case. Due to the space limitarchitecture.

figures and simulation data are not presented

here, but can be found in [17].

However, there are some negative effects caused]

by service coordinators under the conditions of

mobility. (2]

1. Stale server information will be passed out
by the service coordinator, which might
decrease the service availability. The moregs)
dynamic the network is, the big the risk is.

2. Due to nodes mobility, routes between the
client and its affiliated service coordinator [4]
break easily. This forces the client to
broadcast the service requests to thgs
affiliated service coordinator instead of
unicasting. The benefit of using service
coordinators is thus reduced. -

VII. Conclusions and future work

By means of simulations, we have shown that the
increase in service availability by adding service
coordinators is negligible compared to the extri
message overhead it causes. In addition, one ¢ r‘]
always find a distributed query-based service
discovery scheme with reasonable service
request flooding scope that outperforms the
hybrid scheme with higher service availability (8]
and less message overhead. Accordingly, the
distributed query-based service discovery[g)
architecture is preferable to the hybrid
architecture on reactively routed MANETs. The
conclusion applies to both the static and the
dynamic network topology. [10]
It is also interesting to note that by taking into
account the additional routing protocol overhead
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Appendix B
Sample configuration file for simulations

SIMULATION-TIME 500S
TERRAIN-DIMENTIONS (300,300)
NUMBER-OF-NODES 50
NODE-PLACEMENT RANDOM
MOBILITY NONE

MOBILITY RANDOM-WAYPOINT
MOBILITY-WP-PAUSE 10S
MOBILITY-WP-MIN-SPEED 0
MOBILITY-WP-MAX-SPEED 3
MOBILITY-POSITION-GRANULARITY 0.3333
PROPAGATION-LIMIT —-111.0
PROPAGATION-PATHLOSS TWO-RAY
NOISE-FIGURE 10.0
TEMPERATURE 290.0
RADIO-TYPE RADIO-ACCNOISE
RADIO-FREQUENCY 2.4E9
RADIO-BANDWIDTH 2000000
RADIO-RX-TYPE SNR-BOUNDED
READIO-RX-SNR-THRESHOLD 9.1
RADIO-TX-POWER —-6.974
RADIO-ANNTENNA-GAIN 0.0
RADIO-RX-SENSITIVITY -91.0
RADIO-RX-THRESHOLD -81.0
MAC-PROTOCOL 802.11
NETWORK-PROTOCOL IP
NETWORK-QUEUE-SIZE 100
ROUTING-PROTOCOL AODV

PRINT_CLIENT 20 20S 128 /* client, client density, service request interval, packet size*/
SERVICE_COORDINATOR 20 0 /* SC, SC density, SC announcement scope */
PRINT_SERVER 20 /* server, server density */
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Appendix C
Partial implementation codes for service
discovery on reactively routed MANETS

A.1 Initiate RREQs with or without extensions

void RoutingAodvinitiateRREQ(GlomoNode *node,
NODE_ADDR destAddr,
NODE_ADDR nextHop,
GlomoAppServiceDesc *serviceDesc)

GlomoNetworklp *ipLayer = (GlomoNetworklp *) node->networkData.networkVar;
GlomoRoutingAodv *aodv = (GlomoRoutingAodyv *) ipLayer->routingProtocol;
Message *newMsg;

AODV_RREQ_Packet *rreqPkt;

char *pktPtr;

int pktSize = sizeof(AODV_RREQ_Packet);

int ttl;

char clockStr[GLOMO_MAX_STRING_LENGTH];

BOOL isSCAnNn = destAddr == SC_ANN_ADDRESS;

NewMsg = GLOMO_MsgAlloc(node,GLOMO_MAC_LAYER, 0, MSG_MAC_FromNetwork);
GLOMO_MsgPacketAlloc(node, newMsg, pktSize);

pktPtr = (char *) GLOMO_MsgReturnPacket(newMsg);

rreqPkt = (AODV_RREQ_Packet *) pktPtr;

RoutingAodvincreaseSeq(node);

rreqPkt->pktType = AODV_RREQ;

if (nextHop == ANY_DEST)

{
rreqPkt->bcastld = RoutingAodvGetBcastld(nhode);
}
else
{
rreqPkt->bcastld = -1;
}

rreqPkt->destAddr = destAddr;
rreqPkt->destSeq = RoutingAodvGetSeq(destAddr, &aodv->routeTable);
if (rreqPkt->destSeq == -1)
{
rreqPkt->unknownSeqNo=TRUE;
}

else

{
rreqPkt->unknownSeqNo=FALSE;

}

rreqPkt->srcAddr = node->nodeAddr;
rreqPkt->srcSeq = RoutingAodvGetMySeq(node);
rreqPkt->lastAddr = node->nodeAddr;
rreqPkt->hopCount = 0;
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if (serviceDesc == NULL)

if (lisSCAnNN)
{

rreqPkt->numExtensions = 0;

}

else

{

rreqPkt->numExtensions = 1;
rreqPkt->reqExt[0].extType = SERVICE_COORDINATOR_ANN;
}
}

else

{

rreqPkt->numExtensions = 1,

rreqPkt->regExt[0].extType = SERVICE_REQUEST;
memset(&rreqPkt->reqExt[0].ServDesc, 0, sizeof(GlomoAppServiceDesc));
memcpy(&rreqgPkt->reqExt[0].ServDesc, serviceDesc, sizeof(GlomoAppServiceDesc));

}
if (destAddr == SERVICE_RESOLUTION_ADDRESS)

ttl = FLOOD_SREQ_SCOPE;
}élse if (destAddr == SC_ANN_ADDRESS)

ttl = GLOMO_GetSCAnnDiameter(&node->affiliatedServiceCoordinator);
}else if (nextHop == ANY_DEST)

if (RoutingAodvCheckSent(destAddr, &aodv->sent))

ttl = RoutingAodvGetTtl(destAddr, &aodv->sent);
RoutingAodvincreaseTtl(destAddr, &aodv->sent);
}
else
{
if (RoutingAodvCheckRouteEntryExist(destAddr,&aodv->routeTable))
{
ttl = RoutingAodvGetHopCount(destAddr, &aodv->routeTable);
ttl += TTL_INCREMENT;

}

else

{
tl = TTL_START;

}
RoutingAodvinsertSent(destAddr, ttl, &aodv->sent);

RoutingAodvincreaseTtl(destAddr, &aodv->sent);

}
}

else

{
assert(serviceDesc = NULL && destAddr !I= SERVICE_RESOLUTION_ADDRESS
&& nextHop!=ANY_DEST);
ttl=1;
}

if (nextHop == ANY_DEST)

if (ttl > 0)
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{
NetworklpSendRawGlomoMessage(node, newMsg, ANY_DEST,

CONTROL, IPPROTO_AODV, ttl);
}

else

{

return;
}
RoutingAodvinsertSeenTable(node, node->nodeAddr,
rregPkt->bcastld, &aodv->seenTable);
if (destAddr == SERVICE_RESOLUTION_ADDRESS)
{

RoutingAodvSetTimerForService(node, MSG_NETWORK_CheckServiceReplied,
serviceDesc,
(clocktype)RoutingAodvGetRingTraversalTime(ttl));

aodv->stats.broadcastedServiceRequest++;

}
else if (destAddr == SC_ANN_ADDRESS)
{

aodv->stats.numSCAnnouncementSent++;

}

else
if (tt==NET_DIAMETER)

RoutingAodvSetTimer(node, MSG_NETWORK _CheckReplied, destAddr,
(clocktype)NET_TRAVERSAL_TIME);
RoutingAodvincreaseTimes(destAddr,&aodv->sent);

}

else

RoutingAodvSetTimer(node, MSG_NETWORK _CheckReplied, destAddr,
(clocktype)RoutingAodvGetRingTraversalTime(ttl));
}

if (serviceDesc != NULL)

{
RoutingAodvinsertServer(node, destAddr, serviceDesc,&aodv->serverRoute);
aodv->stats.broadcastedSC++;

}

else

{
aodv->stats.numRequestSent++;
}
}
}
else
{
NetworklpSendRawGlomoMessageToMacLayer(node, newMsg, nextHop, CONTROL,
IPPROTO_AODV, ttl,
DEFAULT_INTERFACE, nextHop);
aodv->stats.unicastedSC++;
RoutingAodvSetTimerForService(node, MSG_NETWORK_CheckSCReplied, serviceDesc,
(clocktype)RoutingAodvGetRingTraversalTime
(RoutingAodvGetHopCount
(destAddr, &aodv->routeTable)));
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A.2 Initiate RREPs with or without extensions

void RoutingAodvinitiateRREP(GlomoNode *node, Message *msg,
Service_BT_Node *binding, BOOL isSreq)
{

GlomoNetworklp *ipLayer = (GlomoNetworklp *)node->networkData.networkVar;
GlomoRoutingAodv *aodv = (GlomoRoutingAodv *)ipLayer->routingProtocol;
Message *newMsg;

AODV_RREQ_Packet *rreqPkt;

AODV_RREP_Packet *rrepPkt;

char *pktPtr;

int pktSize = sizeof(AODV_RREP_Packet);

rreqPkt = (AODV_RREQ_Packet *) GLOMO_MsgReturnPacket(msg);

newMsg = GLOMO_MsgAlloc(nhode, GLOMO_MAC_LAYER, 0, MSG_MAC_FromNetwork);
GLOMO_MsgPacketAlloc(node, newMsg, pktSize);

pktPtr = (char *) GLOMO_MsgReturnPacket(newMsg);

rrepPkt = (AODV_RREP_Packet *) pktPtr;

if ((rreqPkt->unknownSeqNo == FALSE)
&&(rregPkt>destSeq->RoutingAodvGetMySeq(node)))
{

aodv->segNumber = rreqPkt->destSeq;
}
rrepPkt->pktType = AODV_RREP;
rrepPkt->srcAddr = rreqPkt->srcAddr;
rrepPkt->destAddr = node->nodeAddr;
rrepPkt->destSeq = RoutingAodvGetMySeq(node);
rrepPkt->hopCount = 0;
rrepPkt->lifetime = (clocktype)MY_ROUTE_TO;

if (binding == NULL)

{
rrepPkt->numExtensions = 0;
}
else
{
inti=0;

assert(binding '= NULL);
rrepPkt->numExtensions = 1,
memset(rrepPkt->repExt, 0, sizeof(RREP_EXT));
if (isSreq)

{

rrepPkt->repExt[0].extType = SERVICE_REPLY;
}

else

{
rrepPkt->repExt[0].extType = SERVICE_ADV;

}
while (binding '= NULL && i < 5)
{
memcpy(&rrepPkt->repExt[0].ServBinding][i], &binding->binding,
sizeof(GlomoAppServiceBinding));
binding = binding->next;
i++;
}
rrepPkt->repExt[0].numChoise = i;
}

NetworklpSendRawGlomoMessageToMacLayer(node, newMsg, rreqPkt->lastAddr,
CONTROL, IPPROTO_AODV, 1,
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DEFAULT_INTERFACE,
rregPkt->lastAddr);
if (rrepPkt->numExtensions == 0)

{

aodv->stats.numReplySent++;
}
else if (isSreq)

aodv->stats.numServiceReplySent++;
}

else

{

aodv->stats.numServiceRegistrationUnicasted ++;

}
GLOMO_MsgFree(node, msg);

A.3 Handle RREQs with or without extensions
void RoutingAodvHandleRequest(GlomoNode *node, Message *msg, int ttl)

{
GlomoNetworklp* ipLayer = (GlomoNetworklp *) node->networkData.networkVar;
GlomoRoutingAodv* aodv = (GlomoRoutingAodyv *) ipLayer->routingProtocol;
AODV_RREQ_Packet *rreqPkt = (AODV_RREQ_Packet *)

GLOMO_MsgReturnPacket(msg);

Message *newMsg;
char serviceName[100];
Service_BT_Node *bindingl = NULL;
Service_BT_Node *binding2 = NULL;
BOOL isSreq = rreqPkt->destAddr == SERVICE_RESOLUTION_ADDRESS ;
BOOL isSCAnNnN = rreqPkt->destAddr == SC_ANN_ADDRESS;
BOOL withExt = rreqPkt->numExtensions != 0;
BOOL serviceFound = FALSE;

RoutingAodvReplacelnsertRouteTable(node, rreqPkt->lastAddr, -1, FALSE, TRUE, 1,
rregPkt->lastAddr,
simclock()+(clocktype)ACTIVE_ROUTE_TO);

if(RoutingAodvLookupSeenTable(rreqPkt->srcAddr,rreqPkt->bcastld,&aodv->seenTable))

GLOMO_MsgFree(node,msg);
return;

rreqPkt->hopCount++;
if (rreqPkt->bcastld != -1)

RoutingAodvinsertSeenTable(node, rreqPkt->srcAddr, rreqPkt->bcastld,
&aodv->seenTable);
}

if ({RoutingAodvCheckNbrExist(rreqPkt->lastAddr, &aodv->nbrTable))

{
RoutingAodvinsertNbrTable(rreqPkt->lastAddr, &aodv->nbrTable);
RoutingAodvincreaseSeq(node);

}
if ({RoutingAodvCheckRouteExist(rreqPkt->srcAddr,&aodv->routeTable))

clocktype lifetime = RoutingAodvGetMinimalLifetime(rreqPkt->hopCount);

RoutingAodvReplacelnsertRouteTable(node, rreqPkt->srcAddr,rreqPkt->srcSeq, TRUE,
TRUE, rreqPkt->hopCount,
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rreqPkt->lastAddr,lifetime);

}

else

clocktype lifetime = max(RoutingAodvGetLifetime(rreqPkt->srcAddr,&aodv->routeTable),
RoutingAodvGetMinimalLifetime
(rreqPkt->hopCount));
int seq = RoutingAodvGetSeq(rreqPkt->srcAddr,&aodv->routeTable);
RoutingAodvReplacelnsertRouteTable(node, rreqPkt->srcAddr, max(seq,rreqPkt->srcSeq),
TRUE, TRUE, rregPkt->hopCount,
rreqPkt->lastAddr, lifetime);

if (isSreq || isSSCAnNN || ((node->nodeAddr == rreqPkt->destAddr)
&& node->isServiceCoordinator && withExt))

{
inti;
for (i = 0; i<rreqPkt->numExtensions; i++)
if (rreqPkt->reqExt[i].extType == SERVICE_REQUEST)
{

memcpy(serviceName, rreqPkt->reqExt[i].ServDesc.nameStr,
rreqPkt->reqExt[i].ServDesc.namelLen+1);
if (GLOMO_CheckBindingExist(&node->myService, serviceName))

bindingl = GLOMO_GetBinding(&node->myService, serviceName);

}

if (GLOMO_CheckBindingExist(&node->cachedService, serviceName))
binding2 = GLOMO_GetBinding(&node->cachedService, serviceName);

}
if (binding1 '= NULL)

{
bindingl->next = binding2;

}

else

bindingl = binding2;
}
if (bindingl '= NULL)
{

serviceFound = TRUE;

}

break;
}
else if (rreqPkt->reqExt[i].extType == SERVICE_COORDINATOR_ANN)

RoutingAodvHandleSCAnn(node, msg, ttl);
break;

}
}

if (serviceFound)
if(node->nodeAddr == rreqPkt->destAddr && node->isServiceCoordinator)

Service_BT_Node *cu = binding1;
while (cu!= NULL)
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{

aodv->stats.totalSCreplied ++;
if ('RoutingAodvCheckServerWithinRange(node, cu->binding.serverAddr))
{
aodv->stats.falsePositive++;
}
CU = cu->next;
}
}
RoutingAodvActivateRoute(rreqPkt->srcAddr, &aodv->routeTable);
RoutingAodvSetTimer(node, MSG_NETWORK _CheckRouteTimeout,
rreqPkt->srcAddr, (clocktype)ACTIVE_ROUTE_TO);
RoutingAodvlinitiateRREP(node, msg, bindingl, TRUE);

}
else if (isSCANN)
{
RoutingAodvActivateRoute(rreqPkt->srcAddr, &aodv->routeTable);
RoutingAodvSetTimer(node, MSG_NETWORK_CheckRouteTimeout,
rreqPkt->srcAddr, (clocktype)ACTIVE_ROUTE_TO);
if (node->myService.size!=0)

RoutingAodvSetTimer(node, MSG_NETWORK _SendSregTimeout, rreqPkt->srcAddr,
(clocktype)(1 * MICRO_SECOND));

if ((\node->isServiceCoordinator && ttl > 0)
|| (node->isServiceCoordinator
&& ttl > GLOMO_GetSCAnnDiameter(&node->affiliatedServiceCoordinator)))
{

RoutingAodvRelayRREQ(node, msg, ttl);
}

else if (lisSreq)

assert(node->nodeAddr == rreqPkt->destAddr && node->isServiceCoordinator);

RoutingAodvActivateRoute(rreqPkt->srcAddr, &aodv->routeTable);

RoutingAodvSetTimer(node, MSG_NETWORK _CheckRouteTimeout,
rreqPkt->srcAddr, (clocktype)ACTIVE_ROUTE_TO);

bindingl = (Service_BT_Node *)checked_pc_malloc(sizeof(Service_ BT _Node));

memcpy(bindingl->binding.serviceName, serviceName, strlen(serviceName) + 1);

binding1->binding.serverAddr = INVALID _ADDRESS;

binding1l->next = NULL;

RoutingAodvinitiateRREP(node, msg, binding1, TRUE);

else if (ttl > 0)

{
RoutingAodvRelayRREQ(node, msg, ttl);

}

else

GLOMO_MsgFree(node, msg);
}

}
else if (node->nodeAddr == rreqPkt->destAddr)

assert('withExt);

RoutingAodvActivateRoute(rreqPkt->srcAddr, &aodv->routeTable);

RoutingAodvSetTimer(node, MSG_NETWORK_CheckRouteTimeout,
rreqPkt->srcAddr, (clocktype)ACTIVE_ROUTE_TO);

RoutingAodvInitiateRREP(node, msg, NULL, FALSE);

}
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else if (rreqPkt->bcastld == -1)
{
NODE_ADDR nextHop = RoutingAodvGetNextHop(rreqPkt->destAddr,
&aodv->routeTable);
RoutingAodvActivateRoute(rreqPkt->srcAddr, &aodv->routeTable);
RoutingAodvSetTimer(node, MSG_NETWORK_CheckRouteTimeout,
rreqPkt->srcAddr, (clocktype)ACTIVE_ROUTE_TO);
if (nextHop !'= ANY_DEST)
{
rreqPkt->lastAddr = node->nodeAddr;
NetworklpSendRawGlomoMessageToMacLayer(node, msg, nextHop,
CONTROL, IPPROTO_AODV, 1,
DEFAULT_INTERFACE, nextHop);
aodv->stats.unicastedSC++;

}

else

GLOMO_MsgFree(node,msg);
}

}
else if ((RoutingAodvCheckRouteExist(rreqPkt->destAddr,&aodv->routeTable))
&&(RoutingAodvifSeqValid(rregPkt->destAddr,&aodv->route Table))
&&(RoutingAodvGetSeq(rreqPkt->destAddr,&aodv->routeTable)
>=rreqPkt->destSeq))

if (WithExt)

NODE_ADDR nextHop = RoutingAodvGetNextHop(rreqPkt->destAddr,
&aodv->routeTable);
if (nextHop !'= ANY_DEST)

rreqPkt->lastAddr = node->nodeAddr;
NetworklpSendRawGlomoMessageToMacLayer(node, msg, nextHop,
CONTROL, IPPROTO_AODV, ttl,
DEFAULT_INTERFACE, nextHop);
aodv->stats.unicastedSC++;
}
else
{
RoutingAodvRelayRREQ(node, msg, ttl);
}
}

else

{
RoutingAodvActivateRoute(rreqPkt->srcAddr, &aodv->routeTable);

RoutingAodvSetTimer(node, MSG_NETWORK_CheckRouteTimeout,
rreqPkt->srcAddr, (clocktype)ACTIVE_ROUTE_TO);
RoutingAodvinitiateRREPbyIN(node, msg);
RoutingAodvlinitiateGratuitousRREP(node, msg);
}
}

else
if(ttI==0)
GLOMO_MsgFree(node,msg);
}

else

RoutingAodvRelayRREQ(node,msg,ttl);
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}
}

while(RoutingAodvLookupBuffer(rreqPkt->lastAddr, &aodv->buffer))
{
newMsg = RoutingAodvGetBufferedPacket(aodv, FALSE, rreqPkt->lastAddr,
&aodv->buffer);
RoutingAodvTransmitData(node, newMsg, rreqPkt->lastAddr);
aodv->stats.numDataSent++;
RoutingAodvDeleteBuffer(rreqPkt->lastAddr, &aodv->buffer);

}

while(RoutingAodvLookupBuffer(rreqPkt->srcAddr, &aodv->buffer))

{
newMsg = RoutingAodvGetBufferedPacket(aodv, FALSE, rreqPkt->srcAddr,

&aodv->buffer);

RoutingAodvTransmitData(node, newMsg, rreqPkt->srcAddr);
aodv->stats.numDataSent++;
RoutingAodvDeleteBuffer(rreqPkt->srcAddr, &aodv->buffer);

}

}

A.4 Handle RREPs with or without extensions

void RoutingAodvHandleRep(GlomoNode *node, Message *msg,
NODE_ADDR srcAddr, NODE_ADDR destAddr)
{

GlomoNetworklp *ipLayer = (GlomoNetworklp *) node->networkData.networkVar;
GlomoRoutingAodv *aodv = (GlomoRoutingAodyv *) ipLayer->routingProtocol;
AODV_RREP_Packet*rrepPkt = (AODV_RREP_Packet *)GLOMO_MsgReturnPacket(msg);
BOOL causedNewRoute = FALSE;

clocktype lifetime;

Message *newMsg;

Message *serviceRequest;

Message *serviceReply;

char serviceName[100];

BOOL isSrep, isSreg;

IpHeaderType *sreqglpHeader;

IpHeaderType *sreplpHeader;

TransportUdpHeader *sreqUdpHdr;

TransportUdpHeader *srepUdpHdr;

GlomoAppServiceBinding *binding;

GlomoAppServiceBinding *servreq;

isSrep = (rrepPkt->numExtensions = 0)

&& (rrepPkt->repExt[0].extType == SERVICE_REPLY) ;
isSreg = (rrepPkt->numExtensions = 0)

&& (rrepPkt->repExt[0].extType == SERVICE_ADV);
memmove(&lifetime, &rrepPkt->lifetime, sizeof(clocktype));
RoutingAodvReplacelnsertRouteTable(node, srcAddr, -1, FALSE, TRUE, 1,

srcAddr, simclock() + lifetime);
if (srcAddr == rrepPkt->destAddr && RoutingAodvlIfSeqValid(srcAddr,&aodv->routeTable))

{
causedNewRoute = TRUE;

}
rrepPkt->hopCount++;
if ({RoutingAodvCheckRouteEntryExist(rrepPkt->destAddr, &aodv->routeTable))
{//Forward route does not exist. so creating new entry

if (rrepPkt->destAddr != node->nodeAddr)

{

RoutingAodvReplacelnsertRouteTable(node, rrepPkt->destAddr,
rrepPkt->destSeq, TRUE, TRUE,
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rrepPkt->hopCount, srcAddr,
simclock()+lifetime);
causedNewRoute = TRUE;

else {return;}

}

else
{
BOOL seqlnvalid = FALSE, seqGreater=FALSE,
routelnactive=FALSE, smallerHopCount=FALSE;
seqlnvalid = IRoutingAodvIfSeqValid(rrepPkt->destAddr,&aodv->routeTable);

if (!seqlnvalid)

int seq = RoutingAodvGetSeq(rrepPkt->destAddr, &aodv->routeTable);
if (seq < rrepPkt->destSeq)

seqGreater = TRUE;
}
if ((seq == rrepPkt->destSeq)
&& (RoutingAodvIfRoutelnactive(rrepPkt->destAddr,&aodv->route Table)))
{

routelnactive = TRUE;

}
if ((seq == rrepPkt->destSeq)
&&(rrepPkt->hopCount
<RoutingAodvGetHopCount(rrepPkt->destAddr,&aodv->route Table)))
{

smallerHopCount = TRUE;

}
}

if (seqlnvalid || seqGreater || routelnactive || smallerHopCount)

RoutingAodvReplacelnsertRouteTable(node, rrepPkt->destAddr, rrepPkt->destSeq,

TRUE, TRUE, rrepPkt->hopCount,
srcAddr, simclock()+lifetime);
causedNewRoute = TRUE;

}
}
if (rrepPkt->srcAddr == node->nodeAddr)
if (isSrep)
aodv->stats.numSREPreceived++;
else if (isSreg)
aodv->stats.numSREGreceived++;

}

else

{

aodv->stats.numRREPreceived++;

}

if (causedNewRoute)

while (RoutingAodvCheckServer(rrepPkt->destAddr, aodv->serverRoute.head))
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{

GlomoAppServiceDesc *desc = RoutingAodvGetServerRouteNode
(rrepPkt->destAddr, aodv->serverRoute.head)
->serviceDesc;
RoutingAodvDeleteServer(rrepPkt->destAddr, desc->nameStr,&aodv->serverRoute);
}
RoutingAodvDeleteSent(rrepPkt->destAddr, &aodv->sent);
while (RoutingAodvLookupBuffer(rrepPkt->destAddr, &aodv->buffer))
{
newMsg = RoutingAodvGetBufferedPacket(aodv, FALSE,
rrepPkt->destAddr, &aodv->buffer);
RoutingAodvTransmitData(node, newMsg, rrepPkt->destAddr);
aodv->stats.numDataSent++;
RoutingAodvDeleteBuffer(rrepPkt->destAddr, &aodv->buffer);

}
while (RoutingAodvLookupBuffer(srcAddr, &aodv->buffer))
{
newMsg = RoutingAodvGetBufferedPacket(aodv, FALSE, srcAddr, &aodv->buffer);
RoutingAodvTransmitData(node, newMsg, srcAddr);
aodv->stats.numDataSent++;
RoutingAodvDeleteBuffer(srcAddr, &aodv->buffer);

Mlif (causedNewRotue)
if (isSrep || isSreq)
{

inti;
for (i = 0; i<rrepPkt->numExtensions; i++)

if (rrepPkt->repEXxt[i].extType == SERVICE_REPLY)
{
memset(serviceName, 0, sizeof(serviceName));
memcpy(serviceName, rrepPkt->repExt[i].ServBinding[0].serviceName,
strlen(rrepPkt->repExt[i]. ServBinding[0].serviceName)+1);
if ((serviceRequest = RoutingAodvGetServiceRequest
(serviceName, &aodv->serviceTable)) '= NULL)

if ((rrepPkt->repExt[i].ServBinding[0].serverAddr != INVALID_ADDRESS))

Service_BT_Node *previous = NULL;
Service_BT_Node *current = NULL,;
Service_ BT _Node *head =NULL,;

int j;

GlomoAppServiceBinding *bestBinding;

for (j = 0; j < rrepPkt->repExt[i].numChoise; j++)
{
current = (Service_BT_Node *)checked_pc_malloc(sizeof(Service_ BT _Node));
current->binding = rrepPkt->repExt[i]. ServBinding[j];
if (previous == NULL)
{
head = current;
lelse

{

previous->next = current;

}

previous = current;

}
if (current '= NULL)

{
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current->next = NULL,;

}

if (RoutingAodvEXxistSrep(serviceName, &aodv->srepRecv))

{
Service_BT_Node *theNode = (Service_BT_Node *)

checked_pc_malloc(sizeof(Service_BT_Node));
theNode->binding = * (RoutingAodvGetServiceBindingFromSrep
(serviceName, &aodv->srepRecv));
theNode->next = head;
head = theNode;
bestBinding = RoutingAodvChooseBestBinding(node, head);
RoutingAodvReplacelnsertSrepRecv(serviceName, bestBinding->serverAddr,
*pbestBinding, &aodv->srepRecv);
}

else

bestBinding = RoutingAodvChooseBestBinding(node, head);
RoutingAodvReplacelnsertSrepRecv(serviceName, bestBinding->serverAddr,
*bestBinding, &aodv->srepRecv);
RoutingAodvSetTimerForSreq(node, MSG_NETWORK_SendSrepTimeout,
bestBinding,
(clocktype)SREP_SETTLE_TIME);
}

while (head!=NULL)

Service_BT_Node *toFree = head;
head = head->next;
pc_free(toFree);
}
}
else
{
IpHeaderType *ipHeader = (IpHeaderType *)serviceRequest->packet;
GlomoAppServiceDesc *servDesc = (GlomoAppServiceDesc *)
(serviceRequest->packet
+ IpHeaderSize(ipHeader)
+ sizeof(TransportUdpHeader));
}
}

break;

}
else if (rrepPkt->repExt[i].extType == SERVICE_ADV)
{

RoutingAodvHandleServiceReg(node, msg);

break;

}
}
}

else
node->allowToMove = TRUE;
}
GLOMO_MsgFree(node, msg);
}

else

if (causedNewRoute)

{
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RoutingAodvActivateRoute(rrepPkt->srcAddr, &aodv->routeTable);

RoutingAodvSetTimer(node, MSG_NETWORK _CheckRouteTimeout,
rrepPkt->srcAddr, (clocktype)ACTIVE_ROUTE_TO);

RoutingAodvRelayRREP(node, msg, srcAddr);

}
else if (isSrep || isSreq)
{

RoutingAodvActivateRoute(rrepPkt->srcAddr, &aodv->routeTable);
RoutingAodvSetTimer(node, MSG_NETWORK _CheckRouteTimeout,
rrepPkt->srcAddr, (clocktype)ACTIVE_ROUTE_TO);
RoutingAodvRelayRREP(node, msg, srcAddr);
}

else

GLOMO_MsgFree(node, msg);
}
}
}

A.5 Hanlde SC annoucements

void RoutingAodvHandleSCAnn(GlomoNode *node, Message *msg, int ttl)
{

GlomoNetworklp *ipLaye;

GlomoRoutingAodv *aodyv;

AODV_RREQ_Packet *rreqPkt;

NODE_ADDR SC;

clocktype bindingTime;

ipLayer = (GlomoNetworklp *)node->networkData.networkVar;

aodv = (GlomoRoutingAodv *)ipLayer->routingProtocol,

rreqPkt = (AODV_RREQ_Packet *) GLOMO_MsgReturnPacket(msg);

SC = GLOMO_GetServiceCoordinator(&node->affiliatedServiceCoordinator);
bindingTime = GLOMO_GetSCBindingTime(&node->affiliatedServiceCoordinator);

if (SC == INVALID_ADDRESS)

GLOMO_UpdateServiceCoordinator(&node->affiliatedServiceCoordinator,
rreqPkt->srcAddr, rreqPkt->hopCount,
simclock() + ACTIVE_SC_TO);

RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,

rreqPkt->srcAddr, ACTIVE_SC_TO);

}
else if (SC == node->nodeAddr)
{

GLOMO_ReplacelnsertServiceCoordinator(&node->heardServiceCoordinators,
rreqPkt->srcAddr, rreqPkt->hopCount,
simclock() + ACTIVE_SC_TO);

RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,

rreqPkt->srcAddr, ACTIVE_SC_TO);

}
else if (SC == rreqPkt->srcAddr)

GLOMO_UpdateServiceCoordinator(&node->affiliatedServiceCoordinator,
rreqPkt->srcAddr, rreqPkt->hopCount,
simclock() + ACTIVE_SC_TO);

RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,

rreqPkt->srcAddr, ACTIVE_SC_TO);
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else

{
if ('RoutingAodvCheckRouteExist(SC, &aodv->routeTable))
{
if (RoutingAodvCheckRouteEXxist(rreqPkt->srcAddr,&aodv->routeTable))
{
GLOMO_DeleteServiceCoordinator(&node->heardServiceCoordinators,
rreqPkt->srcAddr,FALSE);
GLOMO_ReplacelnsertServiceCoordinator(&node->heardServiceCoordinators,
SC, GLOMO_GetSCAnnDiameter
(&node->affiliatedServiceCoordinator),
bindingTime);
GLOMO_UpdateServiceCoordinator(&node->affiliatedServiceCoordinator,
rregPkt->srcAddr,rreqPkt->hopCount,
simclock() + ACTIVE_SC_TO);
RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,
rreqPkt->srcAddr,ACTIVE_SC_TO);
}
else
GLOMO_ReplacelnsertServiceCoordinator(&node->heardServiceCoordinators,
rreqPkt->srcAddr,rreqPkt->hopCount,
ACTIVE_SC_TO + simclock());
RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,
rreqPkt->srcAddr, ACTIVE_SC_TO);
}
}
else

if (RoutingAodvCheckRouteEXxist(rreqPkt->srcAddr, &aodv->routeTable))

if (RoutingAodvGetHopCount(rreqPkt->srcAddr, &aodv->routeTable)
< RoutingAodvGetHopCount(serviceCoordinator, &aodv->routeTable))
{

GLOMO_DeleteServiceCoordinator(&node->heardServiceCoordinators,
rreqPkt->srcAddr,FALSE);
GLOMO_ReplacelnsertServiceCoordinator(&node->heardServiceCoordinators,
SC, GLOMO_GetSCAnnDiameter
(&node->affiliatedServiceCoordinator),
bindingTime);
GLOMO_UpdateServiceCoordinator(&node->affiliatedServiceCoordinator,
rreqPkt->srcAddr,rreqPkt->hopCount,
ACTIVE_SC_TO + simclock());
RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,
rreqPkt->srcAddr, ACTIVE_SC_TO);

}
else if (RoutingAodvGetHopCount(rreqPkt->srcAddr, &aodv->routeTable)
== RoutingAodvGetHopCount(SC, &aodv->routeTable)
&& RoutingAodvGetLifetime(serviceCoordinator, &aodv->routeTable)
< RoutingAodvGetLifetime(rreqPkt->srcAddr, &aodv->routeTable))

GLOMO_DeleteServiceCoordinator(&node->heardServiceCoordinators,
rreqPkt->srcAddr, FALSE);
GLOMO_ReplacelnsertServiceCoordinator(&node->heardServiceCoordinators,
SC, GLOMO_GetSCAnnDiameter
(&node->affiliatedServiceCoordinator),
bindingTime);
GLOMO_UpdateServiceCoordinator(&node->affiliatedServiceCoordinator,
rreqPkt->srcAddr,rreqPkt->hopCount,
ACTIVE_SC_TO + simclock());
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RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,
rreqPkt->srcAddr, ACTIVE_SC_TO);

}

else
{
GLOMO_ReplacelnsertServiceCoordinator(&node->heardServiceCoordinators,
rreqPkt->srcAddr, rreqPkt->hopCount,
ACTIVE_SC_TO + simclock());
RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,
rreqPkt->srcAddr, ACTIVE_SC_TO);
}

}

else

GLOMO_ReplacelnsertServiceCoordinator(&node->heardServiceCoordinators,
rreqPkt->srcAddr, rreqPkt->hopCount,
ACTIVE_SC_TO + simclock());
RoutingAodvSetTimer(node, MSG_NETWORK_CheckSCTimeout,
rreqPkt->srcAddr, ACTIVE_SC_TO);

A.6 Handle Service registrations
void RoutingAodvHandleServiceReg(GlomoNode *node, Message *msg)

{
GlomoNetworklp* ipLayer = (GlomoNetworklp *) node->networkData.networkVar;
GlomoRoutingAodv* aodv = (GlomoRoutingAodv *) ipLayer->routingProtocol;
AODV_RREP_Packet* rrepPkt = (AODV_RREP_Packet*)GLOMO_MsgReturnPacket(msg);
inti;
GlomoAppServiceBinding *binding;
NODE_ADDR serverAddr;
short servicePort;
clocktype bindingtime;

assert(node->isServiceCoordinator);
for(i = 0; i < rrepPkt->repExt[0].numChoise; i++)
{
serverAddr = rrepPkt->repExt[0].ServBinding[i].serverAddr;
servicePort = rrepPkt->repExt[0].ServBinding[i].servicePort;
bindingtime = min(rrepPkt->repExt[0].ServBinding]i].bindingtime,
simclock() + ACTIVE_SERVICE_BINDING_TO);
GLOMO_ReplacelnsertService(&node->cachedService,
rrepPkt->repExt[0].ServBinding[i].serviceName,
serverAddr,servicePort, bindingtime);
RoutingAodvSetTimer(node, MSG_NETWORK_CheckServiceTimeout,
serverAddr, bindingtime-simclock());

A.7 Client, Server, Service Coordinator Selection

void GLOMO_ ApplnitApplications(GlomoNode *node, const GlomoNodelnput *nodelnput)

{
GlomoNodelnput applnput;
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char appStr[GLOMO_MAX_STRING_LENGTH];
BOOL retVal;
int i

retVal=GLOMO_ReadCachedFile(nodelnput,"APP-CONFIG-FILE", &applnput);
if (retVal == FALSE)

fprintf(stderr, "Application: Needs APP-CONFIG-FILE.\n");
assert(FALSE); abort();

}

node->appData.uniqueld = 0O;

for (i = 0; i < applnput.numLines; i++)

sscanf(applnput.inputStrings[i], "%s", appStr);
if strcemp(appStr, "PRINT_CLIENT") == 0)
{

char type[GLOMO_MAX_STRING_LENGTH];

char intervalStr[GLOMO_MAX_STRING_LENGTH];
long itemSize;

clocktype startTime,interval;

int dd;

double density;

double probability;

memset(type, 0, GLOMO_MAX_STRING_LENGTH);
retVal = sscanf(applnput.inputStringsi],

"%s %d %s %Id",

appStr, &dd, intervalStr, &itemSize);
if (retval I= 4)

fprintf(stderr,
"Wrong PRINT_CLIENT configuration format'\n"
"PRINT_CLIENT <density> <interval> <itemSize>");
assert(0); abort();
}
density = (double) dd / 100.0;
probability = pc_erand(node->seed);
memset(type, 0, GLOMO_MAX_STRING_LENGTH);
if (probability < density)
{

int t = ((int)(pc_erand(node->seed) * 10))%2;
switch (t)
{
case 0: memcpy(type, "INK_BW", strlen("INK_BW") +1); break;
case 1:memcpy(type, "INK_COLOR", strlen("INK_COLOR") +1); break;

}

startTime = (clocktype)(pc_erand(node->seed) * SECOND);
interval = GLOMO_ConvertToClock(intervalStr);
AppPrintClientlnit(node, type, startTime, interval, itemSize);

}

}
else if (strcemp(appStr, "PRINT_SERVER") == 0)

char type[GLOMO_MAX_STRING_LENGTH];

double probability, density;

int dd;

char *serviceName = (char *)checked_pc_malloc(sizeof(char));
APP_TYPE port;

retVal = sscanf(applnput.inputStringsi], "%s %d",appStr, &dd );
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if (retval I= 2)

fprintf(stderr,
"Wrong PRINT_SERVER configuration format/\n"
"PRINT_SERVER <density>");
assert(0); abort();
}
density = (double) dd / 100.0;
probability = pc_erand(node->seed);
if (probability < density)

int t = ((int)(pc_erand(node->seed) * 10))%2;

switch (t)

{

case 0: memcpy(type, "INK_BW", strlen("INK_BW") +1);
port = APP_PRINT_SERVER_INK_BW,;
node->partitionData->totalBW++;
node->bwServer = TRUE;
break;
case 1: memcpy(type, "INK_COLOR", strlen("INK_COLOR") +1);

port = APP_PRINT_SERVER_INK_COLOR;
node->partitionData->total COLOR++;
node->colorServer = TRUE;
break;

}

AppPrintServerlnit(node, type, port);

strepy(serviceName, "PRINT_SERVER_UDP_");

strcat(serviceName, type);

GLOMO_ReplacelnsertService(&node->myService,serviceName,

node->nodeAddr,port,
simclock()+SERVICE_BINDING_TIME);
}

}
else if (strcemp(appStr, "SERVICE_COORDINATOR") == 0)
{

double probability, density;
int dd;
int annDiameter;

retVal = sscanf(applnput.inputStringsi],

"%s %d %d",

appStr, &dd, &annDiameter);
if (retval I= 3)

fprintf(stderr,
"Wrong SERVICE_COORDINATOR configuration format\n"
"SERVICE_COORDINATOR <density> <annDiameter>");
assert(0); abort();
}

density = (double)dd / 100.0;
probability = pc_erand(node->seed);
if (probability < density)

node->isServiceCoordinator = TRUE;

GLOMO_UpdateServiceCoordinator(&node->affiliatedServiceCoordinator,

node->nodeAddr, annDiameter,
simclock() + SC_BINDING_TIME);
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else

printf("Application: Unknown application %s\n", appStr);
assert(0); abort();
}
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