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Preface

A couple of perspectives and a tribute

The aim of this book is to introduce the basic aspects of the theory of∞-catego-
ries: a homotopy theoretic variation on Category Theory, designed to implement
the methods of Algebraic Topology in broader contexts, such as Algebraic Ge-
ometry [TV05, TV08, Lur09, Lur17] or Logic [Uni13, KL16, Kap17]. The
theory of∞-categories is not only a new approach to the foundations of math-
ematics: it appears in many spectacular advances, such as the proof of Weil’s
conjecture on Tamagawa numbers over function fields by Lurie and Gaitsgory,
or the modern approach to 𝑝-adic Hodge Theory by Bhatt, Morrow and Scholze,
for instance.

For pedagogical reasons, but also for conceptual reasons, a strong emphasis
is placed on the following fact: the theory of ∞-categories is a semantic in-
terpretation of the formal language of category theory.1 This means that one
can systematically make sense of any statement formulated in the language of
category theory in the setting of∞-categories.2

We also would like to emphasise that the presence of Homotopical Algebra
in this book is not as an illustration, nor as a source of technical devices: it is at

1 To be precise, the language of Category Theory is the one provided by a Cartesian closed
category endowed with an involution 𝑋 ↦→ 𝑋op, called the ‘opposite category functor’, a
monoidal structure defined by a ‘join operation’ ∗ , whose unit is the initial object, and which
is symmetric up to the opposite operation: 𝑋 ∗𝑌 = (𝑌op ∗ 𝑋op )op. Furthermore, for each
object 𝑌 , we have the slice functor, obtained as a right adjoint of the functor
𝑋 ↦→ (𝑌 → 𝑋 ∗𝑌 ) . Finally, there is a final object Δ0, and we get simplices by iterating the
join operation with it: Δ𝑛 = Δ0 ∗ Δ𝑛−1. Category Theory is obtained by requiring properties
expressed in this kind of language.

2 There is, more generally, a theory of (∞, 𝑛)-categories: a semantic interpretation of the
language of (strict) 𝑛-categories (for various ordinals 𝑛). The theory of∞-categories as above
is thus the theory of (∞, 1)-categories. Although we shall not say more on these higher
versions here, the interested reader might enjoy to have a look at Baez’s lectures [BS10] on
these topics.
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viii Preface

the core of basic Category Theory. In classical Category Theory, Homotopical
Algebra seems peculiar, because classical homotopy categories do not have
(co)limits and are not concrete (i.e. cannot be embedded in the category of
sets in a nice way), as the fundamental case of the homotopy category of
CW-complexes shows [Fre70]. This is partly why some traditions seem to put
classical Category Theory and classical Homotopy Theory apart. The story that
we want to tell here is that the theory of∞-categories involves a reunion: with
this new semantic interpretation, homotopy theories define ∞-categories with
(co)limits, and the classical methods of Category Theory do apply to them (and
the problem of concreteness disappears because ∞-groupoids take the role of
sets, not by choice, but under the rule of universal properties). In particular,
in this book, model categories will eventually be allowed to be ∞-categories
themselves, and we shall observe that the localisation of a model category is
also a model category, where the weak equivalences are the invertible maps
and the fibrations are all maps (for the reader who might not be familiar with
such a language, the present text aims at explaining what such a sentence is
about). This means that homotopy theories and their models do live in the same
world, which changes dramatically our perspective on them. Finally, one may
see Homotopical Algebra as the study of the compatibility of localisations with
(co)limits. And the semantics of ∞-categories makes this a little more savory
because it provides much more powerful and flexible statements. Moreover,
the fact that the free completion of a small category by small colimits can be
described as the homotopy theory of presheaves of spaces on this category
puts Homotopical Algebra at the very heart of the theory of Kan extensions,
and thus of Category Theory itself. This enlightens many classical results
of the heroic days of Algebraic Topology, such as Eilenberg and Steenrod’s
characterisation of singular homology, for instance. In some sense, this is the
natural outcome of a historical process. Indeed Category Theory was born as
a convenient language to express the constructions of Algebraic Topology, and
the fact that these two fields were separated is a kind of historical accident whose
effects only started to fade in the late 1990’s, with the rise of ∞-categories as
we know them today, after the contributions of André Joyal, Carlos Simpson,
Charles Rezk, Bertrand Toën and Gabriele Vezzosi, and of course Jacob Lurie.
A pioneer of Higher Category Theory such as Daniel M. Kan was aware of
the very fact that Category Theory should extend to Homotopy Theory already
in the 1950’s, and his contributions, all along his mathematical life, through
the theory of simplicial categories, with William Dwyer, and, more recently,
through the theory of relative categories, with Clark Barwick, for instance, are
there to testify to this. The title of this book is less about putting Higher Category
Theory an Homotopy Theory side by side, than observing that Higher Category
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Theory and Homotopical Algebra are essentially the same thing. However, a
better tribute to Daniel M. Kan might have been to call it Category Theory,
plain and simple.

A glimpse at the narrative

As we already wrote above, this text emphasises the fact that the theory of
∞-categories is a semantic interpretation of the language of Category Theory.
But, when it comes to language, there is syntax. And, if Category Theory is
full of identifications which are not strict, such as isomorphisms, equivalences
of categories, or even wider notions of weak equivalences, this does not get
better with the theory of ∞-categories, which has an even greater homotopy-
theoretic flavour. While the only identification known by syntax is the identity. In
practice, this means that we have to introduce various rectification tools, in order
to bring back categorical constructions into our favourite language. In Lurie’s
book [Lur09], which is the standard reference on the subject, by its quality
and its scope, this rectification appears early in the text, in several disguises,
in the form of Quillen equivalences relating various model structures (e.g., to
compare Joyal’s model category structure, which encodes the homotopy theory
of ∞-categories, with Bergner’s model category structure, which expresses
Dwyer and Kan’s homotopy theory of simplicial categories). These Quillen
equivalences consist in introducing several languages together with tools to
translate statements from one language to another (for instance, the language
provided by the category of simplicial sets, which is used to describe the
Joyal model structure, and the language of simplicial categories). This is all
good, since one can then extract the most convenient part of each language to
express ourselves. But these Quillen equivalences are highly non-trivial: they
are complex and non-canonical. And since they introduce new languages, they
make unclear which aspects of a statement are independent of the theory we
chose to express ourselves.

There are many models to describe∞-categories, in the same way that there
are many ways to describe homotopy types of CW-complexes (such as Kan
complexes, or sheaves of sets on the category of smooth manifolds). All these
models can be shown to be equivalent. For instance, as already mentioned above,
in Lurie’s book [Lur09], the equivalence between Kan’s simplicial categories
and Joyal’s quasi-categories is proved and used all along the text, but there
are plenty of other possibilities, such as Simpson’s Segal categories [Sim12],
or Rezk’s complete Segal spaces [Rez01]. A reference where to find all these
comparison results is Bergner’s monograph [Ber18], to which we should add
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the beautiful description of∞-categories in terms of sheaves on an appropriate
category of stratified manifolds by Ayala, Francis and Rozenblyum [AFR17].
Riehl and Verity’s ongoing series of articles [RV16, RV17a, RV17b] aims at
expressing what part of this theory is model independent.

In the present book, we choose to work with Joyal’s model category structure
only. This means that our basic language is the one of simplicial sets. In fact, the
first half of the book consists in following Joyal’s journey [Joy08a, Joy08b], step
by step: we literally interpret the language of category theory in the category
of simplicial sets, and observe, with care and wonder, that, although it might
look naive at first glance, this defines canonically a homotopy theory such that
all the constructions of interest are homotopy invariant in a suitable sense.
After some work, it makes perfect sense to speak of the∞-category of functors
between two ∞-categories, to see homotopy types (under the form of Kan
complexes) as∞-groupoids, or to see that fully faithful and essentially surjective
functors are exactly equivalences of∞-categories, for instance. Still in the same
vein, one then starts to speak of right fibrations and of left fibrations (i.e.,
discrete fibrations and discrete op-fibrations, respectively). This is an approach
to the theory of presheaves which is interesting by itself, since it involves
(generalisations of) Quillen’s theorems A and B, revisited with Grothendieck’s
insights on homotopy Kan extensions (in terms of smooth base change formulas
and proper base change formulas). This is were the elementary part ends, in
the precise sense that, to go further, some forms of rectification procedure are
necessary.

In classical Category Theory, rectification procedures are most of the time
provided by (a variation on) the Yoneda Lemma. In Lurie’s work as well: the
rectification (straightening) of Cartesian fibrations into simplicial contravari-
ant functors is widely used, and this is strongly related to a homotopy theoretic
version of the Yoneda Lemma for 2-categories.3 Rectification is a kind of
internalisation: we want to go from ∞-groupoids (or ∞-categories), seen as
objects of the theory of ∞-categories, to objects of a suitable ‘∞-category of
∞-groupoids’ (or ‘of ∞-categories’). This step is non trivial, but it is the only
way we can see how objects defined up to homotopy are uniquely (and thus
coherently) determined in a suitable sense. For instance, externally, the compo-
sition of two maps in an∞-category𝐶 is only well defined up to homotopy (i.e.

3 There is no need to understand this to go through this book, but for the sake of completness, let
us explain what we mean here. From a Grothendieck fibration 𝑝 : 𝑋 → 𝐴, we can produce a
presheaf of categories 𝐹 on 𝐴 by defining 𝐹 (𝑎) as the category of Cartesian functors from the
slice category 𝐴/𝑎 to 𝑋 (over 𝐴) for all 𝑎. The fact that 𝑝 and 𝐹 determine each other is
strongly related to the 2-categorical Yoneda Lemma, which identifies 𝐹 (𝑎) with the category
of natural transformation from the presheaf represented by 𝑎 to 𝐹, and to its fibred counterpart:
there is a canonical equivalence of categories from 𝐹 (𝑎) to the fibre 𝑋𝑎 of 𝑝 at 𝑎.
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there is a contractible space of choices) in the sense that, given three objects 𝑥,
𝑦 and 𝑧 in 𝐶 there is a canonical homotopy equivalence

𝐶 (𝑥, 𝑦) × 𝐶 (𝑦, 𝑧) ← 𝐶 (𝑥, 𝑦, 𝑧)

relating the ∞-groupoid 𝐶 (𝑥, 𝑦, 𝑧) of pairs of maps of the form 𝑥 → 𝑦 → 𝑧,
equipped with a choice of composition 𝑥 → 𝑧, with the product of the ∞-
groupoid 𝐶 (𝑥, 𝑦) of maps of the form 𝑥 → 𝑦 with the ∞-groupoid 𝐶 (𝑦, 𝑧) of
maps of the form 𝑦→ 𝑧, and there is a tautological composition law

𝐶 (𝑥, 𝑦, 𝑧) → 𝐶 (𝑥, 𝑧) .

Composing maps in 𝐶 consists in choosing an inverse of the homotopy equiv-
alence above and then applying the tautological composition law. In the case
where 𝐶 is an ordinary category, i.e. when 𝐶 (𝑥, 𝑦) is a set of maps, the compo-
sition law is well defined because there really is a unique inverse of a bĳective
map. The fact that the composition law is well defined and associative in
such an ordinary category 𝐶 implies that the assignment (𝑥, 𝑦) ↦→ 𝐶 (𝑥, 𝑦)
is actually a functor from 𝐶op × 𝐶 to the category of sets. But, when 𝐶 is
a genuine ∞-category, such an assignment is not a functor anymore. This is
due to the fact that the above is expressed in the language of the category of
∞-categories (as opposed to the ∞-category of ∞-categories), so that the as-
signment (𝑥, 𝑦) ↦→ 𝐶 (𝑥, 𝑦) remains a functional from the set of pairs of objects
of 𝐶 to the collection of ∞-groupoids, seen as objects of the category of ∞-
categories. Asking for functoriality is then essentially meaningless. However,
internally, such compositions all are perfectly well defined in the sense that
there is a genuine Hom functor with values in the∞-category of∞-groupoids:
there is an appropriately defined∞-category S of∞-groupoids and a functor

Hom𝐶 : 𝐶op × 𝐶 → S .

Of course, for the latter construction to be useful, we need to make a precise
link between∞-groupoids, and the objects of S, so that 𝐶 (𝑥, 𝑦) corresponds to
Hom𝐶 (𝑥, 𝑦) in a suitable way. And there is no easy way to do this.

Another example: the (homotopy) pull-back of Kan fibrations becomes a
strictly associative operation once interpreted as composition with functors
with values in the∞-category of∞-groupoids. And using the Yoneda Lemma
(expressed with the functor Hom𝐶 above), this provides coherence results
for pull-backs in general. More precisely, given a small ∞-groupoid 𝑋 with
corresponding object in S denoted by 𝑥, there is a canonical equivalence of
∞-groupoids between the∞-category of functors Hom(𝑋, S) and the slice∞-
category S/𝑥 (this extends the well known fact that the slice category of sets
over a given small set 𝑋 is equivalent to the category of 𝑋-indexed families of
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sets). Given a functor between small ∞-groupoids 𝐹 : 𝑋 → 𝑌 corresponding
to a map 𝑓 : 𝑥 → 𝑦 in S, the pull-back functor

S/𝑦→ S/𝑥 , (𝑡 → 𝑦) ↦→ (𝑥 ×𝑦 𝑡 → 𝑥)

corresponds to the functor

Hom(𝑌, S) → Hom(𝑋, S) , Φ ↦→ Φ𝐹 .

The associativity of composition of functors in the very ordinary category of
∞-categories thus explains how the correspondence

Hom(𝑋, S) ≃ S/𝑥

is a way to rectify the associativity of pull-backs of ∞-groupoids which only
holds up to a canonical invertible map.

Rectification thus involves a procedure to construct and compute functors
with values in the ∞-category of ∞-groupoids, together with the construction
of a Hom functor (i.e., of the Yoneda embedding). In this book, we avoid
non-trivial straightening/unstraightening correspondences which consist in de-
scribing ∞-categories through more rigid models. Instead, we observe that
there is a purely syntactic version of this correspondence, quite tautological
by nature, which can be interpreted homotopy-theoretically. Indeed, inspired
by Voevodsky’s construction of a semantic interpretation of Homotopy Type
Theory with a univalent universe within the homotopy theory of Kan comp-
lexes [KL16], we consider the universal left fibration. The codomain of this
universal left fibration, denoted by S, has the property that there is an essen-
tially tautological correspondence between maps 𝑋 → S and left fibrations
with small fibres 𝑌 → 𝑋 . In particular, the objects of S are nothing else than
small ∞-groupoids (or, equivalently, small Kan complexes). In the context of
ordinary Category Theory, such a category S would be the category of sets.
In this book, we prove that, as conjectured by Nichols-Barrer [NB07], S is an
∞-category which is canonically equivalent to the localisation of the category
of simplicial sets by the class of weak homotopy equivalences (hence encodes
the homotopy theory of CW-complexes). Furthermore, the tautological corre-
spondence alluded to above can be promoted to an equivalence of∞-categories,
functorially in any ∞-category 𝑋: an equivalence between an appropriate ∞-
category of left fibrations of codomain 𝑋 and the∞-category of functors from
𝑋 to S. Even better, the ∞-category of functors from (the nerve of) a small
category 𝐼 to S is the localisation of the category of functors from 𝐼 to simplicial
sets by the class of levelwise weak homotopy equivalences. This description of
the ∞-category of ∞-groupoids is highly non-trivial, and subsumes the result
of Voevodsky alluded to above, about the construction of univalent universes
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within the homotopy theory of Kan complexes. But it has the advantage that
the rectification of left fibrations is done without using the introduction of an
extra language, and thus may be used at a rather early stage of the development
of the theory of∞-categories, while keeping an elementary level of expression.

In order to promote the correspondence between left fibrations 𝑌 → 𝑋 and
functors 𝑋 → S to an equivalence of∞-categories, we need several tools. First,
we extend this correspondence to a homotopy-theoretic level: we prove an
equivalence of moduli spaces, i.e. we prove that equivalent left fibrations corre-
spond to equivalent functors with values in S in a coherent way.4 Subsequently,
to reach an equivalence of ∞-categories, we need a series of results which
are of interest themselves. We provide an ad hoc construction of the Yoneda
embedding; this can be done quite explicitely, but the proof that it satisfies the
very minimal properties we expect involves non-obvious computations, which
we could only explain to ourselves by introducing a bivariant version of left
fibrations. Then we develop, in the context of∞-categories, all of classical Ca-
tegory Theory (the Yoneda Lemma, the theory of adjoint functors, extensions
of functors by colimits, the theory of Kan extensions) as well as all of classical
Homotopical Algebra (localisations, calculus of fractions, ∞-categories with
weak equivalences and fibrations, Reedy model structures, derived functors,
homotopy limits). All these aspects are carried over essentially in the same way
as in ordinary Category Theory (this is what internalisation is good for). The
only difference is that inverting weak equivalences in complete ∞-categories
gives, under suitable assumptions (e.g. axioms for complete model categories)
∞-categories with small limits. Furthermore, we have the following coherence
property: the process of localisation for these commutes with the formation
of functor categories (indexed by small 1-categories). This means that in the
context of ∞-categories, the notions of homotopy limit and of limit are not
only analogous concepts: they do coincide (in particular, homotopy limits, as
usually considered in Algebraic Topology, really are limits in an appropriate
∞-category). Similarly, there are coherence results for finite diagrams. For
instance, inverting maps appropriately in ∞-categories with finite limits com-
mutes with the formation of slices. From all this knowledge comes easily the
∞-categorical correspondence between left fibrations 𝑌 → 𝑋 and functors
𝑋 → S. Furthermore, in the case where 𝑋 is the nerve of a small category
𝐴, we observe immediately that the ∞-category of functors 𝑋 → S is the lo-
calisation of the category of simplicial presheaves on 𝐴 by the fibrewise weak
homotopy equivalences, which puts classical Homotopy Theory in perspective
within∞-Category Theory.
4 Another way to put it, for type theorists, is that we prove Voevodsky’s univalence axiom for the

universal left fibration.
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A few words on the ways we may read this book

Although they present an alternative approach to the basics of the theory of
∞-categories, and even contain a few new results which might make them of
interest to some readers already familiar with higher categories after Joyal and
Lurie, these notes are really meant to be an introduction to the subject. They
are written linearly, that is, following the logical order, which also corresponds
to what was actually taught in a two semesters long lecture series, at least for
most of it. We have aimed at providing complete constructions and proofs,
starting from scratch. However, a solid background in Algebraic Topology or
in Category Theory would certainly help the reader: the few examples only
appear at the very end, and, when we introduce a concept, we usually do not
give any historical background nor pedestrian justification. We have tried to
make clear why such concepts are natural generalisations of siblings from
Category Theory, though. Despite this, apart from a few elementary facts from
standard Category Theory, such as the contents of Leinster’s book [Lei14]
or parts of Riehl’s [Rie17], there are no formal prerequisites for reading this
text. A very few technical results, generally with an elementary set-theoretic
flavour, are left as exercises, but always with a precise reference where to find a
complete proof. In particular, we do not even require any previous knowledge
of the classical homotopy theory of simplicial sets, nor of Quillen’s model
category structures. In fact, even the Kan-Quillen model category structure,
corresponding to the homotopy theory of Kan complexes, is constructed in
detail, as a warm up to construct the Joyal model category structure, which
corresponds to the homotopy theory of ∞-categories. We also revisit several
classical results of Algebraic Topology, such as Serre’s long exact sequence of
higher homotopy groups, as well as Quillen’s famous Theorem A and Theorem
B. These well known results are proven in full because they appear in this
book in a rather central way. For instance, in order to prove that a functor is
an equivalence of ∞-categories if and only if it is fully faithful and essentially
surjective, one may observe that the particular case of functors between higher
groupoids (i.e. Kan complexes) is a corollary of Serre’s long exact sequence.
Interestingly enough, the general case follows from this groupoidal version.
Similarly, the account we give of Quillen’s Theorem A is in fact a preparation
of the theory of Kan extension, and Quillen’s Theorem B is a way to understand
locally constant functors (which will be a technical but fundamental topic in
the computation of localisations).

For the readers who already know the basics of ∞-category theory (e.g.
the five first chapters of [Lur09]), parts of Chapters 4, 5 and 6 might still
be of interest, since they give an account of the basics which differs from
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Lurie’s treatment. But such readers may go directly to Chapter 7, which deals
with the general interpretation of Homotopical Algebra within the theory of
higher categories. The treatment we give of homotopical techniques in this last
chapter gives robust and rather optimal tools to implement classical homotopy
theories in higher categories. This is a nice example which shows that apparently
abstract concepts, such as the one of Kan extensions, can be used intrinsically
(without apparently more explicit tools, such a homotopy coherent nerves) to
organise a theory (e.g. the localisation of higher categories) both conceptually
and effectively (i.e. producing computational tools).

One of the interests of using a single formalism which is a literal semantic
interpretation of the language of Category Theory is that, although the proofs
can be rather intricate, most of the statements made in this book are easy enough
to understand, at least for any reader with some knowledge of Category Theory.
This hopefully should help the reader, whether she or he wants to read only
parts of the book, or to follow it step by step. Furthermore, each chapter starts
with a detailed description about its purposes and contents. This is aimed at
helping the reader to follow the narrative as well as to facilitate the use of the
book for reference.

Finally, as all introductions, this book ends when everything begins. The
reader is then encouraged to go right away to Lurie’s realm. And beyond.
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1

Prelude

This short chapter is meant to introduce the definition of ∞-categories. How-
ever, it starts with a recollection on presheaves of sets on a small category,
on the Yoneda Lemma, as well as on the ramifications of the latter through
extensions of functors by colimits (a particular case of left Kan extensions).
This recollection is important because the main language we will use in this
book is the one of presheaves of sets, since ∞-categories will be defined as
simplicial sets with certain properties, and since simplicial sets are presheaves.
On the other hand, extending functors by colimits via presheaves in the setting
of ∞-categories may be seen as one of our main goals. In fact, it is probably
what underlies the narrative all along in this book.

The rest of the chapter tells the basic features which allow to understand the
cellular structure of simplicial sets, as well as Grothendieck’s description of
nerves of small categories within simplicial sets. Then comes the definitions
of ∞-categories and of ∞-groupoids. We see that all Kan complexes are ∞-
groupoids (the converse is true but non-trivial and will only be proved in the
next chapter), and therefore see that the algebra of paths in topological spaces
define∞-groupoids. The proof of the theorem of Boardmann and Vogt, which
describes the category associated to an ∞-category rather explicitely, is quite
enlightening, as it is also a first test which strongly indicates that interpreting
the language of Category Theory within the category of simplicial sets is sound.

1.1 Presheaves

Presheaves will come back in these notes many times, and with many disguises.
This is the way we express ourselves, at least whenever we use the language of
category theory, because of the ubiquitous use of the Yoneda Lemma (which
will be recalled below). However, the more we will go into homotopical algebra,

1
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the more we will see that this apparently innocent and rather formal looking
result, the more we will see how the Yoneda Lemma ramifies into many refine-
ments. We will recall here the basic results needed about presheaves (of sets).
These will be used as tools right away, but they also will be revisited with the
lenses of homotopical algebra, over and over again. The historical references for
this part are D. M. Kan’s paper [Kan58] (in which the notion of adjoint functor
is introduced for the first time), as well as Grothendieck’s [SGA72, Exposé I]
(the presentation we give here is rather close to the latter).

We write Set for the category of sets.

Definition 1.1.1. Let 𝐴 be a category. A presheaf over 𝐴 is a functor of the
form

𝑋 : 𝐴op → Set

For an object 𝑎 of 𝐴, we will denote by

𝑋𝑎 = 𝑋 (𝑎)

the evaluation of 𝑋 at 𝑎. The set 𝑋𝑎 will sometimes be called the fibre of the
presheaf 𝑋 at 𝑎, and the elements of 𝑋𝑎 thus deserve the name of sections of 𝑋
over 𝑎. For a morphism 𝑢 : 𝑎 → 𝑏 in 𝐴, the induced map from 𝑋𝑏 to 𝑋𝑎 often
will be written

𝑢∗ = 𝑋 (𝑢) : 𝑋𝑏 → 𝑋𝑎 .

If 𝑋 and 𝑌 are two presheaves over 𝐴, a morphism of presheaves 𝑓 : 𝑋 → 𝑌

simply is a natural transformation from 𝑋 to𝑌 . In other words, such a morphism
𝑓 is determined by a collection of maps 𝑓𝑎 : 𝑋𝑎 → 𝑌𝑎, such that, for any
morphism 𝑢 : 𝑎 → 𝑏 in 𝐴, the following square commutes.

𝑋𝑎 𝑌𝑎

𝑋𝑏 𝑌𝑏

𝑓𝑎

𝑓𝑏

𝑢∗ 𝑢∗ 𝑓𝑎 𝑢
∗ = 𝑢∗ 𝑓𝑏 .

Presheaves naturally form a category. This category will be written 𝐴.

Remark 1.1.2. One checks that a morphism of presheaves 𝑓 : 𝑋 → 𝑌 is an
isomorphism (a monomorphism, an epimorphism) if and only if, for any object
𝑎 of 𝐴, the induced map 𝑓𝑎 : 𝑋𝑎 → 𝑌𝑎 is bĳective (injective, surjective,
respectively). Moreover, the evaluation functors 𝑋 ↦→ 𝑋𝑎 preserve both limits
and colimits (exercise: deduce this latter property by exhibiting a left adjoint
and a right adjoint). As a consequence, if 𝐹 : 𝐼 → 𝐴 is a diagram of presheaves
and if 𝑋 is a presheaf, the property that a cone from 𝑋 to 𝐹 (a cocone from
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𝐹 to 𝑋) exhibits 𝑋 as a limit (colimit) of 𝐹 is local in the sense that it can be
tested fibrewise. In other words, 𝑋 is a limit (a colimit) of 𝐹 if and only if,
for any object 𝑎 of 𝐴, the set 𝑋𝑎 is a limit (a colimit) of the induced diagram
𝐹𝑎 : 𝐼 → Set, respectively.

Definition 1.1.3. The Yoneda embedding is the functor

(1.1.3.1) ℎ : 𝐴→ 𝐴

whose value at an object 𝑎 of 𝐴 is the presheaf

(1.1.3.2) ℎ𝑎 = Hom𝐴(−, 𝑎) .

In other words, the evaluation of the presheaf ℎ𝑎 at an object 𝑐 of 𝐴 is the set
of maps from 𝑐 to 𝑎.

Theorem 1.1.4 (Yoneda Lemma). For any presheaf 𝑋 over 𝐴, there is a natural
bĳection of the form

Hom
𝐴
(ℎ𝑎, 𝑋)

∼−→ 𝑋𝑎

(ℎ𝑎
𝑢−→ 𝑋) ↦→ 𝑢𝑎 (1𝑎)

Proof We only define the map in the other direction: given a section 𝑠 of 𝑋
over 𝑎, we define a collection of morphisms

𝑓𝑐 : Hom𝐴(𝑐, 𝑎) → 𝑋𝑐

(indexed by objects of 𝐴) as follows: for each morphism 𝑢 : 𝑐 → 𝑎, the section
𝑓𝑐 (𝑢) is the element 𝑓𝑐 (𝑢) = 𝑢∗ (𝑠). One then checks that this collection defines
a morphism 𝑓 : ℎ𝑎 → 𝑋 , and that the assignment 𝑠 ↦→ 𝑓 is a two-sided inverse
of the Yoneda embedding. □

Corollary 1.1.5. The Yoneda embedding ℎ : 𝐴→ 𝐴 is a fully faithful functor.

Notation 1.1.6. The author of these notes prefers to write the isomorphism of
the Yoneda embedding as an equality; we will often make an abuse of notations
by writing again 𝑓 : 𝑎 → 𝑋 for the morphism of presheaves associated to a
section 𝑓 ∈ 𝑋𝑎 (via the Yoneda Lemma).

Definition 1.1.7. Let 𝑋 be a presheaf on a category 𝐴. The category of elements
of 𝑋 (we also call it the Grothendieck construction of 𝑋) is the category whose
objects are couples (𝑎, 𝑠), where 𝑎 is an object of 𝐴, while 𝑠 is a section of 𝑋
over 𝑎, and whose morphisms 𝑢 : (𝑎, 𝑠) → (𝑏, 𝑡) are morphisms 𝑢 : 𝑎 → 𝑏 in
𝐴, such that 𝑢∗ (𝑡) = 𝑠. If we adopt the abuse of notations of paragraph 1.1.6, this
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latter condition corresponds, through the Yoneda Lemma, to the commutativity
of the triangle below.

ℎ𝑎 ℎ𝑏

𝑋

𝑢

𝑠 𝑡

The category of elements of 𝑋 is denoted by 𝐴/𝑋 . It comes equipped with a
faithful functor

(1.1.7.1) 𝜑𝑋 : 𝐴/𝑋 → 𝐴

defined on objects by 𝜑𝑋 (𝑎, 𝑠) = ℎ𝑎, and on morphisms, by 𝜑𝑋 (𝑢) = 𝑢. There
is an obvious cocone from 𝜑𝑋 to 𝑋 defined by the following collection of maps:

(1.1.7.2) 𝑠 : ℎ𝑎 → 𝑋 , (𝑎, 𝑠) ∈ Ob(𝐴/𝑋) .

A variation on the Yoneda Lemma is the next statement.

Proposition 1.1.8. The collection of maps (1.1.7.2) exhibits the presheaf 𝑋 as
the colimit of the functor (1.1.7.1).

Proof Let 𝑌 be an other presheaf on the category 𝐴. We have to show that
the operation of composing maps from 𝑋 to 𝑌 with the maps (1.1.7.2) defines
a (natural) bĳection between morphisms from 𝑋 to 𝑌 and cocones from the
functor 𝜑𝑋 to 𝑌 in the category of presheaves over 𝐴. By virtue of the Yoneda
Lemma, a cocone from 𝜑𝑋 to 𝑌 can be seen as a collection of sections

𝑓𝑠 ∈ 𝑌𝑎 , (𝑎, 𝑠) ∈ Ob(𝐴/𝑋)

such that, for any morphism 𝑢 : (𝑎, 𝑠) → (𝑏, 𝑡) in 𝐴/𝑋 , we have the relation
𝑢∗ ( 𝑓𝑡 ) = 𝑓𝑠 . This precisely means that the collection of maps

𝑋𝑎 → 𝑌𝑎 , 𝑎 ∈ Ob(𝐴)
𝑠 ↦→ 𝑓𝑠

is a morphism of presheaves. One then checks that this operation is a two sided
inverse of the operation of composition with the family (1.1.7.2). □

Remark 1.1.9. Until this very moment, we did not mention size (smallness)
problems. Well, this is because there were not many. We will come back to
size issues little by little. But, whenever we start to be careful with smallness,
it is hard to stop. First, when we defined the Yoneda embedding (1.1.3.1) a
first problem arose: for this construction to make sense, we need to work with
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locally small categories1 . We might say: well, maybe that we did not formulate
things properly, since, for instance, even if their formulations seem to need the
property that the category 𝐴 is locally small, the proofs of the Yoneda Lemma
(1.1.4) and of its avatar (1.1.8) obviously are valid for possibly large categories.
Or we could say: let us restrict ourselves to locally small categories, since,
after all, most authors actually require the property of local smallness in the
very definition of a category. But Definition 1.1.1 actually provides examples
of categories which are not locally small: for a general locally small category
𝐴, the category of presheaves over 𝐴 may not be locally small (exercise: find
many examples). And there are other (less trivial but at least as fundamental)
categorical constructions which do not preserve the property of being locally
small (e.g. localisation). All this means that it might be wiser not to require that
categories all are locally small, but, instead, to understand how and why, under
appropriate assumptions, certain categorical constructions preserve properties
of smallness, or of being locally small. For instance, we can see that, if ever the
category 𝐴 is small2 , the category of presheaves 𝐴 is locally small. Moreover,
the preceding theorem has the following consequence.

Theorem 1.1.10 (Kan). Let 𝐴 be a small category, together with a locally
small category C which has small colimits. For any functor 𝑢 : 𝐴 → C, the
functor of evaluation at 𝑢

(1.1.10.1) 𝑢∗ : C→ 𝐴 , 𝑌 ↦→ 𝑢∗ (𝑌 ) =
(
𝑎 ↦→ HomC (𝑢(𝑎), 𝑌 )

)
has a left adjoint

(1.1.10.2) 𝑢! : 𝐴→ C .

Moreover, there is a unique natural isomorphism

(1.1.10.3) 𝑢(𝑎) ≃ 𝑢! (ℎ𝑎) , 𝑎 ∈ Ob(𝐴) ,

such that, for any object 𝑌 of C, the induced bĳection

HomC (𝑢! (ℎ𝑎), 𝑌 ) ≃ HomC (𝑢(𝑎), 𝑌 )

1 A category is locally small if, for any ordered pair of its objects 𝑎 and 𝑏, morphisms from 𝑎 to
𝑏 do form a small set (depending on the set-theoretic foundations the reader will prefer, a
small set must either be a set, as opposed to a proper class, or a set which is (in bĳection with)
an element of a fixed Grothendieck universe). Until we mention universes explicitly (which
will happen in the second half of the book), we can be agnostic, at least as far as Set Theory is
concerned. We refer to [Shu08] for an excellent account on the possible set-theoretic
frameworks for Category Theory.

2 We remind the reader that this means that it is locally small and that its objects also form a
small set.
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is the inverse of the composition of the Yoneda bĳection

HomC (𝑢(𝑎), 𝑌 ) = 𝑢∗ (𝑌 )𝑎 ≃ Hom
𝐴
(ℎ𝑎, 𝑢∗ (𝑌 ))

with the adjunction formula

Hom
𝐴
(ℎ𝑎, 𝑢∗ (𝑌 )) ≃ HomC (𝑢! (ℎ𝑎), 𝑌 ) .

Proof We shall prove that the functor 𝑢∗ has a left adjoint (the second part of
the statement is a direct consequence of the Yoneda Lemma). For each presheaf
𝑋 over 𝐴, we choose a colimit of the functor

𝐴/𝑋 → C , (𝑎, 𝑠) ↦→ 𝑢(𝑎) ,

which we denote by 𝑢! (𝑋). When 𝑋 = ℎ𝑎 for some object 𝑎 of 𝐴, we have a
canonical isomorphism 𝑢(𝑎) ≃ 𝑢! (ℎ𝑎) since (𝑎, 1𝑎) is a final object of 𝐴/ℎ𝑎.
Therefore, for any presheaf 𝑋 over 𝐴, and any object 𝑌 of C, we have the
following identifications.

HomC (𝑢! (𝑋), 𝑌 ) ≃ HomC ( lim−−→
(𝑎,𝑠)

𝑢(𝑎), 𝑌 )

≃ lim←−−
(𝑎,𝑠)

HomC (𝑢(𝑎), 𝑌 )

≃ lim←−−
(𝑎,𝑠)

Hom
𝐴
(ℎ𝑎, 𝑢∗ (𝑌 )) by the Yoneda Lemma

≃ Hom
𝐴
( lim−−→
(𝑎,𝑠)

ℎ𝑎, 𝑢
∗ (𝑌 ))

≃ Hom
𝐴
(𝑋, 𝑢∗ (𝑌 )) by Proposition 1.1.8

In other words, the object 𝑢! (𝑋) (co)represents the functor Hom
𝐴
(𝑋, 𝑢∗ (−)).

□

Remark 1.1.11. The functor 𝑢! will be called the extension of 𝑢 by colimits. In
fact, any colimit preserving functor 𝐹 : 𝐴→ C is isomorphic to a functor of the
form 𝑢! as above. More precisely, for any such a colimit preserving functor 𝐹,
if we put 𝑢(𝑎) = 𝐹 (ℎ𝑎), there is a unique natural isomorphism 𝑢! (𝑋) = 𝐹 (𝑋)
which is the identity whenever the presheaf 𝑋 is representable (exercise). For
instance, for C = 𝐴, the identity of 𝐴 is (canonically isomorphic to) ℎ!, for ℎ
the Yoneda embedding.

Corollary 1.1.12. Any colimit preserving functor 𝐴→ C has a right adjoint.

Proof It is sufficient to consider functors of the form 𝑢!, for a suitable functor
𝑢 : 𝐴→ C (see the preceding remark). Therefore, by virtue of Theorem 1.1.10,
it has a right adjoint, namely 𝑢∗. □
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Notation 1.1.13. Let 𝐴 be a small category. Then the category of presheaves
over 𝐴 is cartesian closed: for any presheaves 𝑋 and 𝑌 , there is an internal
Hom, that is a presheaf Hom(𝑋,𝑌 ) together with natural bĳections

Hom
𝐴
(𝑇,Hom(𝑋,𝑌 )) ≃ Hom

𝐴
(𝑇 × 𝑋,𝑌 ) .

As can be seen from Theorem 1.1.10 and Remark 1.1.11, this object is defined
by the formula

Hom(𝑋,𝑌 )𝑎 = Hom
𝐴
(ℎ𝑎 × 𝑋,𝑌 ) .

Remark 1.1.14. Given a presheaf 𝑋 , it is equivalent to study maps of codomain
𝑋 or to study presheaves on the category 𝐴/𝑋 . To be more precise, one checks
that the extension by colimit of the composed functor 𝐴/𝑋 → 𝐴

ℎ−→ 𝐴 sends
the final object of �𝐴/𝑋 to the presheaf 𝑋 , and the induced functor

(1.1.14.1) �𝐴/𝑋 ∼−−→ 𝐴/𝑋

is an equivalence of categories. For this reason, even though we will mainly fo-
cus on presheaves on a particular category (simplicial sets), it will be convenient
to axiomatize our constructions in order to apply them to various categories of
presheaves. Equivalence (1.1.14.1) will be at the heart of the construction of
the ∞-category of small ∞-groupoids: this will appear in Section 5.2 below,
and will be implicitly at the heart of meany reasoning all along the second half
of this book.

1.2 The category of simplicial sets

We shall write ΔΔΔ for the category whose objects are the finite sets

[𝑛] = {𝑖 ∈ Z | 0 ≤ 𝑖 ≤ 𝑛} = {0, . . . , 𝑛} , 𝑛 ≥ 0 ,

endowed with their natural order, and whose maps are the (non strictly) order-
preserving maps.

Definition 1.2.1. A simplicial set is a presheaf over the category ΔΔΔ. We shall
write sSet = Δ̂ΔΔ for the category of simplicial sets.

Notation 1.2.2. For 𝑛 ≥ 0, we denote by Δ𝑛 = ℎ[𝑛] the standard 𝑛 simplex
(i.e. the presheaf on ΔΔΔ represented by [𝑛]).

For a simplicial set 𝑋 and an integer 𝑛 ≥ 0, we write

(1.2.2.1) 𝑋𝑛 = 𝑋 ( [𝑛]) ≃ HomsSet (Δ𝑛, 𝑋)

for the set of 𝑛-simplices of 𝑋 . A simplex of 𝑋 is an element of 𝑋𝑛 for some
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non-negative integer 𝑛. In agreement with the abuse of notations introduced
at the number 1.1.6, an 𝑛-simplex 𝑥 of 𝑋 can also be seen as a morphism of
simplicial sets 𝑥 : Δ𝑛 → 𝑋 .

For integers 𝑛 ≥ 1 and 0 ≤ 𝑖 ≤ 𝑛, we let

(1.2.2.2) 𝜕𝑛𝑖 : Δ𝑛−1 → Δ𝑛

be the map corresponding to the unique strictly order-preserving map from
[𝑛 − 1] to [𝑛] which does not take the value 𝑖.

For integers 𝑛 ≥ 0 and 0 ≤ 𝑖 ≤ 𝑛, the map

(1.2.2.3) 𝜎𝑛𝑖 : Δ𝑛+1 → Δ𝑛

corresponds to the unique surjective map from [𝑛 + 1] to [𝑛] which takes the
value 𝑖 twice.

Proposition 1.2.3. The following identities hold.

𝜕𝑛+1𝑗 𝜕𝑛𝑖 = 𝜕𝑛+1𝑖 𝜕𝑛𝑗−1 𝑖 < 𝑗(1.2.3.1)

𝜎𝑛𝑗 𝜎
𝑛+1
𝑖 = 𝜎𝑛𝑖 𝜎

𝑛+1
𝑗+1 𝑖 ≤ 𝑗(1.2.3.2)

𝜎𝑛−1𝑗 𝜕𝑛𝑖 =


𝜕𝑛−1
𝑖

𝜎𝑛−2
𝑗−1 𝑖 < 𝑗

1Δ𝑛−1 𝑖 ∈ { 𝑗 , 𝑗 + 1}
𝜕𝑛−1
𝑖−1 𝜎

𝑛−2
𝑗

𝑖 > 𝑗 + 1
(1.2.3.3)

The proof is straightforward.

Remark 1.2.4. One can prove that the category ΔΔΔ is completely determined by
the relations above: more precisely, it is isomorphic to the quotient by these
relations of the free category generated by the oriented graph which consists of
the collection of maps 𝜕𝑛

𝑖
and 𝜎𝑛

𝑖
(with the [𝑛]’s as vertices). In other words, a

simplicial set can be described as a collection of sets 𝑋𝑛, 𝑛 ≥ 0, together with
face operators 𝑑𝑖𝑛 = (𝜕𝑛

𝑖
)∗ : 𝑋𝑛 → 𝑋𝑛−1 for 𝑛 ≥ 1, and degeneracy operators

𝑠𝑖𝑛 = (𝜎𝑛
𝑖
)∗ : 𝑋𝑛 → 𝑋𝑛+1 satisfying the dual version of the identities above.

This pedestrian point of view is often the one taken in historical references.

Notation 1.2.5. For a simplicial set 𝑋 , we shall write

𝑑𝑖𝑛 = (𝜕𝑛𝑖 )∗ : 𝑋𝑛 → 𝑋𝑛−1 and 𝑠𝑖𝑛 = (𝜎𝑛𝑖 )∗ : 𝑋𝑛 → 𝑋𝑛+1

for the maps induced by the operators 𝜕𝑛
𝑖

and 𝜎𝑛
𝑖

, respectively.

Although it follows right away from the notion of image of a map of sets, the
following property is the source of many good combinatorial behaviours of the
category ΔΔΔ.
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Proposition 1.2.6. Any morphism 𝑓 : Δ𝑚 → Δ𝑛 in ΔΔΔ admits a unique fac-
torisation 𝑓 = 𝑖𝜋, into a split epimorphism 𝜋 : Δ𝑚 → Δ𝑝 followed by a
monomorphism (i.e. a strictly order-preserving map) 𝑖 : Δ𝑝 → Δ𝑛.

Example 1.2.7. A good supply of simplicial sets comes from the category
Top of topological spaces (with continous maps as morphisms). For this, one
defines, for each non-negative integer 𝑛 ≥ 0 the topological simplex

(1.2.7.1) |Δ𝑛 | =
{
(𝑥1, . . . , 𝑥𝑛) ∈ R𝑛≥0 |

𝑛∑︁
𝑖=1

𝑥𝑖 ≤ 1
}
.

Given a morphism 𝑓 : [𝑚] → [𝑛] in ΔΔΔ, we get an associated continuous
(because affine) map

| 𝑓 | : |Δ𝑚 | → |Δ𝑛 |

defined by

| 𝑓 | (𝑥0, . . . , 𝑥𝑚) = (𝑦0, . . . , 𝑦𝑛) , where 𝑦 𝑗 =
∑︁

𝑖∈ 𝑓 −1 ( 𝑗 )
𝑥𝑖 .

This defines a functor from Δ to Top. Therefore, by virtue of Theorem 1.1.10,
we have the singular complex functor

(1.2.7.2) Top→ sSet , 𝑌 ↦→ Sing(𝑌 ) =
(
[𝑛] → HomTop ( |Δ𝑛 |, 𝑌 )

)
and its left adjoint, the realisation functor

(1.2.7.3) sSet→ Top , 𝑋 ↦→ |𝑋 | .

This example already gives an indication on the possible semantics we can
apply to simplicial sets. For instance, a 0-simplex 𝑥 : Δ0 → 𝑋 can be interpreted
as a point of 𝑋 , and a 1-simplex 𝑓 : Δ1 → 𝑋 , as a path in 𝑋 , from the point
𝑥 = 𝑑11 ( 𝑓 ), to the point 𝑦 = 𝑑01 ( 𝑓 ). This is already good, but we shall take
into account that the orientation of paths can be remembered. And doing so
literally, this will give a semantic, in the category of simplicial sets, of the very
language of category theory.

1.3 Cellular filtrations

In this chapter, we shall review the combinatorial properties of simplicial sets
which will be used many times to reduce general statements to the manipu-
lation of finitely many operations on standard simplices. However, we shall
present an axiomatised version (mainly to deal with simplicial sets over a given
simplicial set 𝑋 , or with bisimplicial sets, for instance). A standard source on
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this, in the case of simplicial sets themselves is the appropriate chapter in the
book of Gabriel and Zisman [GZ67]. What follows consist to axiomatise the
constructions and proofs of loc. cit. For a nice axiomatic treatment of this kind
of properties, an excellent reference is Bergner and Rezk’s paper [BR13].

Definition 1.3.1. An Eilenberg-Zilber category is a quadruple (𝐴, 𝐴+, 𝐴− , 𝑑),
where 𝐴 is a small category, while 𝐴+ and 𝐴− are subcategories of 𝐴, and
𝑑 : Ob(𝐴) → N is a function with values in the set of non-negative integers,
such that the following properties are verified:

EZ0. any isomorphism of 𝐴 is in both 𝐴+ and 𝐴− . Moreover, for any isomorphic
objects 𝑎 and 𝑏 in 𝐴, we have 𝑑 (𝑎) = 𝑑 (𝑏);

EZ1. if 𝑎 → 𝑎′ is a morphism in 𝐴+ (in 𝐴−) that is not an identity, then we
have 𝑑 (𝑎) < 𝑑 (𝑎′) (we have 𝑑 (𝑎) > 𝑑 (𝑎′), respectively);

EZ2. any morphism 𝑢 : 𝑎 → 𝑏 in 𝐴 has a unique factorisation of the form
𝑢 = 𝑖𝑝, with 𝑝 : 𝑎 → 𝑐 in 𝐴− and 𝑖 : 𝑐 → 𝑏 in 𝐴+;

EZ3. if a morphism 𝜋 : 𝑎 → 𝑏 belongs to 𝐴− there exists a morphism
𝜎 : 𝑏 → 𝑎 in 𝐴 such that 𝜋𝜎 = 1𝑏; moreover, for any two morphisms in
𝐴− of the form 𝜋, 𝜋′ : 𝑎 → 𝑏, if 𝜋 and 𝜋′ have the same sets of sections,
then they are equal.

We shall say that an object 𝑎 of 𝐴 is of dimension 𝑛 if 𝑑 (𝑎) = 𝑛.

Example 1.3.2. The category ΔΔΔ is an Eilenberg-Zilber category, with ΔΔΔ+ the
subcategory of monomorphisms, and ΔΔΔ− the subcategory of epimorphisms,
and 𝑑 ( [𝑛]) = 𝑛.
Example 1.3.3. If 𝐴 is an Eilenberg-Zilber category, then, for any presheaf 𝑋 ,
the category 𝐴/𝑋 is an Eilenberg-Zilber category: one defines the subcategory
(𝐴/𝑋)+ (the subcategory (𝐴/𝑋)−) as the subcategory of maps whose image in
𝐴 belongs to 𝐴+ (to 𝐴− , respectively), and one puts 𝑑 (𝑎, 𝑠) = 𝑑 (𝑎).
Example 1.3.4. If 𝐴 and 𝐵 are two Eilenberg-Zilber categories, their product
is one as well: one defines (𝐴 × 𝐵)𝜀 = 𝐴𝜀 × 𝐵𝜀 for 𝜀 ∈ {+,−}, and one puts
𝑑 (𝑎, 𝑏) = 𝑑 (𝑎) + 𝑑 (𝑏).

Let us fix an Eilenberg-Zilber category 𝐴.

Definition 1.3.5. Let 𝑋 be a presheaf over 𝐴. A section 𝑥 of 𝑋 over some object
𝑎 of 𝐴 is degenerate, if there exists a map 𝜎 : 𝑎 → 𝑏 in 𝐴, with 𝑑 (𝑏) < 𝑑 (𝑎),
and a section 𝑦 of 𝑋 over 𝑏, such that 𝜎∗ (𝑦) = 𝑥. Such a couple will be called
a decomposition of 𝑥. A section of 𝑋 is non-degenerate if it is not degenerate.

For any integer 𝑛 ≥ 0, we denote by Sk𝑛 (𝑋) the maximal subpresheaf of 𝑋
with the property that, for any integer 𝑚 > 𝑛, any section of Sk𝑛 (𝑋) over an
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object 𝑎 of dimension 𝑚 is degenerate. In other words, for any object 𝑎 of 𝐴,
the sections of Sk𝑛 (𝑋) over 𝑎 coincide with those of 𝑋 for 𝑑 (𝑎) ≤ 𝑛, and are
those which are degenerations of sections of 𝑋 over some 𝑏 with 𝑑 (𝑏) ≤ 𝑛
for 𝑑 (𝑎) > 𝑛. This construction if functorial: for any morphism of presheaves
𝑓 : 𝑋 → 𝑌 , there is a unique morphism Sk𝑛 ( 𝑓 ) : Sk𝑛 (𝑋) → Sk𝑛 (𝑌 ) such that
the following square commutes.

Sk𝑛 (𝑋) 𝑋

Sk𝑛 (𝑌 ) 𝑌

Sk𝑛 ( 𝑓 ) 𝑓

Lemma 1.3.6 (Eilenberg-Zilber). Let 𝑥 ∈ 𝑋𝑎 be a section of a presheaf 𝑋 over
𝐴. There exists a unique decomposition (𝜎, 𝑦) of 𝑥, such that 𝜎 is a morphism
of 𝐴− , while 𝑦 is non-degenerate.

Proof There are integers 𝑚 such that there exists a decomposition (𝜎, 𝑦) of 𝑥,
where 𝜎 : 𝑎 → 𝑏 is in 𝐴− and 𝑑 (𝑏) = 𝑚 (e.g. 𝑎 = 𝑏 and 𝜎 = 1𝑎). Therefore,
there exists such a couple (𝜎, 𝑦) with 𝑑 (𝑏) = 𝑚 minimal. If 𝑦 was degenerate,
this would contradict the minimality of 𝑚, hence the section 𝑦 must be non-
degenerate. On the other hand, if we have another decomposition (𝜎′, 𝑦′) of 𝑥,
with 𝜎′ : 𝑎 → 𝑏′ is in 𝐴− , and 𝑑 (𝑏′) = 𝑚, since any morphism of 𝐴− has a
section in 𝐴, we can find a section 𝜄 of 𝜎, and we get a map 𝑢 = 𝜎′𝜄 : 𝑏 → 𝑏′,
such that 𝑢∗ (𝑦′) = 𝑦. Moreover, by virtue of axiom EZ2, the morphism 𝑢 has a
unique factorisation 𝑢 = 𝑖𝑝 with 𝑖 in 𝐴+ and 𝑝 in 𝐴− . But axiom EZ1, together
with the minimality of 𝑚, imply that 𝑝 is an identity, and so must be 𝑖 as well.
Since axioms EZ0 and EZ1 also force the isomorphisms to be identities, we
deduce that 𝑏 = 𝑏′ and 𝑦 = 𝑦′. We deduce from this that the two morphisms 𝜎
and 𝜎′ have the same set of sections, which implies, by virtue of axiom EZ3,
that they are equal. □

Notation 1.3.7. For an object 𝑎 of 𝐴, we put

𝜕ℎ𝑎 = Sk𝑑 (𝑎)−1 (ℎ𝑎) .

This subobject is called the boundary of the representable presheaf ℎ𝑎.

Theorem 1.3.8. Let 𝑋 ⊂ 𝑌 be presheaves over 𝐴. For any non-negative integer
𝑛, there is a canonical push-out square∐

𝑦∈Σ 𝜕ℎ𝑎 𝑋 ∪ Sk𝑛−1 (𝑌 )

∐
𝑦∈Σ ℎ𝑎 𝑋 ∪ Sk𝑛 (𝑌 )
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where Σ denotes the set of non-degenerate sections of𝑌 of the form 𝑦 : ℎ𝑎 → 𝑌

which do not belong to 𝑋 , and such that 𝑑 (𝑎) = 𝑛.

The proof is left as an exercise: the main ingredients are the preceding lemma
and the excluded middle principle.

Definition 1.3.9. A class C of presheaves over 𝐴 is saturated by monomorpisms
if it has the following stability properties.

(a) For any small family of presheaves (𝑋𝑖)𝑖 , if each 𝑋𝑖 belongs to C, so does
the coproduct

∐
𝑖 𝑋𝑖 .

(b) For any push-out square of presheaves

𝑋 𝑋 ′

𝑌 𝑌 ′

in which the vertical maps are monomorphisms, if 𝑋 , 𝑋 ′ and 𝑌 all are in
C, so is 𝑌 ′.

(c) For any sequence of monomorphisms of presheaves

𝑋0 𝑋1 · · · 𝑋𝑛 𝑋𝑛+1 · · ·

in which each of the 𝑋𝑛’s is in C, their reunion lim−−→𝑛
𝑋𝑛 belongs to C as

well.

Corollary 1.3.10. If a class of presheaves over 𝐴 is saturated by monomor-
phisms and contains all representable presheaves, then it contains all pre-
sheaves over 𝐴.

Proof Let C be such a class. We apply Theorem 1.3.8 with 𝑋 empty. We thus
have push-out squares of the form∐

𝑦∈Σ 𝜕ℎ𝑎 Sk𝑛−1 (𝑌 )

∐
𝑦∈Σ ℎ𝑎 Sk𝑛 (𝑌 )

We prove by induction on 𝑛 that each presheaf of the form Sk𝑛 (𝑌 ) is in C.
For 𝑛 = 0, we see that Sk0 (𝑌 ) is a small sum of representable presheaves,
and therefore is in C. For 𝑛 > 0, the induction hypothesis means that both
the domain and the codomain of the upper horizontal map of the commutative
square above are in C. Hence, using properties (a) and (b) of the definition of
a saturated class by monomorphisms, we deduce that any presheaf of the form
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Sk𝑛 (𝑌 ) is in C. Since the union of the Sk𝑛 (𝑌 )’s for 𝑛 ≥ 0 is 𝑌 itself, condition
(c) above shows that any presheaf 𝑌 belongs to C. □

Remark 1.3.11. Theorem 1.3.8 also implies that, for any simplicial set 𝑋 , the
realisation |𝑋 | has a natural structure of CW-complex: this comes from the fact
that the realisation functor preserves colimits (being a left adjoint) and that
|𝜕Δ𝑛 | = 𝑆𝑛−1 is the boundary of the topological simplex |Δ𝑛 |.

Corollary 1.3.12. Let 𝐴 be a small Eilenberg-Zilber category such that each
representable presheaf only has finitely many non-degenerate sections. For any
presheaf 𝑋 on 𝐴 with finitely many non-degenerate sections, the functor

Hom
𝐴
(𝑋,−) : 𝐴→ Set

commutes with filtered colimits.

Proof Let C be the class of presheaves 𝑌 such that the functor Hom
𝐴
(𝑌,−)

commutes with filtered colimits. Then the class C is stable under finite colimits.
Indeed, since, in the category of sets, filtered colimits commute with finite limits
(see for instance [Rie17, Theorem 3.8.9]), if 𝐼 is a finite category, and if 𝑖 ↦→ 𝑋𝑖

is an 𝐼-indexed diagram of elements of C, for any filtered diagram 𝑗 ↦→ 𝑌 𝑗 of
presheaves on 𝐴, the canonical map

lim−−→
𝑗

lim←−−
𝑖

Hom
𝐴
(𝑋𝑖 , 𝑌 𝑗 ) → lim←−−

𝑖

lim−−→
𝑗

Hom
𝐴
(𝑋𝑖 , 𝑌 𝑗 )

is bĳective. Since we have a canonical bĳection

Hom
𝐴
(lim−−→
𝑖

𝑋𝑖 , 𝑌 𝑗 ) ≃ lim←−−
𝑖

Hom
𝐴
(𝑋𝑖 , 𝑌 𝑗 )

for all 𝑗 , and since the canonical map

lim−−→
𝑗

Hom 𝐴(𝑋𝑖 , 𝑌 𝑗 ) → Hom
𝐴
(𝑋𝑖 , lim−−→

𝑗

𝑌 𝑗 )

is invertible for all 𝑖 (because 𝑋𝑖 belongs to C), this prove that the colimit of
the 𝑋𝑖’s is an element of C as well. Let us prove that 𝑋 is an element of C.
It follows right away from Theorem 1.3.8 that there is an integer 𝑛 such that
𝑋 = Sk𝑛 (𝑋). We proceed by induction on 𝑛. If 𝑛 < 0, then 𝑋 = ∅, and the
assertion follows from the fact that a filtered colimit of sets with one element
is a set with one element. If 𝑛 ≥ 0, then, by virtue of Theorem 1.3.8, there is a
coCartesian square of the form∐

𝑥∈Σ 𝜕ℎ𝑎 Sk𝑛−1 (𝑋)

∐
𝑥∈Σ ℎ𝑎 𝑋
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in which Σ is a finite set and all 𝑎’s are of dimension 𝑛. It is clear that
∐
𝑥∈Σ 𝜕ℎ𝑎

and Sk𝑛−1 (𝑋) are in C, by induction on 𝑛. Therefore, it is sufficient to prove
that

∐
𝑥∈Σ ℎ𝑎 belongs to C. Since Σ is finite, it is sufficient to prove that each

representable presheaf ℎ𝑎 belongs to C. But the Yoneda Lemma identifies
Hom

𝐴
(ℎ𝑎,−) with the evaluation functor at 𝑎, and the latter is known to

commute with all colimits. □

1.4 Nerves

1.4.1. Any partially ordered set 𝐸 gives rise to a category: the objects are the
elements of 𝐸 , and, for any couple of such elements (𝑥, 𝑦), the set of morphisms
from 𝑥 to 𝑦 has at most one element:

Hom(𝑥, 𝑦) =
{
{∅} if 𝑥 ≤ 𝑦,
∅ else.

The letter 𝐸 can safely be used to represent this category, since, for two partially
ordered sets 𝐸 and 𝐹 there is a natural identification between the set of non-strict
order preserving maps from 𝐸 to 𝐹 and the set of functors from the category
associated to 𝐸 to the one associated to 𝐹. In other words, it is a rather natural
thing to see the category of partially ordered sets as a full subcategory of the
category Cat of small categories (whose objects are small categories, while its
morphisms are the functors between these).

In particular, we can restrict our attention to non-empty finite totally ordered
sets, and we obtain a fully faithful inclusion functor

(1.4.1.1) 𝑖 : ΔΔΔ→ Cat

The nerve functor is defined as the evaluation at 𝑖:

(1.4.1.2) 𝑁 = 𝑖∗ : Cat→ sSet , 𝐶 ↦→ 𝑁 (𝐶) =
(
[𝑛] ↦→ HomCat ( [𝑛], 𝐶)

)
.

Hence an 𝑛-simplex of the nerve of a category 𝐶 is a string of arrows of length
𝑛 in 𝐶:

(1.4.1.3) 𝑥0
𝑓1−−−→ 𝑥1

𝑓2−−−→ · · ·
𝑓𝑛−−−→ 𝑥𝑛 .

By virtue of Theorem 1.1.10, the nerve functor has a left adjoint

(1.4.1.4) 𝜏 = 𝑖! : sSet→ Cat .

The nerve of a category will serve as a paradigm to interpret the structure of
a simplicial set.
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Definition 1.4.2. Let 𝑋 be a simplicial set.
An object of 𝑋 is a 0-simplex of 𝑋 , or equivalently, a map 𝑥 : Δ0 → 𝑋 .
An arrow of 𝑋 (we shall also say a morphism of 𝑋 , or even a map of 𝑋) is a

1-simplex of 𝑋 , that is a map 𝑓 : Δ1 → 𝑋 . Such an arrow has a source and a
target, namely 𝑓 𝜕11 and 𝑓 𝜕10 , respectively.

Δ0
𝜕11−−−→ Δ1 𝑓

−−→ 𝑋 Δ0
𝜕10−−−→ Δ1 𝑓

−−→ 𝑋

Notation 1.4.3. A diagram of the form

𝑥
𝑓
−−→ 𝑦

in a simplicial set 𝑋 will mean that 𝑓 is an arrow of 𝑋 and that 𝑥 = 𝑓 𝜕11 is
its source, while 𝑦 = 𝑓 𝜕10 is its target. In other words, this corresponds to a
commutative diagram of simplicial sets of the following shape.

Δ0

Δ1 𝑋

Δ0

𝜕11

𝑥

𝑓

𝜕10

𝑦

Example 1.4.4. Given an object 𝑥 in a simplicial set 𝑋 , the identity of 𝑥 is the
morphism of 𝑋 corresponding to this composition of maps of simplicial sets:

(1.4.4.1) 1𝑥 = 𝑥𝜎
0
0 : Δ1

𝜎0
0−−−→ Δ0 𝑥−−→ 𝑋 .

1.4.5. Given a finite non-empty totally ordered set 𝐸 , we will write

(1.4.5.1) Δ𝐸 = 𝑁 (𝐸)

for its nerve. We have Δ[𝑛] = Δ{0,...,𝑛} = Δ𝑛 for any integer 𝑛 ≥ 0. Any
enumeration of 𝐸 thus gives an isomorphism3 of simplicial sets Δ𝐸 ≃ Δ𝑛, and
inclusions of finite non-empty totally ordered sets 𝐸 ⊂ 𝐹 induce inclusions of
simplicial sets Δ𝐸 ⊂ Δ𝐹 . For any integer 𝑛 ≥ 0, we define the boundary of the
standard 𝑛-simplex to be

(1.4.5.2) 𝜕Δ𝑛 = 𝜕ℎ[𝑛] =
⋃
𝐸⊊[𝑛]

Δ𝐸 ⊂ Δ𝑛 .

Similarly, for integers 𝑛, 𝑘 , with 𝑛 ≥ 1 and 0 ≤ 𝑘 ≤ 𝑛, the 𝑘-th horn of Δ𝑛 is

(1.4.5.3) Λ𝑛𝑘 =
⋃

𝑘∈𝐸⊊[𝑛]
Δ𝐸 ⊂ Δ𝑛 .

3 Remark that the simplicial sets of the form Δ𝐸 do not have non-trivial automorphisms, so that
the existence of an isomorphism between such objects (as opposed to the specification of such
an isomorphism) is already meaningful.
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Finally, for an integer 𝑛 ≥ 1, the spine of Δ𝑛 is

(1.4.5.4) Sp𝑛 =
⋃

0≤𝑖<𝑛
Δ{𝑖,𝑖+1} ⊂ Δ𝑛 .

We will interpret these constructions in dimension 𝑛 = 2, using the intuition
provided by the nerve of small categories. First, note that Λ2

1 = Sp2.

1.4.6. Let 𝑋 be a simplicial set.
A triangle in 𝑋 is a map 𝑡 : 𝜕Δ2 → 𝑋 . This can be seen as a triple ( 𝑓 , 𝑔, ℎ)

of morphisms in 𝑋 , such that the target of 𝑓 and the source of 𝑔 coincide,
while 𝑓 and ℎ have the same source 𝑥, and 𝑔 and ℎ have the same target 𝑧:
since the boundary 𝜕Δ2 is the union of three copies of Δ1, namely Δ{𝑖, 𝑗 } , for
𝑖, 𝑗 ∈ {0, 1, 2}, with 𝑖 < 𝑗 , the morphism 𝑓 corresponds to the map Δ1 ≃
Δ{0,1} ⊂ 𝜕Δ2 → 𝑋 , while 𝑔 corresponds to the map Δ1 ≃ Δ{1,2} ⊂ 𝜕Δ2 → 𝑋 ,
and ℎ to the map Δ1 ≃ Δ{0,2} ⊂ 𝜕Δ2 → 𝑋 . In other words, if we let 𝑦 be
the source of 𝑔, the triangle 𝑡 can be faithfully represented as a diagram of the
following shape.

(1.4.6.1)
𝑦

𝑥 𝑧

𝑔

ℎ

𝑓

Similarly, a map Λ2
1 = Sp2 → 𝑋 can be seen as a couple ( 𝑓 , 𝑔) of morphisms

in 𝑋 , such that the target of 𝑓 and the source of 𝑔 coincide. Indeed, Sp2 is the
union of two copies of Δ1, namely Δ{0,1} and Δ{1,2} , which intersect at the
point Δ0 ≃ Δ{1} , so that 𝑓 corresponds to the map Δ1 ≃ Δ{0,1} ⊂ Sp2 → 𝑋 ,
while 𝑔 corresponds to the map Δ1 ≃ Δ{1,2} ⊂ Sp2 → 𝑋 . Such a map ( 𝑓 , 𝑔)
thus can be represented as a diagram of the form below.

(1.4.6.2)
𝑦

𝑥 𝑧

𝑔𝑓

Definition 1.4.7. A triangle ( 𝑓 , 𝑔, ℎ) in 𝑋 , as in diagram (1.4.6.1), is com-
mutative (or simply commutes), if there exists a morphism of simplicial sets
𝑐 : Δ2 → 𝑋 whose restriction to the boundary coincides with ( 𝑓 , 𝑔, ℎ):

𝜕Δ2 𝑋

Δ2

( 𝑓 ,𝑔,ℎ)

𝑐 𝑐 |𝜕Δ2 = ( 𝑓 , 𝑔, ℎ) .

Given a pair ( 𝑓 , 𝑔) of composable morphisms of 𝑋 , as in diagram (1.4.6.2),
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a composition of 𝑓 and 𝑔 is a morphism ℎ in 𝑋 such that the triple ( 𝑓 , 𝑔, ℎ)
defines a commutative triangle in 𝑋 .

Remark 1.4.8. If 𝑋 = 𝑁 (𝐶) is the nerve of a small category, the objects and
arrows of 𝑋 exactly are the objects and arrows of 𝐶, respectively. Furthermore,
the commutative triangles of 𝑋 precisely are the commutative triangles in the
category 𝐶 in the usual sense. A way to reformulate (and prove) this, is to
say that the operation of restriction along the inclusion Sp2 ⊂ Δ2 induces a
bĳective map

(1.4.8.1) Hom(Δ2, 𝑁 (𝐶)) ∼−→ Hom(Sp2, 𝑁 (𝐶)) .

This bĳection means that, in (the nerve of) a category, any couple of composable
arrows has a unique composition. More generally, the description of the 𝑛-
simplices of 𝑁 (𝐶) as strings of arrows of the form (1.4.1.3) in 𝐶 means that,
for all integers 𝑛 ≥ 2, the restriction along the inclusion Sp𝑛 ⊂ Δ𝑛 induces a
bĳective map

(1.4.8.2) Hom(Δ𝑛, 𝑁 (𝐶)) ∼−→ Hom(Sp𝑛, 𝑁 (𝐶)) .

These bĳections express the associativity of the composition law in a category
(we shall be more explicit later). This implies that one can understand maps
to nerves of small categories as follows. For any simplicial set 𝑋 and any
small category 𝐶, a map from 𝑋 to 𝑁 (𝐶) is completely determined by a map
𝑢 : 𝑋1 → Arr(𝐶), such that the two conditions below are satisfied:

(i) for all objects 𝑥 of 𝑋 , 𝑢(1𝑥) is an identity;
(ii) for any commutative triangle ( 𝑓 , 𝑔, ℎ) in 𝑋 , we have 𝑢(ℎ) = 𝑢(𝑔) ◦𝑢( 𝑓 ).

This implies that, in particular, we have the following property.

Proposition 1.4.9. For any simplicial set 𝑋 , the inclusion Sk2 (𝑋) ⊂ 𝑋 induces
an isomorphism of categories 𝜏(Sk2 (𝑋)) ≃ 𝜏(𝑋).

1.4.10. The preceding remark is a description, in the language of simplicial
sets, of (small) categories. To be more precise, we shall say that a simplicial
set 𝑋 satisfies the Grothendieck-Segal condition if the restriction along the
inclusion map Sp𝑛 ⊂ Δ𝑛 induces a bĳective map

(1.4.10.1) Hom(Δ𝑛, 𝑋) ∼−→ Hom(Sp𝑛, 𝑋) , for all integers 𝑛 ≥ 2.

Proposition 1.4.11. The nerve functor is fully faithful: given two small cate-
gories 𝐶 and 𝐷, the nerve functor defines a bĳection

HomCat (𝐶, 𝐷) ≃ HomsSet (𝑁 (𝐶), 𝑁 (𝐷)) .
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Moreover, the essential image of the nerve functor precisely consists of the
simplicial set which satisfies the Grothendieck-Segal condition. In other words,
given a simplicial set 𝑋 , the following conditions are equivalent.

(i) There exists a small category 𝐶 as well as an isomorphism of simplicial
sets 𝑋 ≃ 𝑁 (𝐶).

(ii) The unit map 𝑋 → 𝑁 (𝜏(𝑋)) is invertible.
(iii) The simplicial set 𝑋 satisfies the Grothendieck-Segal conditions.

Proof The fully faithfulness of the nerve functor is a corollary of bĳection
(1.4.8.2) (see the description of maps toward a nerve after loc. cit.). Condition
(ii) is a reformulation of the property of fully faithfulness. Therefore, general
facts about adjoint functors imply that conditions (i) and (ii) are equivalent. We
already know that condition (i) implies condition (iii). It is thus sufficient to
prove that the Grothendieck-Segal condition implies (ii). We thus have to check
if the Grothendieck-Segal conditions ensure that, for any non-negative integer
𝑛, the maps

𝑋𝑛 → 𝑁 (𝜏(𝑋))𝑛

are bĳective. But, for 𝑛 ≤ 1, one checks that this map is always the identity
whenever condition (iii) holds, from which one deduces, using the Grothendieck-
Segal condition for 𝜏(𝑋), that, for 𝑛 ≥ 2, these map coincide with (1.4.8.2). □

Remark 1.4.12. Let 𝑋 be a topological space. A morphism in the simplicial set
Sing(𝑋) is then a path in the space 𝑋 , i.e. a continuous map from |Δ1 | = (0, 1)
to 𝑋 . Given two composable paths 𝛾 and 𝛾′, a composition of these in Sing(𝑋)
precisely is a path 𝜆 whose starting point coincides with the one of 𝛾, and with
the same end-point as 𝛾′, such that there exists an homotopy deformation of
paths between 𝜆 and the concatenation of the paths 𝛾 and 𝛾′. Therefore, the
notion of composition of morphisms in a simplicial set encompasses both the
notion of composition of morphisms in a category and the notion of composition
of paths in a topological space.

A variation on the preceding proposition is the following.

Proposition 1.4.13. A simplicial set 𝑋 satisfies the Grothendieck-Segal condi-
tions if and only, for any integers 𝑛 ≥ 2 and 0 < 𝑘 < 𝑛, the restriction along
the inclusion Λ𝑛

𝑘
⊂ Δ𝑛 induces a bĳection

(1.4.13.1) Hom(Δ𝑛, 𝑋) ∼−−→ Hom(Λ𝑛𝑘 , 𝑋)

We will only need to know that any simplicial set satisfying the Grothendieck-
Segal condition has this property. Therefore, we will prove this fact, and let
the other direction as an exercise for the reader (although Proposition 3.7.4
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below could be seen as a pedantic formulation of the solution). If 𝑋 satisfies
the Grothendieck-Segal condition, it is isomorphic to 𝑁 (𝐶) for some small
category 𝐶. Hence morphisms 𝑌 → 𝑋 always factor through 𝑁 (𝜏(𝑌 )), and
thus, by virtue of Proposition 1.4.9, only depends on their restriction to Sk2 (𝑌 ).
One checks that Sk2 (Λ𝑛𝑘) = Sk2 (Δ𝑛) whenever 𝑛 ≥ 4 because of dimension
reasons. Since Λ2

1 = Sp2, it remains to check that 𝜏(Λ3
𝑘
) = 𝜏(Δ3) for 𝑘 = 1, 2.

This is done directly, using the explicit description of 𝜏 at the end of Remark
1.4.8 (for a hint, see the proof of Lemma 1.6.2 below, in the case where
𝑋 = 𝑁 (𝐶) is the nerve of a small category).

1.5 Definition of∞-categories

Definition 1.5.1. An∞-category is a simplicial set 𝑋 such that, for any integers
𝑛 ≥ 2 and 0 < 𝑘 < 𝑛, any morphism of the form Λ𝑛

𝑘
→ 𝑋 extends to Δ𝑛. In

other words, the operation of restriction along the inclusion Λ𝑛
𝑘
⊂ Δ𝑛 induces

a surjection

(1.5.1.1) Hom(Δ𝑛, 𝑋) → Hom(Λ𝑛𝑘 , 𝑋) .

A morphism 𝑓 : 𝑥 → 𝑦 in an ∞-category 𝑋 is invertible if there exists two
morphisms 𝑔 : 𝑦 → 𝑥 and ℎ : 𝑦 → 𝑥 such that 1𝑥 is a composition of 𝑓 and 𝑔,
and that 1𝑦 is a composition of ℎ and 𝑓 . In other words: both triangles

𝑦

𝑥 𝑥

𝑔

1𝑥

𝑓 and
𝑥

𝑦 𝑦

𝑓

1𝑦

ℎ

commute in 𝑋 .
An∞-groupoid is an∞-category in which any morphism is invertible.
A Kan complex is a simplicial set 𝑋 such that, for any integers 𝑛 ≥ 1 and

0 ≤ 𝑘 ≤ 𝑛, any morphism of the form Λ𝑛
𝑘
→ 𝑋 extends to Δ𝑛.

Remark 1.5.2. The surjectivity of the map (1.5.1.1) for 𝑛 = 2 means that
any composable pair of maps has a composition in any ∞-category. These
compositions are not strictly unique, but, we shall see in many ways that the
surjectivity of the map (1.5.1.1) for 𝑛 > 2 gives enough coherence to circumvent
this apparent flaw, so that we shall have uniqueness of compositions up to
homotopy, in a suitable sense.
Example 1.5.3. For any small category 𝐶, the nerve 𝑁 (𝐶) is an∞-category.

Proposition 1.5.4. Any Kan complex is an∞-groupoid.
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Proof It is clear that any Kan complex is an ∞-category. If 𝑓 : 𝑥 → 𝑦 is a
morphism in a Kan complex 𝑋 , there is a unique morphism

Λ2
0 → 𝑋

which sends the non-degenerate 1-simplex ofΔ{0,1} to 𝑓 and the non-degenerate
1-simplex of Δ{0,2} to 1𝑥 . Its extension to Δ2 shows the existence of a commu-
tative triangle

𝑦

𝑥 𝑥

𝑔

1𝑥

𝑓

in 𝑋 . The existence of the other commutative triangle is proved similarly. □

Example 1.5.5. For any topological space 𝑋 , the singular complex Sing(𝑋) is
both a Kan complex (hence an∞-category) and an∞-groupoid. To prove this,
one checks that, if we identify |Δ𝑛 | with the hypercube [0, 1]𝑛, the topological
realisation of Λ𝑛

𝑘
correspond to [0, 1]𝑛−1 × {0} (up to an affine automorphism

of [0, 1]𝑛). Using the adjunction formula

Hom( |𝐾 |, 𝑋) ≃ Hom(𝐾, Sing(𝑋))

this implies that the restriction along the inclusionΛ𝑛
𝑘
⊂ Δ𝑛 induces a surjection

Hom(Δ𝑛, Sing(𝑋)) → Hom(Λ𝑛𝑘 , Sing(𝑋))

for any integers 𝑛 ≥ 1 and 0 ≤ 𝑘 ≤ 𝑛. Explicit inverses of paths come from the
re-parametrisation of the interval given by the function 𝑡 ↦→ 1 − 𝑡.

It was proved by Milnor that the homotopy theory of CW-complexes and
the homotopy theory of Kan complexes essentially are the same. We shall see
later that the converse of the preceding proposition is true: any ∞-groupoid
is a Kan complex (see Theorem 3.5.1 below). Therefore, homotopy types (of
CW-complexes) will play a central role in higher category theory. See Remark
7.8.11.

Remark 1.5.6. The notion of∞-category as in definition 1.5.1 was discovered
and introduced by Boardman and Vogt in order to understand the theory of
algebraic structures up to (coherent) homotopies, under the name of weak Kan
complexes. They were developed by Joyal under the name of quasi-categories,
and then by Lurie under the name of ∞-categories. Milnor’s theorem alluded
to above suggests that there are many different presentations (models) of ho-
motopy types (of CW-complexes), and this is indeed the case, with no way to
consider one of them as better then the others (see Grothendieck’s theory of
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test categories [Mal05a, Cis06], for instance). The same thing happens with
∞-categories (see [Ber18] and [AFR17]).

1.5.7. Let 𝜌 : ΔΔΔ → ΔΔΔ be the functor defined as the identity on objects and by
the formula

𝜌( 𝑓 ) (𝑖) = 𝑛 − 𝑓 (𝑚 − 𝑖)

for any map 𝑓 : [𝑚] → [𝑛], with 0 ≤ 𝑖 ≤ 𝑚. One has 𝜌2 = 1ΔΔΔ (one can check
that 𝜌 is the only non-trivial automorphism of the categoryΔΔΔ). Composing with
𝜌 defines an automorphism of the category of simplicial sets

𝜌∗ : sSet→ sSet .

For a simplicial set 𝑋 , one defines his opposite simplicial set as 𝑋op = 𝜌∗ (𝑋).
Given a morphism of simplicial sets 𝑓 : 𝑋 → 𝑌 , we also get, by functoriality,
a morphism 𝑓 op = 𝜌∗ ( 𝑓 ) : 𝑋op → 𝑌op.

Proposition 1.5.8. For any small category 𝐶, we have a canonical identifica-
tion

𝑁 (𝐶)op = 𝑁 (𝐶op) .

Moreover, for any∞-category 𝑋 , its opposite 𝑋op also is an∞-category.

(The proof is left as an exercise.)

1.6 The Boardman-Vogt construction

1.6.1. Let 𝑋 be an∞-category. The end of this chapter will be devoted to give
an explicit description of the associated category 𝜏(𝑋).

For this purpose, we will have to study maps of the form

𝑥 : Sk1 (Δ3) → 𝑋 .

Since, by definition, the non-degenerate simplices of Sk1 (Δ3) are of dimension
≤ 1, such a map precisely corresponds to a diagram in 𝑋 of the form

𝑥2

𝑥0 𝑥1

𝑥3

(in which none of the triangles is required to commute). There are four triangles
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𝑑𝑖𝑥 : 𝜕Δ2 → 𝑋 , corresponding to the restrictions of 𝑥 to each of the subcom-
plexes Sk1 (Δ𝐸𝑖 ), for each of the sets with three elements 𝐸𝑖 = {0, 1, 2, 3} − {𝑖},
for 𝑖 = 0, 1, 2, 3.

𝑑0𝑥 :

𝑥2

𝑥1 𝑥3

𝑑1𝑥 :

𝑥2

𝑥0 𝑥3

𝑑2𝑥 :

𝑥1

𝑥0 𝑥3

𝑑3𝑥 :

𝑥1

𝑥0 𝑥2

Lemma 1.6.2 (Joyal’s Coherence Lemma). Assume that in a diagram 𝑥 :

Sk1 (Δ3) → 𝑋 as above, the two triangles 𝑑0𝑥 and 𝑑3𝑥 commute. Then the
triangle 𝑑1𝑥 commutes if and only if the triangle 𝑑2𝑥 commutes.

Proof Since both triangles 𝑑0𝑥 and 𝑑3𝑥 commute, we may assume that two
commutative triangles of the following form are given in the category of sim-
plicial sets:

𝜕Δ2 𝑋

Δ2

𝑑0𝑥

𝑦0
and

𝜕Δ2 𝑋

Δ2

𝑑3𝑥

𝑦3
.

Let us assume that 𝑑1𝑥 commutes as well. There exists a commutative
diagram

𝜕Δ2 𝑋

Δ2

𝑑1𝑥

𝑦1

and the data of 𝑦0, 𝑦1, 𝑦3 defines a morphism (𝑦0, 𝑦1, 𝑦3) : Λ3
2 → 𝑋 . The latter

extends to a 3-simplex 𝑦 : Δ3 → 𝑋 . If we put 𝑦2 = 𝑦𝜕32 , we see that the triangle
of simplicial sets

𝜕Δ2 𝑋

Δ2

𝑑2𝑥

𝑦2

commutes, and, therefore, that the triangle 𝑑2𝑥 commutes in 𝑋 .
If 𝑑2𝑥 commutes, then applying what precedes to the opposite ∞-category

𝑋op gives the commutativity of 𝑑1𝑥. □
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1.6.3. Given three morphisms 𝑓 , 𝑔 and ℎ in 𝑋 , we shall write 𝑔 𝑓 ∼ ℎ to
mean that the triple ( 𝑓 , 𝑔, ℎ) is a commutative diagram in 𝑋 (i.e. a morphism
𝜕Δ2 → 𝑋 which can be extended to Δ2).

Let us fix two objects 𝑥 and 𝑦 of 𝑋 . One defines four relations on the set of
morphisms of 𝑋 with source 𝑥 and target 𝑦:

• 𝑓 ∼1 𝑔 if 𝑓 1𝑥 ∼ 𝑔;
• 𝑓 ∼2 𝑔 if 1𝑦 𝑓 ∼ 𝑔;
• 𝑓 ∼3 𝑔 if 𝑔1𝑥 ∼ 𝑓 ;
• 𝑓 ∼4 𝑔 if 1𝑦𝑔 ∼ 𝑓 .

Lemma 1.6.4. The four relations ∼𝑖 , 𝑖 = 1, 2, 3, 4, are equal. Moreover, they
are equivalence relations on the set of morphisms from 𝑥 to 𝑦 in 𝑋 .

Proof For any two morphisms 𝑓 , 𝑔 : 𝑥 → 𝑦 in 𝑋 , we have these two diagrams
in 𝑋 below.

𝑦

𝑥 𝑥

𝑦

1𝑦
1𝑥

𝑔

𝑓

𝑓

𝑓 𝑦

𝑥 𝑥

𝑦

1𝑦
1𝑥

𝑓

𝑓

𝑔

𝑓

Since any triangle of the form

𝑥

𝑥 𝑦

𝑓

𝑓

1𝑥 or
𝑦

𝑥 𝑦

1𝑦

𝑓

𝑓

commutes (they are restrictions of 2-simplices of the form 𝜎∗ ( 𝑓 ), for appropri-
ate surjective maps 𝜎 : Δ2 → Δ1), we may apply the coherence lemma (1.6.2)
and conclude that 1𝑦 𝑓 ∼ 𝑔⇔ 𝑓 1𝑥 ∼ 𝑔 and that 1𝑦 𝑓 ∼ 𝑔⇒ 𝑔1𝑥 ∼ 𝑓 . The same
argument in the opposite ∞-category thus implies that these four relations are
equal. Let us put ≃ for this relation. It remains to prove that this is an equiva-
lence relation. It is clear that 𝑓 ∼1 𝑓 and that 𝑓 ∼2 𝑔 ⇔ 𝑔 ∼4 𝑓 . Therefore,
it remains to prove the property of transitivity. Assume that 𝑓 ≃ 𝑔 and 𝑔 ≃ ℎ.
Then we have 𝑔1𝑥 ∼ 𝑓 , 1𝑦𝑔 ∼ ℎ and ℎ1𝑥 ∼ ℎ. Applying the coherence lemma
to the diagram

𝑦

𝑥 𝑥

𝑦

1𝑦
1𝑥

ℎ

𝑓

ℎ

𝑔
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thus shows that 1𝑦 𝑓 ∼ ℎ. □

1.6.5. For two objects 𝑥 and 𝑦, we define the set Homho(𝑋) (𝑥, 𝑦) as the quotient
of the set of morphisms from 𝑥 to 𝑦 in 𝑋 by the equivalence relation ∼1 given
by Lemma 1.6.4 above. Given a morphism 𝑓 : 𝑥 → 𝑦 in 𝑋 , we write [ 𝑓 ] for its
class in Homho(𝑋) (𝑥, 𝑦). Finally, we define a composition law

Homho(𝑋) (𝑥, 𝑦)×Homho(𝑋) (𝑦, 𝑧) → Homho(𝑋) (𝑥, 𝑧) , ( [ 𝑓 ], [𝑔]) ↦→ [𝑔]◦[ 𝑓 ]

by putting [𝑔] ◦ [ 𝑓 ] = [ℎ] whenever ℎ is a composition of 𝑓 and 𝑔.

Theorem 1.6.6 (Boardman & Vogt). The composition law constructed above is
well defined, and this produces a category ho(𝑋). There is a unique morphism
of simplicial sets 𝑋 → 𝑁 (ho(𝑋)) which is the identity on objects and which
sends a morphism 𝑓 : 𝑥 → 𝑦 in 𝑋 to its class [ 𝑓 ] in Homho(𝑋) (𝑥, 𝑦). Moreover,
this morphism induces an isomorphism of categories

𝜏(𝑋) ≃ ho(𝑋) .

Proof If ever we have the relations 𝑔 𝑓 ∼ ℎ and 𝑔 𝑓 ∼ ℎ′, applying the
coherence lemma to the diagram

𝑧

𝑥 𝑦

𝑧

1𝑧
𝑓

ℎ′

ℎ

𝑔

𝑔

we see that we must have the relation 1𝑧ℎ ∼ ℎ′. Similarly, if 𝑔 ≃ 𝑔′ and 𝑔 𝑓 ∼ ℎ,
applying the coherence lemma to the diagram

𝑧

𝑥 𝑦

𝑧

1𝑧
𝑓

ℎ

ℎ

𝑔′

𝑔

gives that 𝑔′ 𝑓 ∼ ℎ. The same argument in the opposite∞-category shows that,
if 𝑓 ≃ 𝑓 ′ and if 𝑔 𝑓 ∼ ℎ, then 𝑔 𝑓 ′ ∼ ℎ. Therefore, the relation 𝑔 𝑓 ∼ ℎ only
depends on the classes [ 𝑓 ], [𝑔] and [ℎ]. This does prove, in particular, that
the composition law is well defined. To check the associativity, we see that, for
a triple of composable arrows ( 𝑓 , 𝑔, ℎ), since compositions always exist in an
∞-category, one can complete the following diagram as follows: one chooses a
composition 𝑎 of ( 𝑓 , 𝑔), a composition 𝑏 of (𝑔, ℎ), and, finally, a composition
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𝑐 of ( 𝑓 , 𝑏).

𝑧

𝑥 𝑦

𝑡

ℎ
𝑓

𝑐

𝑎

𝑏

𝑔

One then deduces from the coherence lemma that 𝑐 is also a composition of
(𝑎, ℎ). In other words, this composition law is associative:

( [ℎ] ◦ [𝑔]) ◦ [ 𝑓 ] = [𝑏] ◦ [ 𝑓 ] = [𝑐] = [ℎ] ◦ [𝑎] = [ℎ] ◦ ([𝑔] ◦ [ 𝑓 ]) .

The reflexivity of the equivalence relation ∼1=∼2 (1.6.4) means in particular
that it is unital as well, with units the 1𝑥’s. The last assertions follows right
away from the end of Remark 1.4.8: there is a unique map 𝑋 → 𝑁 (ho(𝑋)) as
described in the statement of the theorem, and any map from 𝑋 to the nerve
of a small category factors uniquely through it. Hence ho(𝑋) and 𝜏(𝑋) are
canonically isomorphic, because they represent the same functor. □

Corollary 1.6.7. An∞-category 𝑋 is an∞-groupoid if and only if the associ-
ated category 𝜏(𝑋) ≃ ho(𝑋) is a groupoid.

Corollary 1.6.8. A morphism 𝑓 : 𝑥 → 𝑦 in an ∞-category 𝑋 is invertible if
and only if there exists a morphism 𝑔 : 𝑦→ 𝑥 such that 1𝑥 is a composition of
𝑓 and 𝑔, and that 1𝑦 is a composition of 𝑔 and 𝑓 .

Example 1.6.9. For any topological space 𝑋 , the ∞-groupoid Sing(𝑋) thus
defines a groupoid 𝜋1 (𝑋) = ho(Sing(𝑋)), which is nothing else than the
Poincaré groupoid: the objects are the points of 𝑋 , and the morphims are the
homotopy classes of continuous paths in 𝑋 . In particular, for each point 𝑥 of 𝑋 ,
we have the fundamental group 𝜋1 (𝑋, 𝑥) = Homho(Sing(𝑋) ) (𝑥, 𝑥).

Definition 1.6.10. A functor between ∞-categories simply is a morphism of
simplicial sets.

If 𝑋 and 𝑌 are∞-categories, and if 𝑓 , 𝑔 : 𝑋 → 𝑌 are two functors, a natural
transformation from 𝑓 to 𝑔 is a morphism ℎ : 𝑋 × Δ1 → 𝑌 such that

ℎ(𝑥, 0) = 𝑓 (𝑥) and ℎ(𝑥, 1) = 𝑔(𝑥)
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or, more formally, if the following diagram commutes.

𝑋 = 𝑋 × Δ0

𝑋 × Δ1 𝑌

𝑋 = 𝑋 × Δ0

1𝑋×𝜕11

𝑓

ℎ

1𝑋×𝜕10

𝑔

Such a natural transformation is invertible if, for any object 𝑥 of 𝑋 , the
induced morphism 𝑓 (𝑥) → 𝑔(𝑥) (corresponding to the restriction of ℎ to
Δ1 = {𝑥} × Δ1) is invertible in 𝑌 .

A functor 𝑓 : 𝑋 → 𝑌 is an equivalence of ∞-categories if there exists a
functor 𝑔 : 𝑌 → 𝑋 as well as invertible natural transformations from 𝑓 𝑔 to 1𝑌
as well as from 1𝑋 to 𝑔 𝑓 .

Remark 1.6.11. All these notions extend the usual ones for ordinary categories:
the ordered set [1] represents the set of morphisms in the category of small
categories, and the nerve of the associated category 𝑁 ( [1]) is canonically
isomorphic to Δ1, hence a natural transformation between ordinary functors
is essentially the same thing as a natural transformation between their nerves.
Since the nerve functor is fully faithful, we see that a functor between small
categories is an equivalence of categories if and only if its nerve has the same
property.

In order to work with ∞-categories, as above, we would like to have usual
categorical constructions: cartesian products, limits and colimits, the ∞-cate-
gory of functors between two ∞-categories... If the latter exists, we would
like natural transformations to be its morphisms, and the invertible natural
transformations to be its invertible morphisms. This would imply that invertible
natural transformations have inverses (hence their name). This is true, but
non-trivial. Furthermore, we would like these categorical constructions to be
compatible with equivalences of ∞-categories. As we will see in details later,
all these properties (and many more) will hold, but it comes with a cost:
we must develop the homotopy theory of ∞-categories, in Quillen’s setting
of model categories (and we really must do it, since many of the properties
we seek are equivalent to the verification of Quillen’s axioms, at least in this
particular context). The next chapter will be about the general theory of model
categories, and about their constructions in the particular context of categories
of presheaves.
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Basic homotopical algebra

This chapter introduces Quillen’s theory of model category structures. It starts
with a recollection on factorisation systems: this level of generality will cer-
tainly help to understand many reasonings within Quillen’s theory, but also to
understand specific features of the theory of ∞-categories itself. We then give
an exposition of all the basic constructions, such as the homotopy category,
derived functors, or homotopy pull-backs. We give precise statements, often
with the greatest level of generality we are aware of, but we sometimes give
proofs which assume mild extra assumptions (which are always verified in the
examples we will consider in this book), in which case we give a precise refer-
ence in the literature, pointing at a fully general proof (most of the time, such a
reference is provided by Quillen’s original monograph on Homotopical Alge-
bra, the lecture of which we highly recommend). This part contains no original
contribution, and only aims at introducing and producing the concepts needed
to manipulate∞-categories. However, the last chapter of this book will consist
in including Homotopical Algebra within the theory of ∞-category theories,
hopefully enlightening and generalising this classical theory.

The second half of the chapter introduces a method to construct model
category structures from scratch on categories of presheaves, when we choose
to define the cofibrations to be the monomorphisms. This latter part is extracted
right away from a little portion of [Cis06]; we only give an account of the
constructions and proofs which are relevant for the present text, though. The
model category structures defining the homotopy theory of ∞-categories will
be constructed as a particular case in the next chapter. The last section of
this chapter consists in observing that the data used to construct a given model
category structure of that type can be used in fact to produce non-trivial families
of model category structures. The class of absolute weak equivalences, i.e., of
maps which can be interpreted as weak equivalences in the entire family, is an
interesting subject of study. This apparently technical observation will not be

27
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used at first, when we will use these constructions to study ∞-groupoids and
∞-categories, but will be a the heart of our understanding of the homotopy
theory of presheaves on an∞-category, in Chapter 4: the class of final functors
is an instance of a class of absolute weak equivalences.

2.1 Factorisation systems

Let us cope with some definitions.

Definition 2.1.1. Let 𝑖 : 𝐴 → 𝐵 and 𝑝 : 𝑋 → 𝑌 be two morphisms in a
category C.

We say that 𝑖 has the left lifting property with respect to 𝑝, or, equivalently,
that 𝑝 has the right lifting property with respect to 𝑖, if any commutative square
of the form

𝐴 𝑋

𝐵 𝑌

𝑎

𝑖 𝑝

𝑏

has a diagonal filler

𝐴 𝑋

𝐵 𝑌

𝑎

𝑖 𝑝

𝑏

ℎ

(i.e. a morphism ℎ such that ℎ𝑖 = 𝑎 and 𝑝ℎ = 𝑏).
Let 𝐹 be a class of morphisms in C. A morphism has the left (right) lifting

property with respect to 𝐹 if it has the left (right) lifting property with respect
to any element of 𝐹.

One denotes by 𝑙 (𝐹) (by 𝑟 (𝐹)) the class of morphisms which has the left
(right) lifting property with respect to 𝐹.

Definition 2.1.2. An object 𝑋 is a retract of another object 𝑈 if there exists a
commutative diagram of the following form

𝑋 𝑈 𝑋
𝑖

1𝑋

𝑝
.

We say that a morphism 𝑓 : 𝑋 → 𝑌 is a retract of a morphism 𝑔 : 𝑈 → 𝑉 if it
is so in the category of morphisms: in other words, if there exists a commutative
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diagram of the form below.

𝑋 𝑈 𝑋

𝑌 𝑉 𝑌

𝑓

𝑖

1𝑋

𝑝

𝑔 𝑓

𝑗

1𝑌

𝑞

A class of morphisms 𝐹 is stable under retracts if any morphism which is a
retract of an element of 𝐹 belongs to 𝐹.

A class of morphisms 𝐹 is stable under push-outs if, for any push-out square
of the form

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑎

𝑓 𝑓 ′

𝑏

if 𝑓 is in 𝐹, so is 𝑓 ′.
A class of morphisms 𝐹, in a category C, is stable under transfinite com-

positions if, for any well ordered set 𝐼, with initial element 0, for any functor
𝑋 : 𝐼 → C such that, for any element 𝑖 ∈ 𝐼, 𝑖 ≠ 0, the colimit lim−−→ 𝑗<𝑖

𝑋 ( 𝑗) is
representable and the induced map

lim−−→
𝑗<𝑖

𝑋 ( 𝑗) → 𝑋 (𝑖)

belongs to the class 𝐹, the colimit lim−−→𝑖∈𝐼
𝑋 (𝑖) exists and the canonical mor-

phism 𝑋 (0) → lim−−→𝑖∈𝐼
𝑋 (𝑖) belongs to 𝐹 as well.

A class of morphisms is saturated if it is stable under retracts, under push-
outs, and under transfinite compositions.

Remark 2.1.3. If a class F of morphisms contains all the identities and is stable
under push-outs as well as by transfinite compositions, then it is stable under
small sums: for any small set 𝐼 and any family of maps 𝑢𝑖 : 𝑋𝑖 → 𝑌𝑖 in F,
indexed by 𝑖 ∈ 𝐼, the induced map∐

𝑖∈𝐼
𝑋𝑖 →

∐
𝑖∈𝐼

𝑌𝑖

is in F.
The following proposition follows straight away from the definitions.

Proposition 2.1.4. Let C a category, together with two classes of morphisms
𝐹 and 𝐹′. We have the following properties.
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a) 𝐹 ⊂ 𝑟 (𝐹′) ⇔ 𝐹′ ⊂ 𝑙 (𝐹).
b) 𝐹 ⊂ 𝐹′ ⇒ 𝑙 (𝐹′) ⊂ 𝑙 (𝐹).
c) 𝐹 ⊂ 𝐹′ ⇒ 𝑟 (𝐹′) ⊂ 𝑟 (𝐹).
d) 𝑟 (𝐹) = 𝑟 (𝑙 (𝑟 (𝐹))).
e) 𝑙 (𝐹) = 𝑙 (𝑟 (𝑙 (𝐹))).
f) The class 𝑙 (𝐹) is saturated.
g) The class 𝑟 (𝐹) is co-saturated, i.e. is saturated as a class of morphisms

of Cop.

And here is a useful trick.

Proposition 2.1.5 (Retract Lemma). Assume that a morphism 𝑓 : 𝑋 → 𝑌 can
be factored into 𝑓 = 𝑝𝑖.

𝑋 𝑌

𝑇

𝑓

𝑖 𝑝

If 𝑓 has the right (left) lifting property with respect to 𝑖 (to 𝑝), then 𝑓 is a retract
of 𝑝 (of 𝑖, respectively).

Proof If 𝑓 ∈ 𝑟 (𝑖), then the diagonal of the solid commutative square

𝑋 𝑋

𝑇 𝑌

𝑖 𝑓

𝑝

ℎ

gives rise to a commutative diagram of the form

𝑋 𝑇 𝑋

𝑌 𝑌 𝑌

𝑓

𝑖

1𝑋

ℎ

𝑝 𝑓

and thus turns 𝑓 into a retract of 𝑝. The respective case follows by considering
what precedes in the opposite category of C. □

Example 2.1.6. For C = Set, and 𝑖 : ∅ → {point}, the class 𝑟 (𝑖) is the class of
surjective maps, while a reformulation of the axiom of choice is the assertion
that the class 𝑙 (𝑟 (𝑖)) is the class of injective maps. Since any small set is a
small sum of sets with one element, the excluded middle principle means that
the smallest saturated class of maps in Set which contains 𝑖 is the class 𝑙 (𝑟 (𝑖)).
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Definition 2.1.7. A weak factorisation system in a category C is a couple (𝐴, 𝐵)
of classes of morphisms satisfying the following properties:

(a) both 𝐴 and 𝐵 are stable under retracts;
(b) 𝐴 ⊂ 𝑙 (𝐵) (⇔ 𝐵 ⊂ 𝑟 (𝐴));
(c) any morphism 𝑓 : 𝑋 → 𝑌 of C admits a factorisation of the form 𝑓 = 𝑝𝑖,

with 𝑖 ∈ 𝐴 and 𝑝 ∈ 𝐵.

Remark 2.1.8. It follows from the Retract Lemma that we must have 𝐴 = 𝑙 (𝐵)
as well as 𝐵 = 𝑟 (𝐴).

We recall the following general facts (for proofs, see [Hov99, Theorem
2.1.14] or [Rie14, Theorem 12.2.2], where more general assumptions will also
be found). Given a cardinal 𝜅, a non-empty partially ordered set 𝐸 is 𝜅-filtered
if, for any family of its elements 𝑥 𝑗 , 𝑗 ∈ 𝐽, indexed through a set 𝐽 of cardinal
≤ 𝜅, there exists an element 𝑥 in 𝐸 such that 𝑥 𝑗 ≤ 𝑥 holds for each 𝑗 ∈ 𝐽.

Proposition 2.1.9 (small object argument). Let C be a locally small category
with small colimits, endowed with a small set of morphisms 𝐼. Assume that
there exists a cardinal 𝜅 such that, for any element 𝑖 : 𝐾 → 𝐿 of 𝐼, the functor

HomC (𝐾,−) : C→ Set

commutes with colimits indexed by 𝜅-filtered well ordered sets. Then the cou-
ple (𝑙 (𝑟 (𝐼)), 𝑟 (𝐼)) is a weak factorisation system. Furthermore, 𝑙 (𝑟 (𝐼)) is the
smallest saturated class containing 𝐼.

Corollary 2.1.10. Let 𝐴 be a small category, and 𝐼 a small set of morphisms
of presheaves over 𝐴. Then the couple (𝑙 (𝑟 (𝐼)), 𝑟 (𝐼)) is a weak factorisation
system in 𝐴.

Proof We only need to check that the small object argument may be used
here. Let 𝜅 be a regular cardinal. We want to prove that, for any presheaf
of sets 𝑋 on 𝐴, if 𝜅 is big enough, then the functor Hom(𝑋,−) commutes
with colimits indexed by 𝜅-filtered well ordered sets. If there is an object
𝑎 of 𝐴 such that 𝑋 is isomorphic to the presheaf represented by 𝑎, then,
by the Yoneda Lemma, the functor Hom(𝑋,−) is isomorphic to the functor
of evaluation at 𝑎, which obviously commutes with all limits. If 𝐽 is a set
of cardinal < 𝜅, the functor (𝑋 𝑗 ) 𝑗∈𝐽 ↦→

∏
𝑗∈𝐽 𝑋 𝑗 commutes with colimits

indexed by 𝜅-filtered well ordered sets (we leave the proof of this assertion to
the reader). Therefore, if 𝑋 is a isomorphic to a 𝐽-indexed sum of representable
presheaves, the functor Hom(𝑋,−) is isomorphic to a 𝐽-indexed product of
evaluation functors, and thus commutes with colimits indexed by 𝜅-filtered
well ordered sets. In general, 𝑋 is a small colimit of representable presheaves,
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hence a coequaliser of maps between sums of representable presheaves. Since
filtered colimits commute with finite limits [Rie17, Theorem 3.8.9], we observe
that the functor Hom(𝑋,−) commutes with colimits indexed by 𝜅-filtered well
ordered sets, for 𝜅 big enough. □

Example 2.1.11. In any category of presheaves over a small category 𝐴 (or,
more generally, in any Grothendieck topos), the class of monomorphisms is
part of a weak factorisation system. Let us call trivial fibrations the morphisms
of presheaves which have the right lifting property with respect to monomor-
phisms. We may prove that any morphism of presheaves over 𝐴 can be factored
as a monomorphism 𝑖 : 𝑋 → 𝑌 followed by a trivial fibration 𝑝 : 𝑌 → 𝑍 in
two ways.

First method. We have the subobject classifyer Ω (also called the Lawvere
object in Grothendieck’s Pursuing Stacks). In other words, for any object 𝑎
in 𝐴, the set Ω𝑎 is the set of subobjects of the representable presheaf ℎ𝑎 (the
structure of presheaf is given by pull-backs of subobjects). One checks that, for
any presheaf 𝑋 over 𝐴, there is a canonical bĳection

Hom(𝑋,Ω) ≃ {subobjects of 𝑋}.

We put 𝑃(𝑋) = Hom(𝑋,Ω). There is then a canonical embedding

{.} : 𝑋 → 𝑃(𝑋)

which corresponds to the diagonal of 𝑋 × 𝑋 (seen as a subobject). We see
that 𝑃(𝑋) is an injective object (i.e. that the map from 𝑃(𝑋) to the point is a
trivial fibration): this is a reformulation of the fact that, for any monomorphism
𝐾 → 𝐿, any subobject of the cartesian product 𝐾 × 𝑋 induces a subobject
of 𝐿 × 𝑋 . In other words, we have factored the map from 𝑋 to the point into
a monomorphism followed by a trivial fibration. The general case follows by
applying the previous construction to the category of presheaves over 𝐴/𝑌 ,
using the equivalence of categories 𝐴/𝑌 ≃ 𝐴/𝑌 , discussed in Remark 1.1.14.

Second method. One checks (using the axiom of choice) that the class of
monomorphisms is equal to the class 𝑙 (𝑟 (𝐼)), for 𝐼 the set of monomorphisms
of presheaves of the form 𝐾 → 𝐿, with 𝐿 a quotient of some representable
presheaf over 𝐴. One can then apply the small object argument.

A basic, although extremely useful, recognition of lifting properties is the
following one.

Proposition 2.1.12. Let 𝐹 : C ⇄ C′ : 𝐺 be an adjunction. Assume that
C and C′ are endowed with weak factorisation systems (𝐴, 𝐵) and (𝐴′, 𝐵′),
respectively. Then we have 𝐹 (𝐴) ⊂ 𝐴′ if and only if 𝐺 (𝐵′) ⊂ 𝐵.
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Proof We have, by adjunction, a natural correspondance of the form:
𝐹 (𝐾) 𝑋

𝐹 (𝐿) 𝑌

𝑎′

𝐹 (𝑖) 𝑝

𝑏′

ℎ′ ↭

𝐾 𝐺 (𝑋)

𝐿 𝐺 (𝑌 )

𝑎

𝑖 𝐺 (𝑝)

𝑏

ℎ □

2.2 Model Categories

The notion of model category was introduced by Quillen in [Qui67]. All the
results of the next two chapters are already in loc. cit.

Definition 2.2.1. A model category is a locally small category C endowed
with three classes of morphisms W, Fib, and Cof, such that the following three
properties are verified.

1. The category C has finite limits and finite colimits.
2. The class W has the 2-out-of-3 property: for any commutative triangle of

the form

𝑋 𝑌

𝑍

𝑓

ℎ 𝑔

if two, among 𝑓 , 𝑔 and ℎ, are in W, so is the third.
3. Both couples (Cof,Fib ∩W) and (Cof ∩W,Fib) are weak factorisation

systems.

Here is the standard terminology in the presence of such a structure.
An element of W (of Fib, of Cof) is called a weak equivalence (a fibration, a

cofibration, respectively). A morphism which is both a weak equivalence and
a fibration (and a cofibration) is called a trivial fibration (a trivial cofibration,
respectively).

We shall often write∅ and 𝑒 for the initial and final objects of C, respectively.
An object 𝑋 of C is fibrant (cofibrant) if the unique morphism 𝑋 → 𝑒 (∅ → 𝑋)
is a fibration (a cofibration, respectively).

Remark 2.2.2. These axioms imply that any isomorphism is both a trivial
fibration and a trivial cofibration (in particular, a weak equivalence).
Remark 2.2.3. This definition is (equivalent to) the notion of closed model
category introduced by Quillen in [Qui67]. Axiom 3 implies in particular that
any morphism 𝑓 has a factorisation of the form 𝑓 = 𝑝𝑖 where 𝑖 is a cofibration,
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and 𝑝 a trivial fibration, as well as a factorisation of the form 𝑓 = 𝑞 𝑗 , where 𝑗
is a trivial cofibrations, and 𝑞 a fibration.

In some modern introductions to the theory of model categories, the under-
lying category is assumed to have small limits and small colimits (as opposed
to finite ones), and the factorisations are required to exist functorially. All the
examples we will consider here will be of this sort. There are many reasons not
to rely on functorial factorisations, though. In a model category, the meaningful
part is the class of weak equivalences. Fibrations and cofibrations really are
intermediate tools (in particular, we should always feel free to replace these at
will, as far as this makes sense, of course).

Example 2.2.4. For any category with finite limits and colimits, we have a model
category structure for which the weak equivalences are the isomorphisms, any
morphism being a cofibration as well as a fibration.

Example 2.2.5. It follows from Example 2.1.11 that, for any small category 𝐴,
the category of presheaves over 𝐴 has a model category structure whose class
of weak equivalences is the class of all morphisms, while the cofibrations are
the monomorphisms.

Proposition 2.2.6. The notion of model category structure is stable under the
following categorical constructions.

(a) If C is a model category, so is Cop: the weak equivalences are those
of C, while its fibrations (cofibrations) are the cofibrations (fibrations,
respectively) of C.

(b) For any object 𝑋 in a model category C, the slice category C/𝑋 has a
natural structure of model category: the weak equivalences (fibrations,
cofibrations) are the morphisms whose image in C are weak equivalences
(the fibrations, the cofibrations, respectively).

(c) We can put the preceding two constructions together: the category of
objects under 𝑋 has a natural structure of model category.

Proposition 2.2.7 (Ken Brown’s Lemma). Let C be a model category, together
with a functor 𝐹 : C→ D. Assume that the category D is endowed with a class
of weak equivalences, by which we mean a class of morphisms which contains
all isomorphisms and which has the 2-out-of-3 property. If ever the functor 𝐹
sends trivial cofibrations between cofibrant objects to weak equivalences, then
it sends weak equivalences between cofibrant objects to weak equivalences.

Proof Let 𝑓 : 𝑋 → 𝑌 be a weak equivalence between cofibrant objects. We



2.2 Model Categories 35

may form the push-out square

∅ 𝑌

𝑋 𝑋 ⨿ 𝑌

𝑗

𝑖

and see that, since both 𝑋 and 𝑌 are cofibrant, the canonical maps from 𝑋 and
𝑌 to the coproduct 𝑋 ⨿ 𝑌 are cofibrations. We may factor the map ( 𝑓 , 1𝑌 ) :
𝑋 ⨿ 𝑌 → 𝑌 into a cofibration 𝑘 : 𝑋 ⨿ 𝑌 → 𝑇 followed by a weak equivalence
(a trivial fibration) 𝑝 : 𝑇 → 𝑌 . We thus have the following two commutative
triangles.

𝑋 𝑇

𝑌

𝑘𝑖

𝑓 𝑝

𝑌 𝑇

𝑌

𝑘 𝑗

1𝑌 𝑝

Since the map 𝐹 (𝑝) has a section which is the image of a trivial cofibration
between cofibrant objects, it is a weak equivalence. On the other hand the map
𝑘𝑖 is a trivial cofibration between cofibrant objects, and therefore, its image
𝐹 (𝑘𝑖) is a weak equivalence. The 2-out-of-3 property for weak equivalences in
D implies that 𝐹 ( 𝑓 ) is a weak equivalence. □

Definition 2.2.8. Let C be a category endowed with a class of morphisms W.
A localisation of C (by W) is a functor

(2.2.8.1) 𝛾 : C→ ho(C)

that sends the elements of W to isomorphisms, and which is universal for this
latter property. In other words, we ask that, for any category D, if we denote
by HomW (C,D) the full subcategory of the category of functors Hom(C,D)
which consists of functors sending elements of W to isomorphisms, then the
operation of composing with 𝛾

(2.2.8.2) 𝛾∗ : Hom(ho(C),D) → HomW (C,D)

is an equivalence of categories. By abuse of terminology, we shall say that
ho(C) is the localisation of C.

Proposition 2.2.9. There always exists a localisation of C by W. Moreover, one
can choose a localisation 𝛾 : C→ ho(C) in such a way that the map (2.2.8.2)
is an isomorphism of categories. Under this more rigid constraint, the functor
𝛾 is a bĳection on objects.

One defines the category ho(C) as follows. The objects are those of C, and
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the set of morphisms from 𝑋 to 𝑌 is an appropriate quotient of the class of
diagrams of the form

𝑋 = 𝑋0 ←− 𝑋1 −→ 𝑋2 ←− · · · −→ 𝑋𝑛−1 ←− 𝑋𝑛 −→ 𝑋𝑛+1 = 𝑌

where 𝑛 ≥ 0 is an integer, and where the maps of the form ←− all are in W
or are identities.1 The equivalence relation we put means that we can always
replace such a diagram by a bigger one by adding identities anywhere we want
(and in any direction we want), any two such diagrams of the same length are
equivalent whenever they can be connected through a commutative diagram in
C of the form below.

𝑋1 𝑋2 · · · 𝑋𝑛−1 𝑋𝑛

𝑋 𝑌

𝑋 ′1 𝑋 ′2 · · · 𝑋 ′𝑛−1 𝑋 ′𝑛

Remark 2.2.10. There is no reason, in general, why the sets Homho(C) (𝑋,𝑌 )
would be small. Therefore, for the moment, this construction only makes sense
for non-necessarily locally small categories. We shall review first how to com-
pute these sets of morphisms, and see in particular that, if W is the class of
weak equivalences of a model category structure on C, they are small sets.

From now on, let us consider a fixed model category C.

Definition 2.2.11. A cylinder of an object 𝐴 is a factorisation of the codiagonal
of 𝐴 into a cofibration followed by a weak equivalence, i.e. a commutative
diagram of the form

(2.2.11.1) 𝐴 ⨿ 𝐴 𝐼𝐴 𝐴
(𝜕0 ,𝜕1 )

(1𝐴,1𝐴)

𝜎

in which (𝜕0, 𝜕1) is a cofibration, and 𝜎 a weak equivalence. Dually, a cocylin-
der (we also say a path object) of an object 𝑋 is a cylinder in the opposite
category, i.e. a commutative diagram of the form

(2.2.11.2) 𝑋 𝑋 𝐼 𝑋 × 𝑋𝑠

(1𝑋 ,1𝑋 )

(𝑑0 ,𝑑1 )

in which the map 𝑠 is a weak equivalence, and the map (𝑑0, 𝑑1) is a fibration.
Let us consider two morphisms 𝑓0, 𝑓1 : 𝐴→ 𝑋 .

1 Or one can also assume that W contains all isomorphisms, since this does not affect the
categories of the form HomW (C,D) .
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A left homotopy (a right homotopy) from 𝑓0 to 𝑓1 is given by a cylinder of 𝐴
of the form (2.2.11.1) (a cocylinder of 𝑋 of the form (2.2.11.2)), together with
a morphism ℎ : 𝐼 𝐴→ 𝑋 (a morphism 𝑘 : 𝐴→ 𝑋 𝐼 ), such that, for 𝑖 = 0, 1, we
have ℎ𝜕𝑖 = 𝑓𝑖 (we have 𝑑𝑖𝑘 = 𝑓𝑖 , respectively).

Lemma 2.2.12. Let 𝐴 and 𝑋 be a cofibrant object and a fibrant object, respec-
tively. For a pair of morphisms 𝑓𝑖 : 𝐴 → 𝑋 , 𝑖 = 0, 1, the following conditions
are equivalent.

a) There exists a left homotopy from 𝑓0 to 𝑓1.
b) There exists a right homotopy from 𝑓0 to 𝑓1.
c) For any cylinder of 𝐴 of the form (2.2.11.1), there exists a map ℎ : 𝐼 𝐴→
𝑋 such that ℎ𝜕𝑖 = 𝑓𝑖 for 𝑖 = 0, 1.

d) For any cocylinder of 𝑋 of the form (2.2.11.2), there exists a map 𝑘 :

𝐴→ 𝑋 𝐼 such that 𝑑𝑖𝑘 = 𝑓𝑖 for 𝑖 = 0, 1.

Proof Since we can replace the underlying category by its opposite Cop, it is
clearly sufficient to prove that a) implies d). Let us assume that there is a left
homotopy from 𝑓0 to 𝑓1 given by a cylinder of 𝐴 of the form (2.2.11.1), together
with a map ℎ : 𝐼 𝐴→ 𝑋 , and let us consider an arbitrary cocylinder of 𝑋 , of the
form (2.2.11.2). Since the map 𝜕1 : 𝐴 → 𝐼 𝐴 is a trivial cofibration (because
this is a weak equivalence, and since 𝐴 is cofibrant, this is also a cofibration, for
each canonical map 𝐴→ 𝐴 ⨿ 𝐴 is a push-out of the cofibration ∅ → 𝐴), and
since the map (𝑑0, 𝑑1) is a fibration, the following solid commutative square

𝐴 𝑋 𝐼

𝐼 𝐴 𝑋 × 𝑋

𝑠 𝑓1

𝜕1 (𝑑0 ,𝑑1 )

(ℎ, 𝑓1𝜎)

𝐾

admits a filling 𝐾 . Let us put 𝑘 = 𝐾𝜕0. We then have:

𝑑1𝑘 = 𝑑1𝐾𝜕0 = 𝑓1𝜎𝜕0 = 𝑓11𝐴 = 𝑓1 and 𝑑0𝑘 = 𝑑0𝐾𝜕0 = ℎ𝜕0 = 𝑓0 .

In other words, condition d) is verified. □

Lemma 2.2.13. Let 𝐴 and 𝑋 be a cofibrant object and a fibrant object, respec-
tively. We define an equivalence relation ∼ on the set of morphisms from 𝐴 to
𝑋 , by defining 𝑓0 ∼ 𝑓1 whenever there exists a left (or right) homotopy from 𝑓0

to 𝑓1.

Proof The reflexivity is clear: for any cylinder of the form (2.2.11.1), and for
any map 𝑓 : 𝐴→ 𝑋 , the morphism 𝑓 𝜎 defines a left homotopy from 𝑓 to itself.
The equivalence between conditions a) and c) of Lemma 2.2.12 implies that the



38 Basic homotopical algebra

relation ∼ is symmetric: indeed, for any cylinder of 𝐴 of the form (2.2.11.1),
the diagram

𝐴 ⨿ 𝐴 𝐼𝐴 𝐴
(𝜕1 ,𝜕0 ) 𝜎

is a cylinder of 𝐴 as well. Assume that we have three maps 𝑢, 𝑣 and 𝑤 from 𝐴

to 𝑋 , as well as cylinders

𝐴 ⨿ 𝐴 𝐼𝐴 𝐴
(𝜕0 ,𝜕1 ) 𝜎

𝐴 ⨿ 𝐴 𝐼 ′𝐴 𝐴
(𝜕′0 ,𝜕′1 ) 𝜎′

and homotopies ℎ : 𝐼 𝐴 → 𝑋 and ℎ′ : 𝐼 ′𝐴 → 𝑋 satisfying ℎ𝜕0 = 𝑢, ℎ𝜕1 = 𝑣 =

ℎ′𝜕′0, and ℎ′𝜕′1 = 𝑤. We form the push-out square

𝐴 𝐼𝐴

𝐼 ′𝐴 𝐼 ′′𝐴

𝜕1

𝜕′0 𝑒

𝑒′

There is a unique map 𝜎′′ : 𝐼 ′′𝐴→ 𝐴 such that 𝜎′′𝑒 = 𝜎 and 𝜎′′𝑒′ = 𝜎′, and
we get a cylinder of the form

𝐴 ⨿ 𝐴 𝐼 ′′𝐴 𝐴
(𝜕′′0 ,𝜕′′1 ) 𝜎′′

by defining 𝜕′′0 = 𝑒𝜕0 and 𝜕′′1 = 𝑒′𝜕′1. Indeed, it is clear that the map𝜎′′ is a weak
equivalence (because 𝑒 is a trivial cofibration and 𝜎 a weak equivalence). One
thus only has to show that the map (𝜕′′0 , 𝜕′′1 ) is a cofibration. In the commutative
diagram

𝐴 𝐴 ⨿ 𝐴 𝐼𝐴

𝐼 ′𝐴 𝐴 ⨿ 𝐼 ′𝐴 𝐼 ′′𝐴

𝜕′0

(𝜕0 ,𝜕1 )

1𝐴⨿𝜕′0 𝑒

(𝜕′′0 ,𝑒′ )

the left hand square is the obvious push-out square, while the composed square
is the previous push-out square, hence the right hand square is coCartesian.
In particular, the map (𝜕′′0 , 𝑒′) is a cofibration. Composing the latter with
the cofibration 1𝐴 ⨿ 𝜕′1 thus gives a cofibration which is nothing else than
(𝜕′′0 , 𝜕′′1 ). Finally, we define a morphism ℎ′′ : 𝐼 ′′𝐴→ 𝑋 as the unique one such
that ℎ′′𝑒 = ℎ and ℎ′′𝑒′ = ℎ′. It is clear that ℎ′′𝜕′′0 = 𝑢 and ℎ′′𝜕′′1 = 𝑤. □

Notation 2.2.14. Under the assumptions of the preceding lemma, we write

(2.2.14.1) [𝐴, 𝑋] = HomC (𝐴, 𝑋)/∼

for the quotient of the set of morphisms from 𝐴 to 𝑋 by the relation of left (or
right) homotopy ∼. It is clear that the relation of left homotopy is compatible
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with composition on the left, while the relation of right homotopy is compatible
with composition on the right. In other words, we have defined a functor

(2.2.14.2) [−,−] : Cop
𝑐 × C 𝑓 → Set ,

whereC𝑐 andC 𝑓 denote the full subcategories ofC spanned by cofibrant objects
and by fibrant objects, respectively.

Theorem 2.2.15. The inclusion C𝑐 → C induces an equivalence of categories
of the form ho(C𝑐) ≃ ho(C) (where ho(C𝑐) denotes the localisation of C𝑐 by
the class of weak equivalences between cofibrant objects).

Dually, the inclusion C 𝑓 → C induces an equivalence of categories of the
form ho(C 𝑓 ) ≃ ho(C).

This theorem is a triviality whenever the factorisations of the model structure
can be obtained functorially (which will be the case in all the examples in this
book). The general case is proven in [Qui67, Chap. I, 1.13, Thm. 1]; in Chapter 7,
using an enhanced version of the theory of derived functors, we shall improve
this statement a lot (Theorem 7.5.18).

Proposition 2.2.16. The functor (2.2.14.2) is compatible with weak equiva-
lences in C𝑐 and in C 𝑓 (i.e. sends such weak equivalences to invertible natural
transformations) and thus defines a functor

[−,−] : ho(C𝑐)op × ho(C 𝑓 ) → Set .

Proof Let 𝑖 : 𝐴 → 𝐵 be a weak equivalence between cofibrant objects, and
𝑋 a fibrant object. We shall prove that the induced map

𝑖∗ : [𝐵, 𝑋] → [𝐴, 𝑋]

is bĳective. By virtue of Ken Brown’s Lemma (2.2.7), it is sufficient to con-
sider the case where 𝑖 is a trivial cofibration between cofibrant objects. The
surjectivity is easy: for any morphism 𝑓 : 𝐴 → 𝑋 , the solid commutative
square

𝐴 𝑋

𝐵 𝑒

𝑓

𝑖
𝑔

admits a filler 𝑔 whose homotopy class is sent by 𝑖∗ to the homotopy class of
𝑓 . As for the injectivity, let us consider two morphisms 𝑓 , 𝑔 : 𝐵→ 𝑋 such that
𝑓 𝑖 and 𝑔𝑖 are homotopic (i.e. their classes are equal in [𝐴, 𝑋]). Then we may
choose a right homotopy from 𝑓 𝑖 to 𝑔𝑖, defined by a cocylinder of the form
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(2.2.11.2), together with a map 𝑘 : 𝐴 → 𝑋 𝐼 such that 𝑑0𝑘 = 𝑓 𝑖 and 𝑑1𝑘 = 𝑔𝑖.
The following solid commutative square

𝐴 𝑋 𝐼

𝐵 𝑋 × 𝑋

𝑘

𝑖 (𝑑0 ,𝑑1 )

( 𝑓 ,𝑔)

𝐾

admits a filler: the left hand vertical map is a trivial cofibration, and the map
(𝑑0, 𝑑1) is a fibration. Therefore, 𝑓 and 𝑔 are homotopic.

Applying what precedes to Cop, we see that, for any cofibrant object 𝐴 and
any weak equivalence between fibrant objects 𝑝 : 𝑋 → 𝑌 , the induced map

𝑝∗ : [𝐴, 𝑋] → [𝐴,𝑌 ]

is bĳective. □

Theorem 2.2.17. For any cofibrant object 𝐴 and any fibrant object 𝑋 , there is
a canonical bĳection

[𝐴, 𝑋] ≃ Homho(C) (𝐴, 𝑋)

which is natural with respect to morphisms of ho(C𝑐)op × ho(C 𝑓 ).

Corollary 2.2.18. Let C𝑐 𝑓 be the full subcategory of objects which are both
fibrant and cofibrant. The relation of homotopy of Lemma 2.2.13 defines an
equivalence relation which is compatible with composition on C𝑐 𝑓 . The re-
sulting quotient category 𝜋(C𝑐 𝑓 ) thus has the fibrant-cofibrant objects of C as
objects, while we have

Hom𝜋 (C𝑐 𝑓 ) (𝐴, 𝑋) = [𝐴, 𝑋] .

The inclusion functor C𝑐 𝑓 ⊂ C induces a canonical equivalence of categories

𝜋(C𝑐 𝑓 ) ≃ ho(C) .

Theorem 2.2.17 is in fact a consequence of the corollary (using Theorem
2.2.15, we see that this is because any fibrant object 𝑋 is isomorphic in ho(C) to
an object 𝐴 which is both fibrant and cofibrant: simply consider a factorisation
of the map ∅ → 𝑋 into a cofibration followed by a trivial fibration 𝐴→ 𝑋).

Let us assume that the inclusion functor C𝑐 𝑓 ⊂ C induces a canonical
equivalence of categories ho(C𝑐 𝑓 ) ≃ ho(C), where ho(C𝑐 𝑓 ) stands for the
localisation of C𝑐 𝑓 by the class of weak equivalences (this is easy to check
when the factorisations can be obtained functorially). We can then directly
prove Corollary 2.2.18 as follows.

First, one checks that if two maps 𝑓 , 𝑔 : 𝐴→ 𝑋 in C𝑐 𝑓 are homotopic, then
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𝛾( 𝑓 ) = 𝛾(𝑔) in ho(C). Let 𝐼 𝐴 be a cylinder of 𝐴 as in (2.2.11.1), and ℎ : 𝐴→ 𝑋

be a map such that ℎ𝜕0 = 𝑓 and ℎ𝜕1 = 𝑔. Since 𝜎𝜕𝑖 = 1𝑋 does not depend on
𝑖, and since 𝜎 becomes invertible in ho(C), we must have 𝛾(𝜕0) = 𝛾(𝜕1) in
ho(C). Therefore, the mophism 𝛾(𝑔) must be equal to 𝛾( 𝑓 ).

As a consequence, any homotopy equivalence (i.e. any map of C𝑐 𝑓 which
becomes an isomorphism in 𝜋(C𝑐 𝑓 )) induces an isomorphism in ho(C). On the
other hand, Proposition 2.2.16 implies that any weak equivalence 𝑢 : 𝐴→ 𝐵 in
C𝑐 𝑓 must induce bĳections [𝐵, 𝑋] ≃ [𝐴, 𝑋] for any object 𝑋 in C𝑐 𝑓 , and thus,
by virtue of the Yoneda Lemma for 𝜋(C𝑐 𝑓 ), must become invertible in 𝜋(C𝑐 𝑓 ).
In other words, a morphism of C𝑐 𝑓 is a weak equivalence if and only if it is
a homotopy equivalence. Since the category 𝜋(C𝑐 𝑓 ) is the localisation of C𝑐 𝑓
by the class of homotopy equivalences, this shows that 𝜋(C𝑐 𝑓 ) = ho(C). This
implies the following property (see Quillen’s original proof [Qui67, Chapter I,
§5, Prop. 1]).

Corollary 2.2.19. Let C be a model category endowed with a localisation
functor 𝛾 : C→ ho(C). If C is locally small, then so is the homotopy category
ho(C). Furthermore, a morphism 𝑓 of C is a weak equivalence if and only if its
image 𝛾( 𝑓 ) is an isomorphism in ho(C).

2.3 Derived functors

Definition 2.3.1. LetC be a model category, together with a localisation functor
𝛾 : C→ ho(C), as well as a functor 𝐹 : C→ D.

A left derived functor of 𝐹 is a functor L𝐹 : ho(C) → D together with a
functorial morphism 𝑎𝑋 : L𝐹 (𝛾(𝑋)) → 𝐹 (𝑋) which turns L𝐹 into a right Kan
extension of 𝐹 along the localisation functor 𝛾. In other words, for any functor
Φ : ho(C) → D and any natural morphism 𝛼𝑋 : Φ(𝛾(𝑋)) → 𝐹 (𝑋), there is a
unique natural morphism 𝑓𝑌 : Φ(𝑌 ) → L𝐹 (𝑌 ) such that 𝛼𝑋 = 𝑎𝑋 𝑓𝛾 (𝑋) for all
objects 𝑋 of C.

A right derived functor of 𝐹 is a functor R𝐹 : ho(C) → D together with
a functorial morphism 𝑏𝑋 : 𝐹 (𝑋) → R𝐹 (𝛾(𝑋)) which turns R𝐹 into a left
Kan extension of 𝐹 along the localisation functor 𝛾 (i.e. R𝐹op and 𝑏 form a
left derived functor of 𝐹op : Cop → Dop).

2.3.2. Let 𝐹 : C → D be a functor which sends trivial cofibrations between
cofibrant objects to isomorphisms. By virtue of Ken Brown’s Lemma, the
functor 𝐹 sends weak equivalences between cofibrant objects to isomorphisms.
Therefore, there is a unique functor 𝐹𝑐 : ho(C𝑐) → D whose composition with
the localisation functor C𝑐 → ho(C𝑐) coincides with the restriction of 𝐹. Let
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us choose, for each object 𝑋 of C, a weak equivalence 𝑎′
𝑋
: 𝑄𝑋 → 𝑋 with

𝑄𝑋 cofibrant. If we write 𝑖 : ho(C𝑐) → ho(C) for the canonical equivalence of
categories induced by the inclusion C𝑐 ⊂ C, there is a unique way to promote
the collection of these choices to a functor

𝑄 : ho(C) → ho(C𝑐)

endowed with natural isomorphisms 𝑖(𝑄(𝑋)) ≃ 𝑋 and𝑄(𝑖(𝑋)) ≃ 𝑋 defined as
the images of the maps 𝑎′

𝑋
. One defines a functor L𝐹 by the formula L𝐹 (𝑌 ) =

𝐹𝑐 (𝑄(𝑌 )). There is a unique natural morphism 𝑎𝑋 : L𝐹 (𝛾(𝑋)) → 𝐹 (𝑋) which
coincides with the image of 𝑎′

𝑋
.

Proposition 2.3.3. For any functor 𝐹 : C→ Dwhich sends trivial cofibrations
between cofibrant objects to isomorphisms, the pair (L𝐹, 𝑎) is a left derived
functor of 𝐹.

Proof Let Φ : ho(C) → D be a functor, together with a natural morphism
𝛼𝑋 : Φ(𝛾(𝑋)) → 𝐹 (𝑋). By definition of localisations (applied to C𝑐), and by
virtue of the canonical equivalence of categories ho(C𝑐) ≃ ho(C), there is a
unique natural morphism 𝑓𝑌 : Φ(𝑌 ) → L𝐹 (𝑌 ) such that 𝛼𝑋 = 𝑎𝑋 𝑓𝛾 (𝑋) for
all objects 𝑋 of C𝑐. The latter property remains true for 𝑋 running over the
class of all objects of C, simply because 𝑎, 𝛼 and 𝑓 are natural transformations,
and because, for each object 𝑋 , there exists a weak equivalence with cofibrant
domain 𝑌 → 𝑋 . □

Corollary 2.3.4. Under the hypothesis of the previous proposition, for any
functor 𝐺 : D→ E, the pair (𝐺L𝐹, 𝐺𝑎) is a left derived functor of 𝐺𝐹.

Definition 2.3.5. Let C and C′ be two model categories endowed with two
localisation functors 𝛾 : C→ ho(C) and 𝛾′ : C′ → ho(C′), respectively.

If a functor 𝐹 : C → C′ preserves trivial cofibrations, then the composed
functor 𝛾′𝐹 sends trivial cofibrations between cofibrant objects to isomor-
phisms, and therefore, by virtue of the preceding proposition, admits a left
derived functor. We also denote by

L𝐹 : ho(C) → ho(C′)

the left derived functor of 𝛾′𝐹, which we call the total left derived functor of
𝐹.

Similarly, if a functor 𝐹 : C→ C′ preserves trivial fibrations, we denote by

R𝐹 : ho(C) → ho(C′)

the right derived functor of 𝛾′𝐹, which we call the total right derived functor
of 𝐹.
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Proposition 2.3.6. If 𝐹 : C→ C′ and 𝐹′ : C′ → C′′ both are functors between
model categories which preserve cofibrant objects (fibrant objects) and trivial
cofibrations (trivial fibrations), then at the level of total left derived functors
(of total right derived functors), the canonical comparison map

(L𝐹′ ◦L𝐹) (𝑋) → L(𝐹′ ◦ 𝐹) (𝑋) (R(𝐹′ ◦ 𝐹) (𝑋) → (R𝐹′ ◦R𝐹) (𝑋), resp.)

is an isomorphism for all objects 𝑋 of ho(C).

Proof It is sufficient to consider the case of total left derived functor. One can
prove this assertion using Corollary 2.3.4, but a very simple argument consists
in remembering how we constructed the total left derived functors: for a given
object 𝑋 ofC, we choose a weak equivalence with cofibrant domain 𝑝 : 𝑋 ′ → 𝑋

and 𝑞 : 𝑋 ′′ → 𝐹 (𝑋 ′). We then have L𝐹 (𝑋) = 𝐹 (𝑋 ′), L(𝐹′ ◦ 𝐹) (𝑋) =

𝐹′ (𝐹 (𝑋 ′)), and (L𝐹′ ◦ L𝐹) (𝑋) = 𝐹′ (𝑋 ′′). The comparison map we want to
understand is then the image in ho(C′′) of the map 𝐹′ (𝑞). Since 𝑞 is a weak
equivalence between cofibrant objects, by virtue of Ken Brown’s Lemma, such
a map 𝐹′ (𝑞) is a weak equivalence. □

Definition 2.3.7. Let C and C′ be two model categories.
A Quillen adjunction is a pair of adjoint functors

𝐹 : C⇄ C′ : 𝐺

such that 𝐹 preserves cofibrations and 𝐺 preserves fibrations. A left Quillen
functor (a right Quillen functor) is a functor 𝐹 (𝐺, respectively) with a right
adjoint 𝐺 (a left adjoint 𝐹) such that (𝐹, 𝐺) is a Quillen adjunction.

Remark 2.3.8. By virtue of Remark 2.1.8 and of Proposition 2.1.12, for a pair
of adjoint functors 𝐹 and 𝐺 as above, the following conditions are equivalent.

(i) The pair (𝐹, 𝐺) is a Quillen adjunction.
(ii) The functor 𝐹 preserves cofibrations as well as trivial cofibrations.
(iii) The functor 𝐺 preserves fibrations as well as trivial fibrations.

In particular, for any Quillen adjunction (𝐹, 𝐺), the functor 𝐹 admits a total
left derived functor, and the functor 𝐺 a total right derived functor.

Theorem 2.3.9. Any Quillen adjunction 𝐹 : C⇄ C′ : 𝐺 naturally induces an
adjunction

L𝐹 : ho(C) ⇄ ho(C′) : R𝐺

Proof It follows from Ken Brown’s Lemma that, for any cofibrant object 𝐴 of
C, the functor 𝐹 sends cylinders of 𝐴 to cylinders of 𝐹 (𝐴). Since the functor
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𝐺 preserves fibrant objects, it follows that, for any cofibrant object 𝐴 of C and
any fibrant object 𝑋 of C′, the bĳection

HomC (𝐴, 𝐺 (𝑋)) ≃ HomC′ (𝐹 (𝐴), 𝑋)

is compatible with the relation of homotopy, and thus, by virtue of Proposition
2.2.16, induces a natural bĳection

[𝐴, 𝐺 (𝑋)] ≃ [𝐹 (𝐴), 𝑋]

as functors from ho(C𝑐)op×ho(C′
𝑓
) to the category of sets. Therefore, Theorems

2.2.15 and 2.2.17, together with the very construction of the functors L𝐹 and
R𝐺, end the proof. □

Examples of useful derived functors consist in considering total derived
functor of basic categorical operations, such as limits and colimits. Although
we will not consider the general case here, we will need special cases which
can be understood at a rather elementary level.

2.3.10. Let C be a model category.
Given a small category 𝐼, let us consider the category C𝐼 = Hom(𝐼,C). We

define the weak equivalences of C𝐼 as the morphisms 𝐹 → 𝐺 such that, for any
object 𝑖 of 𝐼, the evaluation at 𝑖 is a weak equivalence 𝐹𝑖 → 𝐺𝑖 in C.

We want to define a model structure on C𝐼 by defining the class of fibrations
as the one which consists of morphims 𝐹 → 𝐺 such that, for any object 𝑖 of 𝐼,
the evaluation at 𝑖 is a fibration 𝐹𝑖 → 𝐺𝑖 in C (the cofibrations are defined by the
condition of left lifting property with respect to trivial fibrations). The problem
is that there is no known result asserting the existence of such a model structure,
unless we make further assumptions on either 𝐼 or C. However, when such a
model category structure exists, it is called the projective model structure.
We will consider several basic examples of small categories 𝐼 such that the
projective model structure always exists (for any model category C).

For instance, if 𝐼 is a small discrete category, then the projective model
structure exists: the cofibrations simply are the morphisms 𝐹 → 𝐺 such that,
for any object 𝑖 of 𝐼, the evaluation at 𝑖 is a cofibration 𝐹𝑖 → 𝐺𝑖 in C; all the
axioms are simply verified level-wise. Here are slightly less trivial examples.

Proposition 2.3.11. If 𝐼 is the free category generated by the oriented graph
0→ 1 (so that the category C𝐼 simply is the category of arrows 𝑋0 → 𝑋1 in C,
with commutative squares as morphisms), then the projective model structure
exists.

Proof We shall adopt the convention that, when an object of C𝐼 is denoted
by an uppercase letter such as 𝑋 , for instance, the corresponding arrow 𝑋0 →
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𝑋1 will be denoted by the corresponding lowercase letter 𝑥 : 𝑋0 → 𝑋1. A
morphism 𝑓 : 𝑋 → 𝑌 in C𝐼 thus corresponds to a commutative square in C of
the form below.

𝑋0 𝑌0

𝑋1 𝑌1

𝑓0

𝑥 𝑦

𝑓1

One defines cofibrations (trivial cofibrations) as follows: a morphism 𝑓 : 𝑋 →
𝑌 is a (trivial) cofibration if the map 𝑓0 is a (trivial) cofibration and if the canon-
ical map ( 𝑓1, 𝑦) : 𝑋1 ⨿𝑋0

𝑌0 → 𝑌1 is a (trivial) cofibration. One checks that
trivial cofibrations precisely are the cofibrations which are weak equivalences.
The verification of the lifting properties is straightforward. To obtain factori-
sation into a cofibration followed by a trivial fibration, we proceed as follows
(the case of a trivial cofibration followed by a fibration is similar). Given a map
𝑓 : 𝑋 → 𝑌 in C𝐼 , we factor 𝑓0 as a cofibration 𝑖0 : 𝑋0 → 𝑇0 followed by a
trivial fibration 𝑝0 : 𝑇0 → 𝑌0. We then form the push-out square

𝑋0 𝑇0

𝑋1 𝑇 ′1

𝑖0

𝑥 𝑡 ′

𝑖′1

and we choose a factorisation of the map ( 𝑓1, 𝑦𝑝0) : 𝑇 ′1 → 𝑌1 into a cofibration
𝑗 : 𝑇 ′1 → 𝑇1 followed by a trivial fibration 𝑝1 : 𝑇1 → 𝑌1. We put 𝑖1 = 𝑗𝑖′1.
We thus have factored the map 𝑓 into a cofibration 𝑖 : 𝑋 → 𝑇 followed by a
fibration 𝑝 : 𝑇 → 𝑌 . □

Proposition 2.3.12. In the case of the free category 𝐼 generated by the oriented
graph (0, 1) ← (0, 0) → (1, 0) (so that the categoryC𝐼 simply is the category of
diagrams of the form 𝑋0,1 ← 𝑋0,0 → 𝑋1,0 in C), the projective model structure
exists. The cofibrant objects are the diagrams of the form 𝑋0,1 ← 𝑋0,0 → 𝑋1,0

in which all the objects are cofibrant and all the maps are cofibrations.

Proposition 2.3.13. If C has small colimits, then, for any small well ordered
set 𝐼 with initial element 0, the projective model structure exists. The cofibrant
objects are the functors 𝑋 : 𝐼 → C such that, for any element 𝑖 ∈ 𝐼, the map
lim−−→ 𝑗<𝑖

𝑋 𝑗 → 𝑋𝑖 is a cofibration (in particular, all the 𝑋𝑖’s must be cofibrant).

The proofs of propositions 2.3.12 and 2.3.13 are left as exercises.2

2 These are special cases of a more general fact: if 𝐼 is a direct category, the projective model
structure exists. We refer to [Hov99, Theorem 5.1.3] for the proof (which involves some
knowledge of the special cases above anyway).
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2.3.14. Whenever the projective model category structure exists, we then have
a Quillen adjunction

(2.3.14.1) lim−−→
𝐼

: C𝐼 ⇄ C : 𝛿

where 𝛿(𝑋) = 𝑋𝐼 denotes the constant diagram indexed by 𝐼 with value 𝑋 . This
means that, for any functor 𝐹 : 𝐼 → C and any object 𝑋 , there is an adjunction
of the form

(2.3.14.2) Homho(C𝐼 ) (𝐹, 𝑋𝐼 ) ≃ Homho(C) (L lim−−→
𝐼

𝐹, 𝑋)

Proposition 2.3.15. Assume that the projective model category structure exists
on C𝐼 and that C has 𝐼-indexed colimits. Any natural transformation 𝑓 : 𝑋 → 𝑌

between cofibrant functors from 𝐼 toC, which is a weak equivalence 𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖

at each object 𝑖 of 𝐼, induces a weak equivalence lim−−→𝐼
𝑋 → lim−−→𝐼

𝑌 .

Proof Such a map 𝑋 → 𝑌 is an isomorphism in ho(C𝐼 ) and therefore, its
image by the functorL lim−−→𝐼

is an isomorphism of ho(C). But, by construction of
the derived functor L lim−−→𝐼

(see 2.3.2), this isomorphism is the image of the map
lim−−→𝐼

𝑋 → lim−−→𝐼
𝑌 . Since any map inducing an isomorphism in the homotopy

category is a weak equivalence (2.2.19), this proves the proposition. □

Taking the case of a discrete category, as well as the examples provided by
propositions 2.3.12 and 2.3.13, the preceding proposition takes the following
explicit forms, respectively.

Corollary 2.3.16. Let 𝐼 be a small set such that 𝐼-indexed sums exist, and
𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖 a family of weak equivalences between cofibrant objects. Then the
induced map ∐

𝑖∈𝐼
𝑓𝑖 :

∐
𝑖∈𝐼

𝑋𝑖 →
∐
𝑖∈𝐼

𝑌𝑖

is a weak equivalence.

Corollary 2.3.17. Consider the following commutative diagram in which all
the horizontal maps are cofibrations between cofibrant objects.

𝑋 ′ 𝑋 𝑋 ′′

𝑌 ′ 𝑌 𝑌 ′′

𝑥′

𝑓 ′

𝑥′′

𝑓 𝑓 ′′

𝑦′ 𝑦′′

If the three vertical maps are weak equivalences, then the induced morphism

𝑋 ′ ⨿𝑋 𝑋 ′′ → 𝑌 ′ ⨿𝑌 𝑌 ′′
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is a weak equivalence.

Corollary 2.3.18. Assume that C has small colimits. Let 𝐼 be a small well
ordered set, and 𝑋 → 𝑌 be a natural transformation between functors from 𝐼

to C. Assume that, for any element 𝑖 of 𝐼, the maps

lim−−→
𝑗<𝑖

𝑋 𝑗 → 𝑋𝑖 and lim−−→
𝑗<𝑖

𝑌 𝑗 → 𝑌𝑖

are cofibrations, and the map 𝑋𝑖 → 𝑌𝑖 is a weak equivalence. Then the induced
morphism

lim−−→
𝑖∈𝐼

𝑋𝑖 → lim−−→
𝑖∈𝐼

𝑌𝑖

is a weak equivalence.

In the case where 𝐼 is the smallest infinite ordinal, the preceding corollary
takes an even more concrete form.

Corollary 2.3.19. Assume that C has small colimits. Consider the following
commutative diagram, which consists of a morphism 𝑓 of sequences of cofibra-
tions between cofibrant objects indexed by non-negative integers.

𝑋0 𝑋1 𝑋2 · · · 𝑋𝑛 𝑋𝑛+1 · · ·

𝑌0 𝑌1 𝑌2 · · · 𝑌𝑛 𝑌𝑛+1 · · ·
𝑓0 𝑓1 𝑓2 𝑓𝑛 𝑓𝑛+1

If the vertical maps all are weak equivalences, then the induced map

lim−−→
𝑛

𝑋𝑛 → lim−−→
𝑛

𝑌𝑛

is a weak equivalence as well.

Definition 2.3.20. Let 𝐹 : 𝐼 → C be a functor, and 𝑋 an object of the model
category C. A co-cone 𝐹 → 𝑋𝐼 (i.e. a map in C𝐼 ) exhibits the object 𝑋 as the
homotopy colimit of 𝐹 if the induced map L lim−−→𝐼

𝐹 → 𝑋 is an isomorphism in
ho(C).

Homotopy limits are defined similarly (as homotopy colimits in Cop).

Example 2.3.21. Assuming that C has 𝐼-indexed colimits, for any functor 𝐹 :

𝐼 → C which is cofibrant in the projective model category structure on C𝐼

(and provided that the latter exists), the colimit co-cone exhibits lim−−→𝐼
𝐹 as a

homotopy colimit of 𝐹. In fact, provided that the projective model category
structure exists on C𝐼 , we can characterise homotopy colimits as follows: given
a functor 𝐹 from 𝐼 to C, a co-cone 𝐹 → 𝑋𝐼 exhibits 𝑋 as a homotopy colimit
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of 𝐹 if and only if there exists a weak equivalence 𝐹′ → 𝐹, with cofibrant
domain in the projective model category structure, such that the induced map
lim−−→𝐼

𝐹′ → 𝑋 is a weak equivalence.

Definition 2.3.22. A commutative square

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑥

𝑓 𝑓 ′

𝑦

is homotopy coCartesian, if it exhibits 𝑌 ′ as the homotopy push-out (i.e. the
homotopy colimit), of the diagram 𝑌 ← 𝑋 → 𝑋 ′.

Dually, such a square is said to be homotopy Cartesian if it exhibits 𝑋 as the
homotopy pull-back of the diagram 𝑌 → 𝑌 ′ ← 𝑋 ′ (or, equivalently, if it is a
homotopy coCartesian square in the opposite category).

Example 2.3.23. Any coCartesian square in which all maps are cofibrations
between cofibrant objects is homotopy coCartesian.

Remark 2.3.24. Let □ = [1] × [1], so that functors from □ to C precisely
are the commutative squares in C. We then have a projective model category
structure on C□ (because C□ ≃ (C[1]) [1] , so that we may apply Proposition
2.3.11 twice). A commutative square of C is homotopy coCartesian if and only
if it is isomorphic in ho(C□) to a commutative square of C which is coCartesian
and in which all the maps are cofibrations between cofibrant objects. The next
two statements are direct consequences of this characterisation.

Proposition 2.3.25. One of the two squares

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑥

𝑓 𝑓 ′

𝑦

and
𝑋 𝑌

𝑋 ′ 𝑌 ′

𝑓

𝑥 𝑦

𝑓 ′

is homotopy coCartesian if and only if the other one has the same property.

Proposition 2.3.26. Any commutative square of the form

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑥

𝑓 𝑓 ′

𝑦

in which both 𝑥 and 𝑦 are weak equivalences is homotopy coCartesian.
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Proposition 2.3.27. Consider a coCartesian square of the form below.

(2.3.27.1)
𝑋 𝑋 ′

𝑌 𝑌 ′

𝑥

𝑓 𝑓 ′

𝑦

Assume that the morphism 𝑓 is a cofibration and that both 𝑋 and 𝑋 ′ are
cofibrant. If moreover the map 𝑥 is a weak equivalence, so is 𝑦.

Proof Given any map 𝑥 : 𝑋 → 𝑋 ′, there is an adjunction of the form

𝑥! : 𝑋\C⇄ 𝑋 ′\C : 𝑥!

where 𝑥! denotes the functor induced by composition with 𝑥:

𝑥! ( 𝑓 ′ : 𝑋 ′ → 𝑌 ′) = ( 𝑓 ′𝑥 : 𝑋 → 𝑌 ′) .

The left adjoint 𝑥! is the functor which associates to any map 𝑓 : 𝑋 → 𝑌 its
push-out along the map 𝑥, so that we get a push-out of the form (2.3.27.1). The
functor 𝑥! obviously preserves fibrations and cofibrations, so that we have a
Quillen adjunction, and therefore, a derived adjunction

L𝑥! : ho(𝑋\C) ⇄ ho(𝑋 ′\C) : R𝑥! .

The cofibrant objects of 𝑋\C precisely are the cofibrations 𝑓 : 𝑋 → 𝑌 , so
that the unit of the derived adjunction evaluated at such a cofibration 𝑓 is the
image of the map 𝑦 in the coCartesian square (2.3.27.1). Therefore, if, for any
cofibration 𝑓 : 𝑋 → 𝑌 , the map 𝑦, in diagram (2.3.27.1), is a weak equivalence,
then the functor L𝑥! is fully faithful. By virtue of Corollary 2.2.19, the reverse
is true: if this functor is fully faithful, then the map 𝑦 is a weak equivalence
for any cofibration 𝑓 : 𝑋 → 𝑌 . On the other hand, the functor R𝑥! is always
conservative: it is sufficient to check this property for maps between objects
which are both fibrant and cofibrant in 𝑋 ′\C, in which case this follows from
the fact that, by definition, a map in 𝑋 ′\C is a weak equivalence if an only if its
image in C has the same property. Therefore, the functor L𝑥! is an equivalence
of categories if and only if it is fully faithful.3 Finally, we conclude that the
functor R𝑥! is an equivalence of categories if and only if, for any cofibration
𝑓 : 𝑋 → 𝑌 , the associated map 𝑦 : 𝑌 → 𝑌 ′ is a weak equivalence. For instance,
this is the case whenever the map 𝑥 is a trivial cofibration (since the class
of trivial cofibrations is stable under push-outs). It is time to remark that the
3 Given an adjunction 𝑢 : 𝐴⇄ 𝐵 : 𝑣, if the left adjoint 𝑢 is fully faithful (or, equivalently, if the

unit map 𝑎→ 𝑣(𝑢(𝑎) ) is invertible for any object 𝑎 of 𝐴), then the functor 𝑣 is a localisation
of 𝐵 by the class of maps whose image by 𝑣 is invertible. Therefore, if 𝑢 is fully faithful and if
𝑣 is conservative, both 𝑢 and 𝑣 are equivalences of categories and are quasi-inverses to each
other.



50 Basic homotopical algebra

functor 𝑥! preserves weak equivalence, from which one checks that the functors
R𝑥! turn the map

𝑋 ↦→ ho(𝑋\C)

into a functor from C to the opposite of the category of locally small categories.
Since the class of equivalences of categories satisfies the ‘two-out-of-three’
property, by virtue of Ken Brown’s lemma (2.2.7), we conclude that any weak
equivalence between cofibrant objects 𝑥 : 𝑋 → 𝑋 ′ induces an equivalence of
categories R𝑥!, and this achieves the proof. □

Corollary 2.3.28. Consider a coCartesian square of the form (2.3.27.1). If the
morphism 𝑓 is a cofibration and if both 𝑋 and 𝑋 ′ are cofibrant, then this is a
homotopy coCartesian square.

Proof We choose a factorisation of the map 𝑥 into a cofibration 𝑖 : 𝑋 → 𝑋 ′′

followed by a weak equivalence 𝑝 : 𝑋 ′′ → 𝑋 ′. The commutative square above
now is the composition of two coCartesian squares of the form below.

𝑋 𝑋 ′′ 𝑋 ′

𝑌 𝑌 ′′ 𝑌 ′

𝑖

𝑓 𝑓 ′′

𝑝

𝑓 ′

𝑗 𝑞

The left hand commutative square is homotopy coCartesian (2.3.23), and,
therefore, as explained in Remark 2.3.24, it is sufficient to prove that the induced
map 𝑞 is a weak equivalence. In other words, we may assume that, furthermore,
the map 𝑥 is a weak equivalence, and it is sufficient to prove that, under this
additional assumption, the map 𝑦 is a weak equivalence, which follows from
the preceding proposition. □

Corollary 2.3.29. In Corollary 2.3.17, one may only assume that all objects
are cofibrant and that 𝑥′ and 𝑦′ are cofibrations, and still get to the same
conclusion.

2.4 Model structures ex nihilo

2.4.1. As we have mentioned in Proposition 2.1.9, the small object argument
is one of the possible tools to construct weak factorisation systems. When, in
a model category structure, the weak factorisation systems (Cof,W ∩ Fib) and
(W ∩ Cof,Fib) can be constructed out of the small object argument, we say
that the model category is cofibrantly generated. In that case, we thus have the
existence of a small set 𝐼 of cofibrations, as well as of a small set 𝐽 of trivial
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cofibrations, such that 𝑙 (𝑟 (𝐼)) = Cof and 𝑙 (𝑟 (𝐽)) = W ∩ Cof. We then say that
𝐼 and 𝐽 generate the class of cofibrations and the class of trivial cofibrations,
respectively.

Example 2.4.2. Let 𝐴 be a ring, and C = Comp (𝐴) be the category of (possibly
unbounded) cochain complexes of (left) 𝐴-modules. This category has a struc-
ture of cofibrantly generated model category, for which the weak equivalences
are the quasi-isomorphisms and the fibrations are the epimorphims (i.e. the
maps which are surjective in each degree); see the second chapter of [Hov99],
for instance. A generic set of cofibrations is given by all the shifts of the in-
clusion of the ring 𝐴 (seen as a complex of 𝐴-modules concentrated in degree
zero) into the mapping cone of the identity of 𝐴. A generating set of trivial
cofibration is given by all shifts of inclusion of 0 into the mapping cone of the
identity of 𝐴. (This example will not be used in these notes.)

2.4.3. The purpose of this chapter is to explain a general procedure to construct
cofibrantly generated model category structures on categories of presheaves of
sets over a fixed small category, following a previous work [Cis06] of the author
of these notes. The idea is simple: it consists in following step by step most
of the book of Gabriel and Zisman [GZ67] on the homotopy theory of Kan
complexes, and to see that significant part of it makes sense in a wide generality.
The idea of promoting the book of Gabriel and Zisman into a general way to
define homotopy theories ex nihilo comes from the early work of Fabien Morel
on homotopy theory of schemes [Mor06].

From now on, we fix a small category 𝐴. In this chapter, all presheaves are
presheaves of sets over 𝐴.

Definition 2.4.4. A cellular model is a small set 𝑀 of monomorphisms of
presheaves such that the class 𝑙 (𝑟 (𝑀)) is the class of all monomorphisms of
presheaves.

Cellular models always exist: for instance, the set of monomorphisms of the
form 𝐾 → 𝐿, where 𝐿 run over the quotients of representable presheaves, is a
cellular model; see Example 2.1.11.

But some cellular models are nicer than others.

Example 2.4.5. If 𝐴 is an Eilenberg-Zilber category (e.g. 𝐴 = ΔΔΔ), it follows
right away from Theorem 1.3.8 that the boundary inclusions 𝜕ℎ𝑎 → ℎ𝑎,
𝑎 ∈ Ob(𝐴), do form a cellular model: indeed, this theorem shows that any
monomorphism belongs to the smallest saturated class containing boundary
inclusions, and conversely, since the class of monomorphisms or presheaves of
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sets is saturated, it contains the smallest saturated class containing boundary
inclusions; we conclude with the last assertion of Proposition 2.1.9.

Definition 2.4.6. A cylinder of a presheaf 𝑋 is a commutative diagram

(2.4.6.1) 𝑋 ⨿ 𝑋 𝐼𝑋 𝑋
(𝜕0 ,𝜕1 )

(1𝑋 ,1𝑋 )

𝜎

in which the map (𝜕0, 𝜕1) is a monomorphism.4

Remark 2.4.7. Given a category C, we have the category End (C) of endo-
functors of C. This is a monoidal category whose tensor product is defined by
composition of functors. Of course, the category End (C) acts on the left on C:

(𝐹, 𝑋) ↦→ 𝐹 ⊗ 𝑋 = 𝐹 (𝑋)

With this convention, any natural transformation 𝑢 : 𝐹 → 𝐺 in End (C) and
any morphism 𝑝 : 𝑋 → 𝑌 in C induce a morphism

𝑢 ⊗ 𝑝 : 𝐹 ⊗ 𝑋 → 𝐺 ⊗ 𝑌 .

If we write 1 for the identity of C, we also have 1 ⊗ 𝑋 = 𝑋 .

Definition 2.4.8. A functorial cylinder is an endofunctor 𝐼 of the category
of presheaves endowed with a morphism (𝜕0, 𝜕1) : 1 ⨿ 1 → 𝐼 as well as a
morphism 𝜎 : 𝐼 → 1 such that, for any presheaf 𝑋 , the diagram

(2.4.8.1) 𝑋 ⨿ 𝑋 𝐼 ⊗ 𝑋 𝑋
(𝜕0⊗1𝑋 ,𝜕1⊗1𝑋 ) 𝜎⊗1𝑋

is a cylinder of 𝑋 .
An exact cylinder is such a functorial cylinder satisfying the following prop-

erties.

DH1. The functor 𝐼 commutes with small colimits and preserves monomor-
phisms.

DH2. For any monomorphism of presheaves 𝑗 : 𝐾 → 𝐿, the commutative
square

𝐾 𝐿

𝐼 ⊗ 𝐾 𝐼 ⊗ 𝐿

𝑗

𝜕𝜀⊗1𝐾 𝜕𝜀⊗1𝐿
1𝐼⊗ 𝑗

is Cartesian for 𝜀 = 0, 1.
4 This means that both maps 𝜕𝑖 : 𝑋 → 𝐼𝑋 are monomorphisms and that the intersection of the

image of 𝜕0 and of the image of 𝜕1 is empty.
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Remark 2.4.9. Given a Cartesian square of presheaves

𝑋 𝑌

𝑍 𝑇

in which all maps are monomorphisms, the induced morphism 𝑌 ⨿𝑋 𝑍 → 𝑇 is
a monomorphism, whose image is denoted by𝑌 ∪ 𝑍 . We thus have an inclusion

𝑌 ∪ 𝑍 ⊂ 𝑇 .

We will write {𝜀} for the subobject of 𝐼 determined by the monomorphism
𝜕𝜀 : 1→ 𝐼. We thus have canonical inclusions

𝐾 ≃ {𝜀} ⊗ 𝐾 ⊂ 𝐼 ⊗ 𝐾

for 𝜀 = 0, 1. The axiom DH2 now means that we have inclusions

𝐼 ⊗ 𝐾 ∪ {𝜀} ⊗ 𝐿 ⊂ 𝐼 ⊗ 𝐿

for 𝜀 = 0, 1.
We shall also write

𝜕𝐼 = {0} ⨿ {1} .

Since colimits are universal in any category of presheaves (i.e. pulling back
along a morphism of presheaves defines a functor which preserves small col-
imits), the inclusion 𝜕𝐼 → 𝐼, together with any monomorphism of presheaves
𝑗 : 𝐾 → 𝐿, gives a Cartesian square made of monomorphisms

𝜕𝐼 ⊗ 𝐾 𝐼 ⊗ 𝐾

𝜕𝐼 ⊗ 𝐿 𝐼 ⊗ 𝐿

1𝜕𝐼⊗ 𝑗 1𝐼⊗ 𝑗

and, therefore, induces a canonical inclusion

𝐼 ⊗ 𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 ⊂ 𝐼 ⊗ 𝐿 .

Example 2.4.10. If 𝐼 is an interval (i.e. a cylinder object of the final presheaf),
the functor 𝑋 ↦→ 𝐼 × 𝑋 is an exact cylinder. For instance, one may always take
the subobject classifier 𝐼 = Ω; see 2.1.11.

Definition 2.4.11. Given a exact cylinder 𝐼, a class of morphisms of presheaves
An is a class of 𝐼-anodyne extension if it satisfies the following properties.

An0. There exists a small set of monomorphisms of presheaves Λ such that
An = 𝑙 (𝑟 (Λ)) (in particular, the class An is saturated and is a subclass of
the class of monomorphisms).
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An1. For any monomorphism of presheaves 𝐾 → 𝐿, the induced morphism
𝐼 ⊗ 𝐾 ∪ {𝜀} ⊗ 𝐿 → 𝐼 ⊗ 𝐿 is in An for 𝜀 = 0, 1.

An2. For any map 𝐾 → 𝐿 in An, the induced map 𝐼 ⊗ 𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 → 𝐼 ⊗ 𝐿 is
in An.

A homotopical structure is the data of an exact cylinder 𝐼, together with a class
of 𝐼-anodyne extensions.

Example 2.4.12. The class of monomorphisms is a class of 𝐼-anodyne exten-
sions (for any 𝐼).

Example 2.4.13. Given an exact cylinder 𝐼, together with a small set of mono-
morphisms of presheaves 𝑆, one can construct the smallest class of 𝐼-anodyne
extensions containing 𝑆 as follows. First, we choose a cellular model 𝑀 , and
we define the set Λ0

𝐼
(𝑆, 𝑀) as:

(2.4.13.1) Λ0
𝐼 (𝑆, 𝑀) = 𝑆∪{𝐼⊗𝐾∪{𝜀}⊗𝐿 → 𝐼⊗𝐿 | 𝐾 → 𝐿 ∈ 𝑀 , 𝜀 = 0, 1} .

For 𝑛 ≥ 0, we put

(2.4.13.2) Λ𝑛+1𝐼 (𝑆, 𝑀) = {𝐼 ⊗ 𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 → 𝐼 ⊗ 𝐿 | 𝐾 → 𝐿 ∈ Λ𝑛𝐼 (𝑆, 𝑀)} ,

and finally:

(2.4.13.3) Λ𝐼 (𝑆, 𝑀) =
⋃
𝑛≥0

Λ𝑛𝐼 (𝑆, 𝑀) .

Then the class An𝐼 (𝑆) = 𝑙 (𝑟 (Λ𝐼 (𝑆, 𝑀))) (i.e. the smallest saturated class of
maps containing Λ𝐼 (𝑆, 𝑀))) is the smallest class of 𝐼-anodyne extensions con-
taining 𝑆. Indeed, it is clear that any class of 𝐼-anodyne extensions containing
𝑆 also contains Λ𝐼 (𝑆, 𝑀)), and thus the smallest saturated class of maps con-
taining the latter, which is An𝐼 (𝑆). Therefore, it is sufficient to check that the
class An𝐼 (𝑆) itself is a class of 𝐼-anodyne extensions. Axiom An0 is true by
construction. For this we note that, since it preserves small colimits, the functor
𝐼 has a right adjoint 𝑋 ↦→ 𝑋 𝐼 . The inclusion {𝜀} ⊂ 𝐼 induces a natural map
𝑋 𝐼 → 𝑋 {𝜀} = 𝑋 . Henceforth, any morphism of presheaves 𝑋 → 𝑌 defines a
commutative square

𝑋 𝐼 𝑌 𝐼

𝑋 𝑌

and thus a canonical map 𝑋 𝐼 → 𝑌 𝐼 ×𝑌 𝑋 . For any monomorphism 𝐾 → 𝐿 we
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get a correspondence of the form:

(2.4.13.4)
𝐼 ⊗ 𝐾 ∪ {𝜀} ⊗ 𝐿 𝑋

𝐼 ⊗ 𝐿 𝑌

𝑎′

𝑏′

ℎ′ ↭

𝐾 𝑋 𝐼

𝐿 𝑌 𝐼 ×𝑌 𝑋

𝑎

𝑏

ℎ

In the case where the map 𝑋 → 𝑌 has the right lifting property with respect
to elements of Λ𝐼 (𝑆, 𝑀)), we see from formula (2.4.13.1) and from correspon-
dence (2.4.13.4) that the map 𝑋 𝐼 → 𝑌 𝐼 ×𝑌 𝑋 has the right lifting property
with respect to any element of the cellular model 𝑀 , and thus, with respect to
any monomorphism (since 𝑀 generates the class of monomorphisms). Using
correspondence (2.4.13.4) again, this proves Axiom An1. The proof of axiom
An2 is similar (replacing (2.4.13.1) by (2.4.13.2), 𝑀 by Λ𝐼 (𝑆, 𝑀)), and {𝜀} by
𝜕𝐼).

From now on, we assume that a homotopical structure is given: an exact
cylinder 𝐼 together with a class An of 𝐼-anodyne extensions.

Definition 2.4.14. Let 𝑓0, 𝑓1 : 𝐾 → 𝑋 be two morphisms of presheaves. An
𝐼-homotopy from 𝑓0 to 𝑓1 is a map ℎ : 𝐼 ⊗ 𝐾 → 𝑋 such that ℎ(𝜕𝜀 ⊗ 1𝐾 ) = 𝑓𝜀

for 𝜀 = 0, 1.
We denote by [𝐾, 𝑋] the quotient of the set Hom(𝐾, 𝑋) by the smallest

equivalence relation generated by the relation of being connected by an 𝐼-
homotopy. Two maps 𝑓0, 𝑓1 : 𝐾 → 𝑋 are said to be 𝐼-homotopic if they have
the same class in [𝐾, 𝑋]; equivalently, this means that there is a finite sequence
of maps ℎ𝑖 : 𝐼 ⊗ 𝐾 → 𝑋 , 1 ≤ 𝑖 ≤ 𝑛, such that ℎ1 (𝜕0 ⊗ 1𝐾 ) = 𝑓0 and
ℎ𝑛 (𝜕1 ⊗ 1𝐾 ) = 𝑓1, and such that, for each 𝑖, 1 < 𝑖 ≤ 𝑛, there exists 𝜀 and 𝜂 in
{0, 1} such that ℎ𝑖−1 (𝜕𝜂 ⊗ 1𝐾 ) = ℎ𝑖 (𝜕𝜀 ⊗ 1𝐾 ).

The functoriality of the cylinder 𝐼 ensures that this equivalence relation is
compatible with composition. There is thus a well defined category of pre-
sheaves up to 𝐼-homotopy (whose objects are presheaves, and whose sets of
morphisms are the quotients of the form [𝐾, 𝑋]).

A morphism of presheaves is an 𝐼-homotopy equivalence if it defines an
isomorphism in the category of presheaves up to 𝐼-homotopy.

The Yoneda Lemma applied to the category of presheaves up to 𝐼-homotopy
gives the following characterisation of 𝐼-homotopy equivalences.

Proposition 2.4.15. For a morphism of presheaves 𝑓 : 𝑋 → 𝑌 , the following
conditions are equivalent.

(a) The map 𝑓 is an 𝐼-homotopy equivalence.
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(b) There exists a morphism 𝑔 : 𝑌 → 𝑋 such that 𝑔 𝑓 is 𝐼-homotopic to 1𝑋
and 𝑓 𝑔 is 𝐼-homotopic to 1𝑌 .

(c) For any presheaf 𝐾 , the induced map 𝑓∗ : [𝐾, 𝑋] → [𝐾,𝑌 ] is bĳective.
(d) For any presheaf𝑊 , the induced map 𝑓 ∗ : [𝑌,𝑊] → [𝑋,𝑊] is bĳective.

Definition 2.4.16. A morphism of presheaves 𝑓 : 𝑋 → 𝑌 is a strong deforma-
tion retract (the dual of a strong deformation retract ) if there exists a morphism
𝑔 : 𝑌 → 𝑋 as well as a morphism ℎ : 𝐼 ⊗ 𝑌 → 𝑌 (as well as a morphism
𝑘 : 𝐼 ⊗ 𝑋 → 𝑋 , respectively) such that:

(i) 𝑔 𝑓 = 1𝑋 ( 𝑓 𝑔 = 1𝑌 , respectively);
(ii) ℎ(𝜕0⊗1𝑌 ) = 1𝑌 and ℎ(𝜕1⊗1𝑌 ) = 𝑓 𝑔 (𝑘 (𝜕0⊗1𝑋) = 1𝑋 and 𝑘 (𝜕1⊗1𝑋) =

𝑔 𝑓 , respectively);
(iii) ℎ(1𝐼 ⊗ 𝑓 ) = 𝜎 ⊗ 𝑓 ( 𝑓 𝑘 = 𝜎 ⊗ 𝑓 , respectively).

Recall from Example 2.1.11 that we call trivial fibrations the morphisms
of presheaves which have the right lifting property with respect to monomor-
phisms.

Proposition 2.4.17. Any trivial fibration is the dual of a strong deformation
retract, and any section of a trivial fibration is a strong deformation retract. In
particular, any trivial fibration has a section, and is an 𝐼-homotopy equivalence.

Proof Let 𝑝 : 𝑋 → 𝑌 be a trivial fibration. Since the map from the empty
presheaf to any presheaf is a monomorphism, the following solid commutative
square admits a filler.

∅ 𝑋

𝑌 𝑌

𝑝𝑠

Hence the existence of sections. Let us assume that such a section 𝑠 is provided.
Since 𝑠 must be a monomorphism, the expression 𝐼 ⊗𝑌 ∪ 𝜕𝐼 ⊗ 𝑋 makes sense.
We thus have a solid commutative diagram

𝐼 ⊗ 𝑌 ∪ 𝜕𝐼 ⊗ 𝑋 𝑋

𝐼 ⊗ 𝑋 𝑌

(𝑠 (𝜎⊗1𝑌 ) , (1𝑋 ,𝑠𝑝) )

𝑝
𝑘

𝑝 (𝜎⊗1𝑋 )

which admits a filler 𝑘 . □

Definition 2.4.18. A naive fibration is a morphism with the right lifting prop-
erty with respect to the given class An of 𝐼-anodyne extensions. A presheaf 𝑋
is fibrant if the map from 𝑋 to the final presheaf is a naive fibration.
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A morphism of presheaves is a cofibration if it is a monomorphism.
A morphism of presheaves 𝑓 : 𝑋 → 𝑌 is a weak equivalence if, for any

fibrant presheaf𝑊 , the induced map

𝑓 ∗ : [𝑌,𝑊] → [𝑋,𝑊]

is bĳective.

Theorem 2.4.19. With this definition of weak equivalences and of cofibrations,
we have a cofibrantly generated model category structure on the category of
presheaves over 𝐴. Moreover, a presheaf is fibrant precisely when its map to
the final presheaf is a naive fibration, and a morphism between fibrant objects
is a fibration if and only if it is a naive fibration.

Remark 2.4.20. Any cofibrantly generated model category structure on the ca-
tegory of presheaves over 𝐴 in which the cofibrations are the monomorphisms
can be obtained in this way: if 𝐽 is a generating set of the class of trivial cofi-
brations (i.e. such that 𝑙 (𝑟 (𝐽)) is the class of trivial cofibrations), we can take
as exact cylinder the one defined as the cartesian product with the subobject
classifier Ω (2.4.10), and consider the smallest class of Ω-anodyne maps gen-
erated by 𝐽 (2.4.13). Using the fact that the projections Ω × 𝑋 → 𝑋 are trivial
fibrations, we see that the model category structure obtained by the theorem
above is the one we started from.

The proof of Theorem 2.4.19 will require quite a few steps, and is the goal
of the remaining part of this chapter.

Remark 2.4.21. By virtue of the characterisation of 𝐼-homotopy equivalences
given by condition (d) of Proposition 2.4.15, the class of weak equivalences
contains the class of 𝐼-homotopy equivalences. Furthermore, it is clear that
the class of weak equivalences has the two-out-of-three property and is stable
under retracts. Proposition 2.4.17 tells us that any trivial fibration is a weak
equivalence. As explained in Example 2.1.11, any morphism can be factored
into a cofibration followed by a trivial fibration (possibly using the small object
argument).

Remark 2.4.22. For any generating set Λ of the class of 𝐼-anodyne maps, one
can apply the small object argument (2.1.9). In particular, any morphism of
presheaves 𝑓 admits a (functorial) factorisation of the form 𝑓 = 𝑝𝑖 with 𝑖 an
𝐼-anodyne map and 𝑝 a naive fibration.

Lemma 2.4.23. A morphism of presheaves is a trivial fibration if and only if it
has both properties of being a weak equivalence and of having the right lifting
property with respect to trivial cofibrations.
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Proof Since any trivial cofibration is a monomorphism and since we already
know that any trivial fibration is a weak equivalence, this is certainly a nec-
essary condition. Conversely, let 𝑝 : 𝑋 → 𝑌 be a morphism which is a weak
equivalence and has the right lifting property with respect to trivial cofibra-
tions. We may choose a factorisation 𝑝 = 𝑞 𝑗 where 𝑗 is a cofibration and 𝑞 is a
trivial fibration. The morphism 𝑗 must be a weak equivalence, and, therefore,
by virtue of the Retract Lemma (2.1.5), the morphism 𝑝 is a retract of 𝑞. Hence
it is a trivial fibration. □

Lemma 2.4.24. Let 𝑋 and 𝑊 be two presheaves, with 𝑊 fibrant. Then the
relation defined by the existence of an 𝐼-homotopy is an equivalence relation
on the set Hom(𝑋,𝑊).

In particular, for any pair of morphisms 𝑢, 𝑣 : 𝑋 → 𝑊 , if 𝑢 = 𝑣 in the
category of presheaves up to 𝐼-homotopy equivalence, then there exists an
𝐼-homotopy from 𝑢 to 𝑣.

Proof It is clear that, for any map 𝑢 from 𝑋 to 𝑊 , there is an 𝐼-homotopy
from 𝑢 to itself (e.g. ℎ = 𝜎 ⊗ 𝑢). Let us prove that, for three morphisms
𝑢, 𝑣, 𝑤 : 𝑋 → 𝑊 , if there is an 𝐼-homotopy ℎ from 𝑢 to 𝑣 as well as an 𝐼-
homotopy 𝑘 from 𝑢 to 𝑤, then there exists an 𝐼-homotopy from 𝑣 to 𝑤. Taking
into account the identifications

𝐼 ⊗ 𝜕𝐼 ⊗ 𝑋 ≃ 𝐼 ⊗ 𝑋 ⨿ 𝐼 ⊗ 𝑋 and {0} ⊗ 𝐼 ⊗ 𝑋 ≃ 𝐼 ⊗ 𝑋 ,

we have a map

((ℎ, 𝑘), 𝜎 ⊗ 𝑢) : 𝐼 ⊗ 𝜕𝐼 ⊗ 𝑋 ∪ {0} ⊗ 𝐼 ⊗ 𝑋 → 𝑊 ,

and the inclusion

𝐼 ⊗ 𝜕𝐼 ⊗ 𝑋 ∪ {0} ⊗ 𝐼 ⊗ 𝑋 → 𝐼 ⊗ 𝐼 ⊗ 𝑋

is an 𝐼-anodyne extension. Therefore, since𝑊 is fibrant, there exists a morphism
𝐻 : 𝐼 ⊗ 𝐼 ⊗ 𝑋 → 𝑊 whose restriction to 𝐼 ⊗ 𝑋 ≃ 𝐼 ⊗ {0} ⊗ 𝑋 coincides with
ℎ, whose restriction to 𝐼 ⊗ 𝑋 ≃ 𝐼 ⊗ {1} ⊗ 𝑋 coincides with 𝑘 , and whose
restriction to 𝐼 ⊗ 𝑋 ≃ {0} ⊗ 𝐼 ⊗ 𝑋 is the constant homotopy 𝜎 ⊗ 𝑢. Let us define
the morphism 𝜂 : 𝐼 ⊗ 𝑋 → 𝑊 by the equality 𝜂 = 𝐻 (𝜕1 ⊗ 1𝐼 ⊗ 1𝑋). We then
have

𝜂(𝜕0 ⊗ 1𝑋) = 𝐻 (𝜕1 ⊗ 1𝐼 ⊗ 1𝑋) (𝜕0 ⊗ 1𝑋)
= 𝐻 (1𝐼 ⊗ 𝜕0 ⊗ 1𝑋) (𝜕1 ⊗ 1𝑋)
= ℎ(𝜕1 ⊗ 1𝑋) = 𝑣

Similarly, one checks that 𝜂(𝜕1 ⊗ 1𝑋) = 𝑤.
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For 𝑤 = 𝑢 and 𝑘 = 𝜎⊗𝑢 the constant 𝐼-homotopy from 𝑢 to itself, this shows
that the relation of 𝐼-homotopy is symmetric. The general case, together with
the property of symmetry, proves the property of transitivity. □

Proposition 2.4.25. Any 𝐼-anodyne map is a weak equivalence.

Proof Let 𝑗 : 𝑋 → 𝑌 be an 𝐼-anodyne map (i.e. an element of the class An),
and𝑊 a fibrant presheaf. We must prove that the induced map

𝑗∗ : [𝑌,𝑊] → [𝑋,𝑊]

is bĳective. The surjectivity is clear (𝑊 being fibrant and 𝑗 an 𝐼-anodyne
extension, it is already true at the level of morphisms of presheaves). Let
𝑦0, 𝑦1 : 𝑌 → 𝑊 be two morphisms of presheaves such that 𝑦0 𝑗 is 𝐼-homotopic
to 𝑦1 𝑗 . Then, by virtue of the preceding lemma, there exists an 𝐼-homotopy
ℎ : 𝐼 ⊗ 𝑋 → 𝑊 from 𝑦0 𝑗 to 𝑦1 𝑗 . This defines a morphism

(ℎ, (𝑦0, 𝑦1)) : 𝐼 ⊗ 𝑋 ∪ 𝜕𝐼 ⊗ 𝑌 → 𝑊 .

On the other hand, since 𝑗 is an 𝐼-anodyne extension, the induced map

𝐼 ⊗ 𝑋 ∪ 𝜕𝐼 ⊗ 𝑌 → 𝐼 ⊗ 𝑌

is 𝐼-anodyne. Therefore, since𝑊 is fibrant, there exists a map 𝐻 : 𝐼 ⊗ 𝑌 → 𝑊

which is an 𝐼-homotopy from 𝑦0 to 𝑦1. □

Proposition 2.4.26. A morphism between fibrant presheaves is a weak equiv-
alence if and only if it is an 𝐼-homotopy equivalence.

Proof This follows right away from the Yoneda Lemma applied to the category
of fibrant presheaves up to 𝐼-homotopy. □

Lemma 2.4.27. A naive fibration is a trivial fibration if and only if it is the
dual of a strong deformation retract.

Proof We already know that this is a necessary condition (2.4.17). Let 𝑝 :

𝑋 → 𝑌 be a naive fibration which is the dual of a strong deformation retract.
We may assume that we have morphisms 𝑠 : 𝑌 → 𝑋 as well as 𝑘 : 𝐼 ⊗ 𝑋 → 𝑋

such that 𝑝𝑠 = 1𝑌 , 𝑘 (𝜕0 ⊗ 1𝑋) = 1𝑋, 𝑘 (𝜕1 ⊗ 1𝑋) = 𝑠𝑝, and 𝑝𝑘 = 𝜎 ⊗ 𝑝. We
must prove that any commutative square of the form

𝐾 𝑋

𝐿 𝑌

𝑎

𝑖 𝑝

𝑏
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in which 𝑖 is a monomorphism has a filler 𝑙 : 𝐿 → 𝑋 . We have a morphism

𝑢 = (𝑘 (1𝐼 ⊗ 𝑎), 𝑠𝑏) : 𝐼 ⊗ 𝐾 ∪ {1} ⊗ 𝐿 → 𝑋 .

And the monomorphism 𝑖 induces an 𝐼-anodyne extension

𝑗 : 𝐼 ⊗ 𝐾 ∪ {1} ⊗ 𝐿 → 𝐼 ⊗ 𝐿 .

Therefore, the commutative square

𝐼 ⊗ 𝐾 ∪ {1} ⊗ 𝐿 𝑋

𝐼 ⊗ 𝐿 𝑌

𝑗

𝑢

𝑝

𝜎⊗𝑏

ℎ

admits a filler ℎ. We put 𝑙 = ℎ(𝜕0 ⊗ 1𝐿). We then have

𝑝𝑙 = 𝑝ℎ(𝜕0 ⊗ 1𝐿) = (𝜎 ⊗ 𝑏) (𝜕0 ⊗ 1𝐿) = 𝑏
𝑙𝑖 = ℎ(𝜕0 ⊗ 1𝐿)𝑖 = ℎ(1𝐼 ⊗ 𝑖) (𝜕0 ⊗ 1𝐾 )
= 𝑘 (1𝐼 ⊗ 𝑎) (𝜕0 ⊗ 1𝐾 ) = 𝑘 (𝜕0 ⊗ 1𝑋)𝑎 = 𝑎

and this achieves the proof. □

Lemma 2.4.28. A naive fibration with fibrant codomain is a weak equivalence
if and only if it is a trivial fibration.

Proof Let 𝑝 : 𝑋 → 𝑌 be a naive fibration, with 𝑌 fibrant, and assume that 𝑝
is a weak equivalence as well. By virtue of Proposition 2.4.26, the map 𝑝 is an
𝐼-homotopy equivalence. Furthermore, Lemma 2.4.24 ensures that there exists
morphism 𝑡 : 𝑌 → 𝑋 as well as an 𝐼-homotopy 𝑘 : 𝐼 ⊗ 𝑌 → 𝑌 from 1𝑌 to 𝑝𝑡.
In particular, we have the following commutative square.

𝑌 𝑋

𝐼 ⊗ 𝑌 𝑌

𝑡

𝜕1⊗1𝑌 𝑝

𝑘

𝑘′

Let us put 𝑠 = 𝑘 ′ (𝜕0 ⊗ 1𝑌 ). We then have:

𝑝𝑠 = 𝑝𝑘 ′ (𝜕0 ⊗ 1𝑌 ) = 𝑘 (𝜕0 ⊗ 1𝑌 ) = 1𝑌 .

Since 𝑝 is an 𝐼-homotopy equivalence, using Lemma 2.4.24 once more, there
is an 𝐼-homotopy ℎ from the identity of 𝑋 to the map 𝑠𝑝. In particular, under
the identifications

𝐼 ⊗ 𝑋 ≃ {1} ⊗ 𝐼 ⊗ 𝑋 and 𝐼 ⊗ 𝑋 ⨿ 𝐼 ⊗ 𝑋 ≃ 𝐼 ⊗ 𝜕𝐼 ⊗ 𝑋 ,
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this defines a morphism

(𝜎 ⊗ 𝑠𝑝, (ℎ, 𝑠𝑝ℎ)) : {1} ⊗ 𝐼 ⊗ 𝑋 ∪ 𝐼 ⊗ 𝜕𝐼 ⊗ 𝑋 → 𝑋 .

Finally we have a commutative square

{1} ⊗ 𝐼 ⊗ 𝑋 ∪ 𝐼 ⊗ 𝜕𝐼 ⊗ 𝑋 𝑋

𝐼 ⊗ 𝐼 ⊗ 𝑋 𝐼 ⊗ 𝑋 𝑌

(𝜎⊗𝑠𝑝, (ℎ,𝑠𝑝ℎ) )

𝑝
𝐻

1𝐼⊗𝜎⊗1𝑋 𝑝ℎ

which has a filler 𝐻. We define 𝐾 = 𝐻 (𝜕0 ⊗ 1𝐼⊗𝑋). The identities

𝐾 (𝜕0 ⊗ 1𝑋) =𝐻 (𝜕0 ⊗ 1𝐼⊗𝑋) (𝜕0 ⊗ 1𝑋) = ℎ(𝜕0 ⊗ 1𝑋) = 1𝑋

𝐾 (𝜕1 ⊗ 1𝑋) =𝐻 (𝜕0 ⊗ 1𝐼⊗𝑋) (𝜕1 ⊗ 1𝑋) = 𝑠𝑝ℎ(𝜕0 ⊗ 1𝑋) = 𝑠𝑝
𝑝𝐾 =𝑝𝐻 (𝜕0 ⊗ 1𝐼⊗𝑋) = 𝑝ℎ(𝜕0 ⊗ 𝜎 ⊗ 1𝑋) = 𝑝(𝜎 ⊗ 1𝑋)

show that 𝑝 is the dual of a strong deformation retract. We conclude with
Lemma 2.4.27. The converse follows from Proposition 2.4.17. □

Corollary 2.4.29. A cofibration with fibrant codomain is a weak equivalence
if and only if it is an 𝐼-anodyne extension.

Proof We already know that any 𝐼-anodyne extension is a weak equivalence
(see Proposition 2.4.25). Let 𝑖 be a cofibration with fibrant codomain. There
exists a factorisation of the form 𝑖 = 𝑞 𝑗 with 𝑗 an 𝐼-anodyne map and 𝑞 a naive
fibration. Since 𝑗 is a weak equivalence, if ever 𝑖 is a weak equivalence, so will
be 𝑞, and therefore, by virtue of Lemma 2.4.28, the morphism 𝑞 is a trivial
fibration. It thus follows from the Retract Lemma (2.1.5) that 𝑖 is a retract of 𝑗
and thus is 𝐼-anodyne. □

Proposition 2.4.30. A cofibration is a weak equivalence if and only if it has
the left lifting property with respect to the class of naive fibrations with fibrant
codomain.

Proof Let 𝑖 : 𝐾 → 𝐿 be a cofibration. Let us choose an 𝐼-anodyne extension
with fibrant codomain 𝑗 : 𝐿 → 𝐿′.

Assume that 𝑖 is a trivial cofibration. For any commutative square

𝐾 𝑋

𝐿 𝑌

𝑎

𝑖 𝑝

𝑏

with 𝑝 a naive fibration with fibrant codomain, we may assume that there is a
map 𝑏′ : 𝐿′ → 𝑌 such that 𝑏′ 𝑗 = 𝑏. Since 𝑗𝑖 is a trivial cofibration with fibrant
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codomain, the previous corollary tells us that there exists a map 𝑙′ : 𝐿′ → 𝑋

such that 𝑝𝑙′ = 𝑏′ and 𝑙′ 𝑗𝑖 = 𝑎. Therefore, the map 𝑙 = 𝑙′ 𝑗 is a filler of the
square above.

Conversely, if 𝑖 has the left lifting property with respect to the class of naive
fibrations with fibrant codomain, we may choose a factorisation of the map
𝑗𝑖 into an 𝐼-anodyne extension 𝑘 followed by a naive fibration (with fibrant
codomain) 𝑝. The Retract Lemma implies that 𝑗𝑖 is a retract of 𝑘 , hence is
𝐼-anodyne. In particular, the map 𝑗𝑖 is a trivial cofibration. Since 𝑗 has the
same property, the map 𝑖 itself must be a trivial cofibration as well. □

Corollary 2.4.31. The class of trivial cofibrations is saturated.

Proof Any class of maps defined by left lifting property with respect to a
given class of maps is saturated. □

The last part of the proof of Theorem 2.4.19 consists in exhibiting a small
set of generating trivial cofibrations. This requires a few more steps, includ-
ing a closer look at the proof of the small object argument in the case of
monomorphisms of presheaves.

Lemma 2.4.32. Any strong deformation retract is an 𝐼-anodyne extension.

Proof Let 𝑖 : 𝐾 → 𝐿 be a strong deformation retract. Then there is a morphism
𝑟 : 𝐿 → 𝐾 such that 𝑟𝑖 = 1𝐾 , as well as an 𝐼-homotopy ℎ from 1𝐿 to 𝑖𝑟, such
that ℎ(1𝐼 ⊗ 𝑖) = (𝜎⊗1𝐿) (1𝐼 ⊗ 𝑖) = 𝜎⊗ 𝑖. Let us consider a commutative square
of the following form

𝐾 𝑋

𝐿 𝑌

𝑎

𝑖 𝑝

𝑏

with 𝑝 a naive fibration. We want to prove the existence of a filler 𝑙 : 𝐿 → 𝑋 .
The solid commutative square below has a filler 𝑘 .

𝐼 ⊗ 𝐾 ∪ {0} ⊗ 𝐿 𝑋

𝐼 ⊗ 𝐿 𝑌

(𝜎⊗𝑎,𝑎𝑟 )

𝑝

𝑏ℎ

𝑘

We define 𝑙 = 𝑘 (𝜕1 ⊗ 1𝐿) and check that 𝑙𝑖 = 𝑎 and 𝑝𝑙 = 𝑏. □

Lemma 2.4.33. Any 𝐼-anodyne extension between fibrant presheaves is a
strong deformation retract.
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Proof Let 𝑖 : 𝐾 → 𝐿 be an 𝐼-anodyne extension, with both 𝐾 and 𝐿 fibrant.
There exists a retraction 𝑟 of 𝑖. The filler ℎ in the diagram

𝐼 ⊗ 𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 𝐿

𝐼 ⊗ 𝐿

(𝜎⊗𝑖, (1𝐿 ,𝑖𝑟 ) )

ℎ

turns 𝑖 into a strong deformation retract. □

Proposition 2.4.34. For a monomorphism 𝑖 : 𝐾 → 𝐿, with both 𝐾 and 𝐿 being
fibrant presheaves, the following conditions are equivalent:

(i) it is a weak equivalence;
(ii) it is an 𝐼-anodyne extension;
(iii) it is a strong deformation retract.

Proof The equivalence between conditions (i) and (ii) is a special case of
Corollary 2.4.29. The equivalence between conditions (ii) and (iii) follows
from Lemmas 2.4.32 and 2.4.33. □

We leave the proof of the following lemma as an exercise (it is sufficient to
prove it in the category of sets to make it true of presheaves). A full proof can
be found in [Cis06, Lemme 1.2.32], though.

Lemma 2.4.35. In any category of presheaves, we have the following proper-
ties.

(a) For any commutative diagram

𝑋1 𝑋0 𝑋2

𝑆1 𝑆0 𝑆2

𝑥1

𝑖1 𝑖0

𝑥2

𝑖2

𝑠1 𝑠2

in which the map 𝑖2 as well as the canonical map 𝑋1 ⨿𝑋0
𝑆0 → 𝑆1 are

monomorphism, the induced map

𝑋1 ⨿𝑋0
𝑋2 → 𝑆1 ⨿𝑆0 𝑆2

is a monomorphism.
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(b) For any commutative diagram of the form

𝑋1 𝑋0 𝑋2

𝑆1 𝑆0 𝑆2

𝑌1 𝑌0 𝑌2

𝑥1

𝑖1 𝑖0

𝑥2

𝑖2

𝑠1 𝑠2

𝑗1

𝑦1

𝑗0

𝑦2

𝑗2

if the vertical maps as well as the maps 𝑥1, 𝑠1 and 𝑦1 all are monomor-
phisms, and if the commutative squares of the left column are Cartesian,
then the induced map
(𝑋1×𝑆1𝑌1)⨿(𝑋0×𝑆0𝑌0 ) (𝑋2×𝑆2𝑌2) → (𝑋1⨿𝑋0

𝑋2)×(𝑆1⨿𝑆0𝑆2 ) (𝑌1⨿𝑌0𝑌2)
is a isomorphism.

(c) For any small family of maps of the form 𝑋𝑖 → 𝑆𝑖 ← 𝑌𝑖 , the canonical
map ∐

𝑖

(𝑋𝑖 ×𝑆𝑖 𝑌𝑖) → (
∐
𝑖

𝑋𝑖) ×(∐𝑖 𝑆𝑖 ) (
∐
𝑖

𝑌𝑖)

is invertible.

2.4.36. Let us recall a special case of the construction provided by the small
object argument. Let us fix a set Λ of monomorphisms. We define two functors
𝑆 and 𝐵 as follows: for any presheaf 𝑋 , we have

𝑆(𝑋) =
∐

𝑖:𝐾→𝐿∈Λ
Hom(𝐾, 𝑋) × 𝐾 and 𝐵(𝑋) =

∐
𝑖:𝐾→𝐿∈Λ

Hom(𝐾, 𝑋) × 𝐿

There is a canonical map 𝑠𝑋 : 𝑆(𝑋) → 𝑋 induced by the evaluation maps
from Hom(𝐾, 𝑋) × 𝐾 to 𝑋 , and we define 𝐿1 (𝑋) by forming the following
coCartesian square.

𝑆(𝑋) 𝑋

𝐵(𝑋) 𝐿1 (𝑋)

𝑠𝑋

𝜆
(1)
𝑋

Given a well orered set 𝐸 , we define, for each element 𝑒 ∈ 𝐸 the functor
𝐿𝑒, together with the natural map 𝜆 (𝑒)

𝑋
: 𝑋 → 𝐿𝑒 (𝑋), as follows. If 𝑒 is the

successor of an element 𝑒0, we put 𝐿𝑒 (𝑋) = 𝐿1 (𝐿𝑒0 (𝑋)), and we define the
map 𝜆 (𝑒)

𝑋
as the composition of 𝜆 (1)

𝐿𝑒0 (𝑋)
with the map 𝜆 (𝑒0 )

𝑋
. If 𝑒 is a limit

element, we define 𝐿𝑒 (𝑋) as the colimit of the 𝐿𝑖 (𝑋)’s for 𝑖 < 𝑒. Finally, we
define 𝐿 (𝑋) as the colimit of the 𝐿𝑒 (𝑋)’s. There is a canonical embedding
𝑋 → 𝐿 (𝑋) which is a transfinite composition of push-outs of elements of Λ,
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and, if 𝐸 is large enough, the map from 𝐿 (𝑋) to the final presheaf has the right
lifting property with respect to Λ.

In the case where Λ generates the given class An of 𝐼-anodyne extension,
this is the way we get a functorial 𝐼-anodyne extension 𝑋 → 𝐿 (𝑋) with fibrant
codomain.5

We shall say that a presheaf 𝑋 is of size < 𝛼 if 𝛼 is a cardinal which is greater
than the set of morphisms of the category 𝐴/𝑋 .

Lemma 2.4.37. The functors 𝐿 and 𝐼 have the following properties.

(i) they preserve monomorphisms;
(ii) they preserve intersections of subobjects;
(iii) there exists an infinite cardinal 𝛼 such that:

(a) for any presheaf 𝑋 , the union of subobjects of size < 𝛼 indexed by
a set of cardinal < 𝛼 is of size < 𝛼;

(b) for any presheaf of size < 𝛼, the presheaves 𝐿 (𝑋) and 𝐼 ⊗ 𝑋 are
of size < 𝛼.

(c) for any presheaf 𝑋 , the presheaf 𝐿 (𝑋) is the union of its subobjects
of the form 𝐿 (𝑉), where 𝑉 runs over the subobjects of size < 𝛼 in
𝑋;

(d) for any well ordered set 𝐸 of cardinal 𝛼 and any increasing family
of subobjects (𝑉𝑒)𝑒∈𝐸 , the union of the 𝐿 (𝑉𝑒)’s is canonically
isomorphic to the image by 𝐿 of the union of the 𝑉𝑒’s.

It follows from the preceding lemma that the functor 𝐿1 preserves monomor-
phisms as well as intersections of subobjects. Since filtered colimits are exact
in any category of presheaves, this proves properties (i) and (ii). Property (iii) is
then a lengthy but elementary exercise of set theory that we leave to the reader.
For a full proof, we refer to [Cis06, Propositions 1.2.16, 1.2.17, and 1.2.35],
for instance.

Lemma 2.4.38. There exists an infinite cardinal 𝛼 such that, for any trivial
cofibration 𝑖 : 𝑋 → 𝑌 and any subpresheaf 𝑈 of size < 𝛼 in 𝑌 , there exists a
subpresheaf𝑉 of size < 𝛼 in𝑌 , containing𝑈, such that the inclusion𝑉∩𝑋 → 𝑉

is a trivial cofibration.

Proof We choose a generating setΛ of the class of 𝐼-anodyne extensions An, so
that An = 𝑙 (𝑟 (Λ)). We construct a functorial 𝐼-anodyne map 𝑙𝑋 : 𝑋 → 𝐿 (𝑋)
with fibrant codomain, as explained in 2.4.36. Finally, we choose a cardinal
5 This construction provides a way to factorize any map: for a map 𝑋 → 𝑌 , seen as presheaf

over 𝐴/𝑌 , we may apply this to the set Λ/𝑌 of maps of presheaves over 𝐴/𝑌 whose image in
the category of presheaves over 𝐴 belongs to Λ.
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𝛼 such that the conclusion of Lemma 2.4.37 hold. Let 𝑖 : 𝑋 → 𝑌 be a
monomorphism of presheaves. We have a commutative square

𝑋 𝐿 (𝑋)

𝑌 𝐿 (𝑌 )

𝑙𝑋

𝑖 𝐿 (𝑖)
𝑙𝑌

in which both horizontal maps are 𝐼-anodyne, and therefore, are weak equiva-
lences. Since 𝐿 (𝑖) is a monomorphism between fibrant presheaves, we conclude
from Proposition 2.4.34 that 𝑖 is a weak equivalence if and only if 𝐿 (𝑖) is a
strong deformation retract.

From now on, we assume that 𝐿 (𝑖) is a strong deformation retract. So there
is a map 𝑟 : 𝐿 (𝑌 ) → 𝐿 (𝑋) such that 𝑟𝐿 (𝑖) = 1𝐿 (𝑋) , as well as an 𝐼-homotopy
ℎ : 𝐼 ⊗ 𝐿 (𝑌 ) → 𝐿 (𝑌 ) from 1𝐿 (𝑌 ) to 𝐿 (𝑖)𝑟 whose restriction to 𝐼 ⊗ 𝐿 (𝑋) is the
constant homotopy 𝜎 ⊗ 1𝐿 (𝑖) .

Let 𝑈 be a subpresheaf of size < 𝛼 in 𝑌 . We shall choose a well ordered set
𝐸 of cardinal 𝛼 and construct a increasing sequence (𝑉𝑒)𝑒∈𝐸 of subobjects of
𝑌 containing𝑈, such that, for any 𝑒 ∈ 𝐸 , if 𝑗𝑒 : 𝑉𝑒 → 𝑌 denotes the inclusion,
the map ℎ sends 𝐼 ⊗ 𝐿 (𝑉𝑒) into 𝐿 (𝑉𝑒+1) (where 𝑒 + 1 denotes the successor of
𝑒). For 𝑒 = 0 the initial element of 𝐸 , we simply put 𝑉0 = 𝑈. Assume that 𝑉𝑖
is already constructed for all 𝑖 < 𝑒. Let us define 𝑉 ′𝑒 as the union of the 𝑉𝑖’s
for 𝑖 < 𝑒. Since 𝐼 ⊗ 𝐿 (𝑉 ′𝑒) is of size < 𝛼, so is its image by the map ℎ, and
since 𝐿 (𝑌 ) is the union of its subobjects of the form 𝐿 (𝑇) with 𝑇 ⊂ 𝑌 of size
𝛼, we see that there exists 𝑉 ′′𝑒 ⊂ 𝑌 of size < 𝛼 such that the image of 𝐼 ⊗ 𝐿 (𝑉 ′𝑒)
by ℎ is contained in 𝐿 (𝑉 ′′𝑒 ). We define 𝑉𝑒 = 𝑉 ′𝑒 ∪ 𝑉 ′′𝑒 , and let 𝑉 be the union
of the 𝑉𝑒’s. Since the union of the 𝐿 (𝑉𝑒)’s is canonically isomorphic to 𝐿 (𝑉),
we check that 𝑟 maps 𝐿 (𝑉) to 𝐿 (𝑉 ∩ 𝑋) and that the restriction of the map ℎ
to 𝐼 ⊗ 𝐿 (𝑉) turns the inclusion 𝐿 (𝑉 ∩ 𝑋) → 𝐿 (𝑉) into a strong deformation
retract. Therefore, the inclusion 𝑉 ∩ 𝑋 → 𝑉 is a trivial cofibration. □

Lemma 2.4.39. There exists a small set 𝐽 of trivial cofibrations such that the
class 𝑙 (𝑟 (𝐽)) coincides with the class of trivial cofibrations.

Proof Let us choose a cardinal 𝛼 such that the conclusion of the preceding
lemma holds. We define 𝐽 to be the set of trivial cofibrations𝑈 → 𝑉 with 𝑉 of
size < 𝛼.

Since the class of trivial cofibrations is saturated (Corollary 2.4.31), it is
clear that any element of the smallest saturated class of maps containing 𝐽 (i.e.
any element of 𝑙 (𝑟 (𝐽))) is a trivial cofibration. It is thus sufficient to prove that
any trivial cofibration belongs to 𝑙 (𝑟 (𝐽)).

Let 𝑖 : 𝑋 → 𝑌 a be a trivial cofibration. Since any totally ordered set has a
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cofinal well ordered subset, by Zorn’s Lemma, there exists a maximal subobject
𝑊 of 𝑌 containing 𝑋 such that the map 𝑋 → 𝑊 belongs to 𝑙 (𝑟 (𝐽)). Let 𝑎 be
a representable presheaf, and 𝑦 ∈ 𝑌𝑎. The image 𝑈 of the map 𝑦 : ℎ𝑎 → 𝑌

is of size < 𝛼, and therefore, there exists a subobject 𝑉 of 𝑌 of size < 𝛼,
containing 𝑈, such that the inclusion 𝑉 ∩𝑊 → 𝑉 belongs to 𝐽. Its push-out
along 𝑉 ∩𝑊 → 𝑊 , namely the map 𝑊 → 𝑉 ∪𝑊 , thus belongs to 𝑙 (𝑟 (𝐽)).
Since𝑊 is maximal, this means that𝑉 ∪𝑊 = 𝑊 , and thus that 𝑦 ∈ 𝑊𝑎. In other
words, we have𝑊 = 𝑌 . □

This achieves the proof of Theorem 2.4.19: once a cellular model has been
chosen, the small object argument and Lemma 2.4.23 show that cofibrations and
fibrations which are weak equivalences do form a weak factorisation system;
the small object argument and Lemma 2.4.39 show that trivial cofibrations and
fibrations form a weak factorisation system; proposition 2.4.30 also asserts that
fibrations between fibrant objects are nothing else than naive fibrations between
fibrant presheaves.

Proposition 2.4.40. Assume that C is a model category, and let 𝐹 : 𝐴 → C

be a colimit preserving functor which sends monomorphisms to cofibrations.
Then 𝐹 is a left Quillen functor (i.e. 𝐹 and its right adjoint form a Quillen
adjunction) if and only if 𝐹 sends 𝐼-anodyne extensions to trivial cofibrations.
If Λ is a generating set of the specified class An of 𝐼-anodyne extensions, then
this property holds whenever 𝐹 sends Λ into the class of trivial cofibrations.

Proof Since the class of trivial cofibrations always is saturated, and since 𝐹
preserves small colimits, the class of morphisms of presheaves which are sent
to a trivial cofibration by 𝐹 is saturated. Therefore, if 𝐹 sends a generating set
of the class of An into the class of trivial cofibrations, then it sends any element
of An to a trivial cofibration. If this is the case, for any morphism of presheaves
𝑓 : 𝑋 → 𝑌 , there is a commutative square

𝑋 𝐿 (𝑋)

𝑌 𝐿 (𝑌 )

𝑓 𝐿 ( 𝑓 )

in which the horizontal maps are 𝐼-anodyne. Therefore, the map 𝐹 ( 𝑓 ) is a weak
equivalence if and only if 𝐹 (𝐿 ( 𝑓 )) has the same property. Furthermore, if 𝑓
is a monomorphism, we may assume that 𝐿 ( 𝑓 ) is a monomorphism between
fibrant presheaves. Therefore, 𝐿 ( 𝑓 ) is a weak equivalence if and only if it is an
𝐼-anodyne extension. Thus, if 𝑓 is a trivial cofibration, 𝐿 ( 𝑓 ) is an 𝐼-anodyne
extension and this implies that 𝐹 ( 𝑓 ) must be a weak equivalence. □
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Remark 2.4.41. It follows from the proof of the preceding proposition that
inverting the elements of An inverts all weak equivalences. However, it might be
the case that the class An is strictly smaller than the class of trivial cofibrations.
We shall see natural examples in both cases: where these two notions coincide
(Theorem 3.1.29), and where they do not (since there are categories whose
nerve is weakly contractible but without any final object (e.g. the set of finite
subsets of an infinite set), Proposition 4.1.7, Corollary 4.1.9, and Theorem 4.3.9
provide a counter-example).

Remark 2.4.42. Lemmas 2.4.37 and 2.4.38 simply are pedestrian ways to prove
a particular case of Jeff Smith’s Theorem [Lur09, Prop. A.2.6.13] for construct-
ing combinatorial model categories.6 Note however that Theorem 2.4.19 gives
more than the mere existence of a model category structure: since it relies on
the description of fibrations with fibrant codomain in terms of a class which
might be smaller than the class of trivial cofibrations, it gives the possibility to
describe such fibrations in several different ways. This will be useful when we
will start doing such constructions in families (i.e. working over a presheaf 𝑋
which is allowed to vary); see the proof of Theorem 4.1.5.

2.5 Absolute weak equivalences

In this chapter, we still consider a fixed small category 𝐴, and we will work in
the category of presheaves of sets over 𝐴. We also assume that an exact cylinder
𝐼 is given, together with a given class An of 𝐼-anodyne maps.

2.5.1. For each presheaf 𝑆, the category of presheaves over 𝐴/𝑆 is canonically
equivalent to the slice category 𝐴/𝑆.

One defines an exact cylinder 𝐼𝑆 on the category of presheaves over 𝐴/𝑆 by
describing its effect on morphisms 𝑓 : 𝑋 → 𝑆, seen as objects of 𝐴/𝑆. The
object 𝐼𝑆 ⊗ (𝑋, 𝑓 ) is the object corresponding to the map

𝜎 ⊗ 𝑓 = 𝑓 (𝜎 ⊗ 1𝑋) : 𝐼 ⊗ 𝑋 → 𝑆 .

Similarly, one defines An𝑆 as the class of morphisms in 𝐴/𝑆 whose image in 𝐴
belong to An. If Λ is a set of generators of An, then we have An𝑆 = 𝑙 (𝑟 (Λ𝑆)),

6 For the reader who already knows what this means: it is easy to see that the class of
𝐼-homotopy equivalences is accessible and that the functor 𝐿 is accessible, so that the class of
weak equivalence is accessible, so that, by virtue of Corollary 2.4.31, we may apply Smith’s
Theorem, and thus get a proof of Theorem 2.4.19.
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where Λ𝑆 stands for the morphisms of 𝐴/𝑆 of the form

𝐾 𝐿

𝑆

𝑢

𝑎 𝑏

such that 𝑢 ∈ Λ. The class An𝑆 is a class of 𝐼𝑆-anodyne extensions in 𝐴/𝑆.
Therefore, applying Theorem 2.4.19 to the category of presheaves over 𝐴/𝑆
with the cylinder 𝐼𝑆 and the class An𝑆 gives a unique model category structure
whose cofibrations are the monomorphisms and whose fibrant objects are the
naive fibrations of codomain 𝑆.

Definition 2.5.2. A morphism of presheaves over 𝑆 is an 𝑆-weak equivalence
if it is a weak equivalence in the model category structure associated to 𝐼𝑆 and
An𝑆 .

A morphism of presheaves 𝑓 : 𝑋 → 𝑌 (over 𝐴) is an absolute weak equiva-
lence if, for any presheaf 𝑆 and any morphism 𝑏 : 𝑌 → 𝑆 the map

𝑋 𝑌

𝑆

𝑓

𝑎=𝑏 𝑓 𝑏

is an 𝑆-equivalence.

Proposition 2.5.3. A monomorphism is in An if and only if it is an absolute
weak equivalence. Similarly, a morphism of presheaves is both a naive fibration
and an absolute weak equivalence if and only if it is a trivial fibration.

Proof It is clear that any 𝐼-anodyne extension is an absolute weak equivalence.
For the converse, let 𝑖 : 𝑋 → 𝑌 be a monomorphism which is an absolute weak
equivalence. Then, in particular, it is a trivial cofibration with fibrant codomain
in 𝐴/𝑌 . By virtue of Corollary 2.4.29, this proves that 𝑖 is an 𝐼-anodyne
extension.

It is obvious that any trivial fibration is both a naive fibration and an absolute
weak equivalence. Conversely, let 𝑓 : 𝑋 → 𝑌 be a morphism which is both a
naive fibration and an absolute weak equivalence. Then one can consider 𝑓 as a
naive fibration with fibrant codomain in 𝐴/𝑌 . Therefore, the map 𝑓 is a trivial
fibration in 𝐴/𝑌 , and thus in 𝐴. □

Proposition 2.5.4. The class of absolute weak equivalences W𝑎 is the smallest
class C satisfying the following conditions.

(a) the class C is stable under composition;
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(b) for any pair of composable morphisms 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 , if
both 𝑓 and 𝑔 𝑓 are in C, so is 𝑔;

(c) An ⊂ C.

Moreover, a morphism of presheaves is an absolute weak equivalence if and
only if it admits a factorisation into an 𝐼-anodyne extension followed by a trivial
fibration.

Proof Let us prove that the class of absolute weak equivalences satisfies these
three properties. Let 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 be a pair of composable
morphisms, and let us assume that 𝑓 is an absolute weak equivalence. Then,
for any morphism 𝑍 → 𝑆, we may see the maps 𝑔 and 𝑔 𝑓 as maps in 𝐴/𝑆, and
it is clear that 𝑔 is an 𝑆-equivalence if and only if 𝑔 𝑓 is an 𝑆-equivalence. This
proves that W𝑎 satisfies properties (a) and (b). Property (c) is already known.

Let us prove the last assertion. Since trivial fibrations and 𝐼-anodyne exten-
sions are in W𝑎, it follows from (a) that any composition of such morphisms
is in W𝑎. Conversely, if 𝑓 is an absolute weak equivalence, then it admits a
factorisation of the form 𝑓 = 𝑝𝑖 with 𝑖 an 𝐼-anodyne extension, and 𝑝 a naive
fibration. Condition (b) ensures that 𝑝 is an absolute weak equivalence as well,
and thus the second assertion of Proposition 2.5.3 implies that 𝑝 is a trivial
fibration.

To finish the proof, let C be a class of morphisms satisfying the conditions
(a), (b) and (c). To prove that W𝑎 ⊂ C, it is sufficient to prove that any trivial
fibration is in C. But this follows from the fact that any trivial fibration has
a section and that any such section is 𝐼-anodyne (being a strong deformation
retract). □

Corollary 2.5.5. Let us consider a pair of composable monomorphisms 𝑓 :

𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 , and assume that 𝑓 is an 𝐼-anodyne extension. Then
the map 𝑔 is an 𝐼-anodyne extension if and only if the map 𝑔 𝑓 has the same
property.

Proof This follows right away from Propositions 2.5.3 and 2.5.4. □

Proposition 2.5.6. Let 𝑓 : 𝑋 → 𝑌 be a map, and 𝑝 : 𝑌 → 𝑆 a naive fibration.
Then 𝑓 is an absolute weak equivalence if and only if the map 𝑝 turns 𝑓 into
an 𝑆-weak equivalence.

Proof We factor 𝑓 into a cofibration 𝑖 : 𝑋 → 𝑋 ′ followed by a trivial fibration
𝑞 : 𝑋 ′ → 𝑌 . Then, by Corollary 2.4.29, 𝑖 is an 𝑆-weak equivalence if and only
if it is in An. Since 𝑞 is a trivial fibration, 𝑖 is an 𝑆-weak equivalence if and
only if 𝑓 is an 𝑆-weak equivalence. Therefore, if 𝑓 an 𝑆-weak equivalence, it
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is the composition of an 𝐼-anodyne map with a trivial fibration, and thus is an
absolute weak equivalence. □

Recall that a supply of 𝐼-anodyne extensions comes from strong deformation
retracts (Lemma 2.4.32). The following statement might thus be meaningful
when it comes to prove that a map is an absolute weak equivalence.

Proposition 2.5.7. For any Cartesian square

𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝑖

𝑞 𝑝

𝑗

in which 𝑝 is a naive fibration and 𝑗 is a strong deformation retract, the map 𝑖
is a strong deformation retract.

Proof Let us choose a retraction 𝑟 : 𝑌 → 𝑌 ′ of 𝑗 as well as a homotopy
ℎ : 𝐼 ⊗ 𝑌 → 𝑌 from 1𝑌 to 𝑗𝑟, such that ℎ(1𝐼 ⊗ 𝑗) = 𝜎 ⊗ 𝑗 . The commutative
square below then has a filler.

𝐼 ⊗ 𝑋 ′ ∪ {0} ⊗ 𝑋 𝑋

𝐼 ⊗ 𝑋 𝑌

(𝜎⊗𝑖,1𝑋 )

𝑝

ℎ(1𝐼⊗𝑝)

𝑘

The maps 𝑢 = 𝑘 (𝜕1 ⊗ 1𝑋) : 𝑋 → 𝑋 and 𝑣 = 𝑟 𝑝 : 𝑋 → 𝑌 ′ satisfy the relations
𝑝𝑢 = 𝑗 𝑣 (because ℎ(𝜕1 ⊗ 1𝑌 ) = 𝑗𝑟) and thus define a unique map 𝑠 : 𝑋 → 𝑋 ′

such that 𝑞𝑠 = 𝑣 and 𝑖𝑠 = 𝑢. We have 𝑠𝑖 = 1𝑋′ because we check that 𝑞𝑠𝑖 = 𝑞
and 𝑖𝑠𝑖 = 𝑖. Hence 𝑖 is a strong deformation retract. □
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The homotopy theory of∞-categories

We will start here by constructing the classical Kan-Quillen model category
structure on the category of simplicial sets, which encodes the homotopy theory
of Kan complexes. We will do this using the general method of the previous
chapter. However, even though this method gives that the fibrant objects are
the Kan complexes, an extra work is needed to prove that the fibrations pre-
cisely are the Kan fibrations. This goal is achieved using Kan’s subdivision
functor, through classical arguments on diagonals of bisimplicial sets. Since
Kan complexes will be shown to be the ∞-groupoids (i.e. the ∞-categories
in which all maps are invertible), and since ∞-groupoids are to ∞-categories
what sets are to categories, this precise understanding of the homotopy the-
ory of Kan complexes is not only a warm up before defining the homotopy
theory of ∞-categories: it will play a fundamental role all along the book (to
understand many fundamental notions such as locally constant presheaves and
localisations). Even the proofs we chose are meaningful with this respect, ei-
ther because they express a categorical intuition (we strongly encourage the
reader to look at Kan’s Ex∞ functor with scrutiny, and to see how obviously it
is related with the idea of inverting arrows), or because possibly generalised
versions of these methods will apply in the homotopy theory of ∞-categories
(generalising the trick of the diagonal of bisimplicial sets is the subject of the
whole subchapter 5.5 below).

The second section is technical, but fundamental: it is all about the compat-
ibility of the homotopy theory of ∞-categories with finite Cartesian products.
In particular, it gives sense to the ∞-category of functors between two given
∞-categories. The third section defines the Joyal model category structure.
However, at that stage, it will not be obvious that the class of fibrant objects
exactly is the class of ∞-categories. The third section, which we took entirely
from Joyal’s work, introduces fundamental constructions such as joins and
slices, as well as a non-trivial lifting property expressing the fact that, although

72
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one cannot compose maps canonically, one can choose inverses coherently
in ∞-categories. The latter will be used in the fourth section. First, to prove
that the Kan complexes exactly are the ∞-groupoids. Second to prove that
a natural transformation is invertible if and only if it is fibrewise invertible.
This will imply that ∞-categories are precisely the fibrant objects of the Joyal
model category struture, and that the fibrations between fibrant objects are the
isofibrations.

After revisiting features of the Joyal model category structures for a couple
of sections, we will come back in Section 3.8 to classical homotopy theory:
the Serre long exact sequence associated to a Kan fibration, from which we
will prove the simplicial version of Whitehead’s theorem: a morphism of Kan
complexes is a homotopy equivalence if and only if it induces an isomorphism of
higher homotopy groups (and a bĳection on the sets of connected components).
This will be used in Section 3.9 to prove a kind of generalisation to∞-categories:
a functor between ∞-categories is an equivalence of ∞-categories if and only
if it is fully faithful and essentially surjective.

3.1 Kan fibrations and the Kan-Quillen model structure

The simplicial set Δ1 has an obvious structure of interval, so that the Cartesian
product functor Δ1× (−) defines an exact cylinder on the category of simplicial
sets.

Definition 3.1.1. An anodyne extension is an element of the smallest class of
Δ1 × (−)-anodyne maps (see Example 2.4.13).

Proposition 3.1.2 (Gabriel and Zisman). The following three classes of mor-
phisms of simplicial sets are equal:

(a) the class of anodyne extensions;
(b) the smallest saturated class of maps containing inclusions of the form

Δ1 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 → Δ1 × Δ𝑛 for 𝑛 ≥ 0 and 𝜀 = 0, 1;

(c) the smallest saturated class containing inclusions of the form

Λ𝑛𝑘 → Δ𝑛 for 𝑛 ≥ 1 and 0 ≤ 𝑘 ≤ 𝑛.

Proof We know that the set 𝑀 of boundary inclusions 𝜕Δ𝑛 → Δ𝑛, 𝑛 ≥ 0, is
a cellular model. With the notations introduced in Example 2.4.13, the class
of anodyne extensions is the class 𝑙 (𝑟 (Λ𝐼 (∅, 𝑀))) with 𝐼 = Δ1 × (−). The
class described in (b) above is the class 𝑙 (𝑟 (Λ0

𝐼
(∅, 𝑀))). To prove that these
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two classes coincide, since, by construction, Λ0
𝐼
(∅, 𝑀) ⊂ Λ𝐼 (∅, 𝑀), it is

sufficient to prove that any element of Λ𝐼 (∅, 𝑀) belongs to 𝑙 (𝑟 (Λ0
𝐼
(∅, 𝑀))).

The explicit description of Λ𝐼 (∅, 𝑀) shows that it is sufficient to prove that, for
any monomorphism of simplicial sets 𝐾 → 𝐿 and for 𝜀 = 0, 1, the inclusion

Δ1 × 𝐾 ∪ {𝜀} × 𝐿 → Δ1 × 𝐿

belongs to the class 𝑙 (𝑟 (Λ0
𝐼
(∅, 𝑀))). Using the correspondence (2.4.13.4), we

see that the class of maps 𝐾 → 𝐿 having this property is saturated. Therefore,
it is sufficient to check this property for the inclusions 𝜕Δ𝑛 → Δ𝑛, in which
case this holds by definition. The equality between the classes (b) and (c)
follows from the lemma below (and the dual version obtained by applying the
auto-equivalence 𝑋 ↦→ 𝑋op), which is a slightly more precise version of the
proposition. □

Lemma 3.1.3. The following two classes of morphisms are equal:

(a) the smallest saturated class of maps containing inclusions of the form

Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 → Δ1 × Δ𝑛 for 𝑛 ≥ 0;

(b) the smallest saturated class containing inclusions of the form

Λ𝑛𝑘 → Δ𝑛 for 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛.

Proof We define two maps

𝑠 : [𝑛] → [1] × [𝑛] and 𝑟 : [1] × [𝑛] → [𝑛]

as follows. We define

𝑠(𝑖) =
{
(0, 𝑖) if 𝑖 < 𝑘 ,
(1, 𝑖) else.

We also put:

𝑟 (0, 𝑖) =
{
𝑖 if 𝑖 ≤ 𝑘 ,
𝑘 else

and 𝑟 (1, 𝑖) =
{
𝑘 if 𝑖 ≤ 𝑘 ,
𝑖 else.

Since the nerve functor preserves products and 𝑁 ( [𝑚]) = Δ𝑚, these maps
define morphisms

𝑠 : Δ𝑛 → Δ1 × Δ𝑛 and 𝑟 : Δ1 × Δ𝑛 → Δ𝑛 .

The image of Λ𝑛
𝑘

by 𝑠must be in the union Δ1×𝜕Δ𝑛∪𝜕Δ1×Δ𝑛 (for cardinality
reasons), and none of the faces of Λ𝑛

𝑘
can be sent in the component {0} × Δ𝑛

(because 𝑘 > 0). Using that (1, 𝑘) is reached by each face of Λ𝑛
𝑘
, we see that

the image of 𝑠 must be in Δ1 × Λ𝑛
𝑘
∪ {1} × Δ𝑛. On the other hand, the image
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of the union Δ1 × Λ𝑛
𝑘
∪ {1} × Δ𝑛 by 𝑟 fits in Λ𝑛

𝑘
. To see this, recall that Λ𝑛

𝑘

is the union of the images of the face maps 𝛿𝑛
𝑖

for 𝑖 ≠ 𝑘 . This means that the
non-degenerate simplices of Λ𝑛

𝑘
correspond to the maps 𝑢 : [𝑛 − 1] → [𝑛]

whose image contains 𝑘 . Since 𝑘 > 0, the image of {1} × Δ𝑛 is in the image
of 𝛿𝑛0 , and thus fits in Λ𝑛

𝑘
. It remains to prove that 𝑟 sends Δ1 × Λ𝑛

𝑘
into Λ𝑛

𝑘
.

This follows from the fact that, for any injective map (𝑢, 𝑣) : Δ𝑛 → Δ1 × Δ𝑛

such that 𝑢 and 𝑣 reach 0 and 𝑘 , respectively, with 𝑣 not an identity, the map
𝑟𝑢 : Δ𝑛 → Δ𝑛 reaches 𝑘 and is not surjective. The composed map 𝑟 ◦ 𝑠 is
the identity of Δ𝑛. Therefore, we have a commutative diagram of the following
form.

(3.1.3.1)
Λ𝑛
𝑘

Δ1 × Λ𝑛
𝑘
∪ {1} × Δ𝑛 Λ𝑛

𝑘

Δ𝑛 Δ1 × Δ𝑛 Δ𝑛

𝑠

1Λ𝑛
𝑘

𝑟

𝑠

1Δ𝑛

𝑟

This proves that the class (b) is contained in the class (a). For the converse, we
define, for each integer 𝑖, 0 ≤ 𝑖 ≤ 𝑛, the map 𝑐𝑖 : [𝑛 + 1] → [1] × [𝑛] as the
unique strictly increasing map which reaches both values (0, 𝑖) and (1, 𝑖). We
write 𝑐𝑖 : Δ𝑛+1 → Δ1 × Δ𝑛 for the induced morphisms of simplicial sets, and
𝐶𝑖 for its image. We define a finite filtration

(3.1.3.2) Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 = 𝐴−1 ⊂ 𝐴0 ⊂ 𝐴1 ⊂ . . . ⊂ 𝐴𝑛 = Δ1 × Δ𝑛

by the formula 𝐴𝑖 = 𝐴𝑖−1 ∪𝐶𝑛−𝑖 for 0 ≤ 𝑖 ≤ 𝑛. The isomorphism Δ𝑛+1 ≃ 𝐶𝑛−𝑖
defined by 𝑐𝑛−𝑖 induces an isomorphism Λ𝑛+1

𝑛−𝑖+1 ≃ 𝐶𝑛−𝑖 ∩ 𝐴𝑖−1. Let us check
that, for any face map 𝛿𝑛+1

𝑗
: Δ𝑛 → Δ𝑛+1, with 𝑗 ≠ 𝑛 − 𝑖 + 1, the image of

𝑐𝑖 ◦ 𝛿𝑛+1𝑗 is in 𝐴𝑖−1. If 𝑗 ≠ 𝑛 − 𝑖, the image is in Δ1 × 𝜕Δ𝑛, while, if 𝑛 − 𝑖 = 𝑗 ,
we have two cases: for 𝑛 − 𝑖 = 𝑗 = 0, the image precisely is {1} ×Δ𝑛, while for
𝑛 > 𝑖, it is in 𝐶𝑛−𝑖+1. Conversely, since 𝐶𝑛−𝑖 is not contained in 𝐴𝑖−1, we must
have 𝑐−1

𝑛−𝑖 (𝐶𝑛−𝑖 ∩ 𝐴𝑖−1) ⊂ 𝜕Δ𝑛+1. This means that the simplices of𝐶𝑛−𝑖 ∩ 𝐴𝑖−1
must all factor through a simplex of dimension at most 𝑛. One checks that any
injective map Δ𝑚 → 𝐶𝑛−𝑖 ∩ 𝐴𝑖−1 (with 𝑚 ≤ 𝑛) must factor through the image



76 The homotopy theory of∞-categories

of Λ𝑛+1
𝑛−𝑖+1. In conclusion, we have a biCartesian square of the following form.

(3.1.3.3)
Λ𝑛+1
𝑛−𝑖+1 𝐴𝑖−1

Δ𝑛+1 𝐴𝑖
𝑐𝑛−𝑖

This shows that the generators of the class (b) all belong to the class (a) and
thus achieves the proof of the lemma. □

Corollary 3.1.4. For any anodyne extension 𝐾 → 𝐿 and any monomorphism
𝑈 → 𝑉 , the induced inclusion 𝐾 ×𝑉 ∪𝐿×𝑈 → 𝐿×𝑉 is an anodyne extension.

Definition 3.1.5. A Kan fibration is a morphism of simplicial sets with the
right lifting property with respect to the inclusions of the form Λ𝑛

𝑘
→ Δ𝑛, for

𝑛 ≥ 1 and 0 ≤ 𝑘 ≤ 𝑛.
A Kan complex is a simplicial set 𝑋 such that the morphism from 𝑋 to the

final simplicial set is a Kan fibration.

Corollary 3.1.6. For any monomorphism 𝑖 : 𝑈 → 𝑉 and for any Kan fibration
𝑝 : 𝑋 → 𝑌 , the canonical map

(𝑖∗, 𝑝∗) : Hom(𝑉, 𝑋) → Hom(𝑈, 𝑋) ×Hom(𝑈,𝑌 ) Hom(𝑉,𝑌 )

is a Kan fibration.

Corollary 3.1.7. For any anodyne extension 𝑖 : 𝐾 → 𝐿 and for any Kan
fibration 𝑝 : 𝑋 → 𝑌 , the canonical map

(𝑖∗, 𝑝∗) : Hom(𝐿, 𝑋) → Hom(𝐾, 𝑋) ×Hom(𝐿,𝑌 ) Hom(𝐾,𝑌 )

is a trivial fibration (i.e. has the right lifting property with respect to monomor-
phisms).

Theorem 3.1.8. There is a unique model category structure on the category of
simplicial sets whose class of cofibrations is the class of monomorphisms, and
whose fibrant objects are the Kan complexes. Moreover, any anodyne extension
is a trivial cofibration, and the fibrations between fibrant objects exactly are
the Kan fibrations between Kan complexes.

Proof By virtue of Proposition 3.1.2, this follows from Theorem 2.4.19 ap-
plied to the category of simplicial sets for the exact cylinder Δ1 × (−) and for
the class An of anodyne extensions. □

Definition 3.1.9. The Kan-Quillen model category structure is the model ca-
tegory structure on the category of simplicial sets obtained by Theorem 3.1.8.
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The weak equivalences of this model category structure are called the weak
homotopy equivalences.

Corollary 3.1.10. The class of weak homotopy equivalences is closed under
finite products.

Proof This assertion is equivalent to the property that, for any simplicial set
𝑌 , the functor 𝑋 ↦→ 𝑋 × 𝑌 preserves weak equivalences. Since all simplicial
sets are cofibrant, this can be reformulated by saying that it is part of a Quillen
adjunction from the Kan-Quillen model category structure to itself. This functor
obviously preserves cofibrations, so that it is sufficient to prove that it preserves
trivial cofibrations. By virtue of Proposition 2.4.40, it is sufficient to prove
that it preserves anodyne extensions, which is a particular case of Corollary
3.1.4. □

Lemma 3.1.11. Let C be a category in which a commutative square

𝐴 𝐵

𝐶 𝐷

𝑖

𝑗 𝑙

𝑘

is given. Assume that the maps 𝑗 , 𝑘 and 𝑙 have retractions 𝑟 , 𝑞 and 𝑝, respec-
tively, and that 𝑝𝑘 = 𝑖𝑟. Then this square is absolutely Cartesian (i.e. its image
by any functor of domain C is Cartesian).

Proof It is sufficient to prove that such a square is Cartesian. Let 𝑢 : 𝑋 → 𝐶

and 𝑣 : 𝑋 → 𝐵 be two morphisms such that 𝑘𝑢 = 𝑙𝑣. We must prove that there
is a unique map 𝑤 : 𝑋 → 𝐴 such that 𝑗𝑤 = 𝑢 and 𝑖𝑤 = 𝑣. Since 𝑝 𝑗 = 1𝐴, we
must have 𝑤 = 𝑟 𝑗𝑤 = 𝑟𝑢, so that the unicity is clear. For the existence, we put
𝑤 = 𝑟𝑢. Since both 𝑘 and 𝑙 are monomorphisms, it is sufficient to check that
𝑘 𝑗𝑤 = 𝑘𝑢 and that 𝑙𝑖𝑤 = 𝑙𝑣, which one sees right away. □

Lemma 3.1.12. For 𝑛 ≥ 2 and 0 ≤ 𝑖 < 𝑗 ≤ 𝑛, the following square is
absolutely Cartesian.

Δ𝑛−2 Δ𝑛−1

Δ𝑛−1 Δ𝑛

𝛿𝑛−1
𝑖

𝛿𝑛−1
𝑗−1 𝛿𝑛

𝑗

𝛿𝑛
𝑖

Proof It is sufficient to check the assumptions of the previous lemma. We
choose a retracion 𝑞 of 𝛿𝑖𝑛. In the case where 𝑗 < 𝑛, we may take 𝑟 = 𝜎 𝑗−1

𝑛−2 and
𝑝 = 𝜎

𝑗

𝑛−1. If 𝑗 = 𝑛, then we may assume that 𝑖 ≠ 𝑛 − 1, because otherwise,
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we apply the functor 𝑋 ↦→ 𝑋op and get back to this case. Under this extra
assumption, we put 𝑟 = 𝜎 𝑗−2

𝑛−2 and 𝑝 = 𝜎
𝑗−1
𝑛−1 . □

Proposition 3.1.13. Let 𝐶 be a small category and 𝐴 : ΔΔΔ→ 𝐶 a functor. Then
the induced colimit preserving functor 𝐴! : sSet → 𝐶 preserves monomor-
phisms if and only if the map

(𝐴(𝛿10), 𝐴(𝛿11)) : 𝐴0 ⨿ 𝐴0 → 𝐴1 = 𝐴! (Δ1)

is a monomorphism.

Proof The class of monomorphisms of simplicial sets is the smallest saturated
class which contains the inclusions 𝜕Δ𝑛 → Δ𝑛. Therefore, the functor 𝐴!

preserves monomorphisms if and only if, for any integer 𝑛 ≥ 0, it sends
𝜕Δ𝑛 → Δ𝑛 to a monomorphism. We shall see that the map

𝐴! (𝜕Δ𝑛) → 𝐴! (Δ𝑛) = 𝐴𝑛

always is a monomorphism for 𝑛 ≠ 1, which will prove the proposition. The case
where 𝑛 = 0 comes from the fact that, since the functor 𝐴! preserves colimits,
it sends the empty simplicial set to the empty presheaf over 𝐶. Let us assume
that 𝑛 ≥ 2. The boundary 𝜕Δ𝑛 is the union of representable subpresheaves of
the form 𝐹𝑖 = Im (𝛿𝑛

𝑖
), 0 ≤ 𝑖 ≤ 𝑛, and we have Cartesian squares of subobjects

of 𝐴𝑛 of the form

𝐴! (𝐹𝑖 ∩ 𝐹𝑗 ) 𝐴! (𝐹𝑖)

𝐴! (𝐹𝑗 ) 𝐴𝑛

for 𝑖 ≠ 𝑗 (because this square is the image by 𝐴! of an absolute Cartesian
square provided by Lemma 3.1.12). In other words, 𝐴! (𝜕Δ𝑛) is canonically
isomorphic to the union of the 𝐴! (𝐹𝑖)’s, and thus, in particular, is a subobject
of 𝐴𝑛. □

Proposition 3.1.14. Let 𝐴, 𝐵 : ΔΔΔ→ C be two functors with values in a model
category. We denote by 𝐴! and 𝐵! their extensions by colimits, respectively, and
we assume that both of them send monomorphisms to cofibrations. If a natural
transformation 𝑢 : 𝐴→ 𝐵 induces a weak equivalence 𝐴𝑛 → 𝐵𝑛 for all 𝑛 ≥ 0,
then, for any simplicial set 𝑋 , the map

𝑢𝑋 : 𝐴! (𝑋) → 𝐵! (𝑋)

is a weak equivalence.
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Proof It follows from corollaries 2.3.16, 2.3.18 and 2.3.29 that the class of
simplicial sets 𝑋 such that the map 𝑢𝑋 is a weak equivalence is saturated
by monomorphisms (see Definition 1.3.9). Since the category of simplices
is an Eilenberg-Zilber category, we may apply Corollary 1.3.10 for 𝐴 = ΔΔΔ,
and conclude that the smallest class of simplicial sets which is saturated by
monomorphisms and which contains all representable simplicial sets is the
class of all simplicial sets. Therefore, since the map 𝑢𝑋 is a weak equivalence
for 𝑋 = Δ𝑛, it must have the same property for any 𝑋 . □

3.1.15. A bisimplicial set is a presheaf over the productΔΔΔ×ΔΔΔ. For a bisimplicial
set 𝑋 , its evaluation at ( [𝑚], [𝑛]) is denoted by 𝑋𝑚,𝑛.

For two simplicial sets 𝑋 and 𝑌 , we write 𝑋 ⊠ 𝑌 for the bisimplicial set
defined by

(𝑋 ⊠ 𝑌 )𝑚,𝑛 = 𝑋𝑚 × 𝑌𝑛 .

Note that this operation preserves representable presheaves: for 𝑚, 𝑛 ≥ 0, we
have:

Δ𝑚 ⊠ Δ𝑛 = ℎ ( [𝑚],[𝑛] ) .

For a bisimplicial set 𝑋 and a simplicial set 𝐾 , we write 𝑋𝐾 for the simpicial
set defined by

(𝑋𝐾 )𝑚 = lim←−−
Δ𝑛→𝐾

𝑋𝑚,𝑛 .

In other words, the functor 𝐾 ↦→ 𝑋𝐾 is the extension by colimits of the functor
ΔΔΔ→ sSetop which sends [𝑛] to the simplicial set 𝑋Δ𝑛 = ( [𝑚] ↦→ 𝑋𝑚,𝑛).

Finally, for a bisimplicial set 𝑋 , we write diag(𝑋) for the simplicial set
defined by

diag(𝑋)𝑛 = 𝑋𝑛,𝑛 .

Theorem 3.1.16. If a morphism of bisimplicial sets 𝑋 → 𝑌 is a levelwise weak
homotopy equivalence (i.e. induce a weak homotopy equivalence 𝑋Δ𝑚 → 𝑌Δ𝑚

for all 𝑚 ≥ 0), then the diagonal map

diag(𝑋) → diag(𝑌 )

is a weak homotopy equivalence.

Proof It follows from Theorem 1.3.8, applied to 𝐴 = ΔΔΔ ×ΔΔΔ (see 1.3.4), that a
cellular model for the category of bisimplicial sets is given by the maps of the
form

Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ 𝜕Δ𝑚 ⊠ Δ𝑛 → Δ𝑚 ⊠ Δ𝑛
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for 𝑚, 𝑛 ≥ 0 (because the domain of this embedding is the boundary of the
codomain in the sense of 1.3.7). In other words, in the context of bisimplicial
sets, the trivial fibrations are the maps 𝑋 → 𝑌 such that the induced morphism
of simplicial set

(3.1.16.1) 𝑋Δ𝑚 → 𝑌Δ𝑚 ×𝑌𝜕Δ𝑚 𝑋𝜕Δ
𝑚

is a trivial fibration for all 𝑚 ≥ 0.
There is an exact cylinder 𝐼 defined as the cartesian product with the interval

Δ0 ⊠ Δ1. Let An be the smallest class of 𝐼-anodyne extensions containing the
maps of the form

(3.1.16.2) Δ𝑚 ⊠ Λ𝑛𝑘 → Δ𝑚 ⊠ Δ𝑛

for 𝑚, 𝑛 ≥ 0 and 0 ≤ 𝑘 ≤ 𝑛. Using the explicit construction of the class
An given in Example 2.4.13 together with Proposition 3.1.2, we see that the
corresponding naive fibrations precisely are the morphisms 𝑋 → 𝑌 such that,
for any 𝑚 ≥ 0, the map (3.1.16.1) is a Kan fibration. In the sequel of this proof,
we will consider the category of bisimplicial sets as endowed with the model
category structure associated to 𝐼 and An by Theorem 2.4.19.

On the other hand, the class of morphisms of bisimplicial sets whose image
by the diagonal functor diag is a trivial cofibration of the Kan-Quillen model
structure is saturated. Since the diagonal of any map of the form (3.1.16.2)
is a weak homotopy equivalence, we deduce that the functor diag sends any
element of An to a weak homotopy equivalence. Therefore, by virtue of Propo-
sition 2.4.40, the functor diag sends weak equivalences of the model category
structure associated to 𝐼 and An to weak homotopy equivalences.

Since levelwise trivial cofibrations also form a saturated class of morphisms
of bisimplicial sets and since the maps of the form (3.1.16.2) have this property,
we also know that any element of An is a levelwise weak homotopy equivalence.
For a general morphism of bisimplicial sets 𝑓 : 𝑈 → 𝑉 , we can form a
commutative diagram of shape

𝑈 𝑋

𝑉 𝑌

𝑖

𝑓 𝑝

𝑗

in which 𝑖 and 𝑗 are 𝐼-anodyne, while 𝑝 is a naive fibration with fibrant codo-
main. If 𝑓 is a levelwise weak equivalence, then so is 𝑝. Applying Proposition
3.1.14 for C = sSetop, we deduce that, for any simplicial set 𝐾 , the induced
map 𝑋𝐾 → 𝑌𝐾 is a weak homotopy equivalence between Kan complexes.
Using the fact that pulling back weak equivalences between fibrant objects
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along fibrations gives weak equivalences, together with the two-out-of-three
property for weak equivalences, we deduce that the map (3.1.16.1) is a trivial
fibration for all 𝑚 ≥ 0. In particular, 𝑓 is a weak equivalence, and thus diag( 𝑓 )
is a weak homotopy equivalence. □

3.1.17. Given a partially ordered set 𝐸 , we write 𝑠(𝐸) for the set of finite non-
empty totally ordered subsets of 𝐸 , ordered by inclusion. This defines a functor
from the category of partially ordered sets to the category of small categories:
given a morphism 𝑓 : 𝐸 → 𝐹, the induced map 𝑠( 𝑓 ) : 𝑠(𝐸) → 𝑠(𝐹) simply is
defined by

𝑠( 𝑓 ) (𝑈) = 𝑓 (𝑈) = { 𝑓 (𝑥) | 𝑥 ∈ 𝑈} .

The (barycentric) subdivision functor

Sd : sSet→ sSet

is the extension by colimits of the functor [𝑛] ↦→ 𝑠( [𝑛]). It has a right adjoint

Ex : sSet→ sSet

defined by Ex(𝑋)𝑛 = Hom(Sd(Δ𝑛), 𝑋). Taking the maximal element of non-
empty subsets of totally ordered finite sets define a functorial order preserving
map

𝑎𝑛 : 𝑠( [𝑛]) → [𝑛] , 𝑈 ↦→ max (𝑈) .

This extends to a natural transformation

𝑎𝑋 : Sd(𝑋) → 𝑋 ,

which, by transposition, defines an embedding

𝑏𝑋 : 𝑋 → Ex(𝑋)

(obtained by composing the Yoneda isomorphism 𝑋𝑛 ≃ Hom(Δ𝑛, 𝑋) with the
map 𝑎∗𝑛 : Hom(Δ𝑛, 𝑋) → Hom(Sd(Δ𝑛), 𝑋)).

Proposition 3.1.18. The functor Sd preserves monomorphisms as well as an-
odyne extensions.

Proof The fact that this functor preserves monomorphisms is a direct appli-
cation of Proposition 3.1.13.

For each 𝑛 ≥ 0, the simplicial set Sd(Δ𝑛) is the nerve of a partially ordered
set with a final element (namely [𝑛]) and the inclusions 𝑆 ⊂ [𝑛] define a
Δ1-homotopy from the identity of Sd(Δ𝑛) to the constant map with value [𝑛].
In particular, the map 𝜔 : Δ0 → Sd(Δ𝑛) corresponding to the final element
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is a strong deformation retract, and thus is an anodyne extension (see Lemma
2.4.32).

Let us prove that any point 𝜂 : Δ0 → Sd(Δ𝑛) is an anodyne extension. There
is a homotopy ℎ : Δ1 → Sd(Δ𝑛) such that ℎ(0) = 𝜂 and ℎ(1) = 𝜔. By virtue
of Proposition 2.5.4, we see that ℎ and 𝜂 must be absolute weak equivalences
and thus that 𝜂 must be an anodyne extension.

Using Proposition 2.5.4 again, we deduce that, for any morphism 𝑢 : Δ𝑚 →
Δ𝑛 the map Sd(𝑢) : Sd(Δ𝑚) → Sd(Δ𝑛) is an absolute weak equivalence
(because we may always choose a base point).

Let W be the class of morphisms whose image by Sd becomes an absolute
weak equivalence. We want to prove that all inclusions of the form Λ𝑛

𝑘
→ Δ𝑛

belong to W, knowing that all the maps Δ𝑚 → Δ𝑛 are in W. We proceed by
induction on 𝑛 ≥ 1. The case 𝑛 = 1 is easy: we have to check that the maps
Δ0 → Δ1 are in W, which we already know. For a subset 𝐼 ⊂ [𝑛], we put

Λ𝑛𝐼 =
⋃
𝑖∉𝐼

Im (𝛿𝑛𝑖 ) .

Hence Λ𝑛{𝑘} = Λ𝑛
𝑘
. We shall prove that, for any non-empty proper subset 𝐼, the

map Λ𝑛
𝐼
→ Δ𝑛 is in W. We proceed by induction on the number 𝑐 of elements

in the complement of 𝐼. If 𝑐 = 1, this means that we have to prove that any face
mapΔ𝑛−1 → Δ𝑛 is in W, which is clear. If 𝑐 > 1, we pick an element 𝑘 ∉ 𝐼, and,
using Lemma 3.1.12, we see that there is a unique non-empty proper subset 𝐼 ′
of [𝑛 − 1] such that we have biCartesian squares of the following form.

Λ𝑛−1
𝐼 ′ Λ𝑛

𝐼∪{𝑘}

Δ𝑛−1 Λ𝑛
𝐼

𝛿𝑛
𝑘

Therefore, by induction on 𝑛, the inclusion Λ𝑛
𝐼∪{𝑘} → Λ𝑛

𝐼
is in W. Since the

inclusion Λ𝑛
𝐼∪{𝑘} → Δ𝑛 is in W by induction on 𝑐, this proves that the inclusion

Λ𝑛
𝑘
→ Δ𝑛 is in W. □

Proposition 3.1.19. For any simplicial set 𝑋 , the map 𝑎𝑋 : Sd(𝑋) → 𝑋 is a
weak homotopy equivalence.

Proof By virtue of Proposition 3.1.14, we are reduced to prove that the map
𝑎𝑋 is a weak homotopy equivalence for 𝑋 = Δ𝑛, 𝑛 ≥ 0. Therefore, using the
two-out-three property for weak homotopy equivalences we obtain the property
we seek. □

Lemma 3.1.20. Let 𝑓 , 𝑔 : 𝐾 → 𝐿 be two morphisms of simplicial sets, such
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that there exists a homotopy ℎ : Δ1×𝐾 → 𝐿 from 𝑓 to 𝑔. Then, for any simplicial
set 𝑋 , there exists a homotopy from 𝑓 ∗ to 𝑔∗, where 𝑓 ∗, 𝑔∗ : Hom(𝐿, 𝑋) →
Hom(𝐾, 𝑋) are the morphisms induced by 𝑓 and 𝑔, respectively.

Proof The map ℎ defines a morphism

ℎ∗ : Hom(𝐿, 𝑋) → Hom(Δ1 × 𝐾, 𝑋) ≃ Hom(Δ1,Hom(𝐾, 𝑋))

which induces, by transposition, a morphism

ℎ̃ : Δ1 ×Hom(𝐿, 𝑋) → Hom(𝐾, 𝑋) .

The latter is a homotopy from 𝑓 ∗ to 𝑔∗. □

Proposition 3.1.21 (Kan). For any simplicial set 𝑋 , the map 𝑏𝑋 : 𝑋 → Ex(𝑋)
is a weak homotopy equivalence.

Proof In the particular case where 𝑋 is a Kan complex, the assertion follows
from Proposition 3.1.19. Indeed, this proposition means that the pair Sd and
Ex form a Quillen adjunction, which induces a derived adjunction LSd and
REx, and that the total left derived functor LSd is isomorphic to the identity
via the natural maps 𝑎𝑋. By transposition, this means that the functor REx is
isomorphic to the identity, which precisely mean that 𝑏𝑋 is a (weak) homotopy
equivalence for any Kan complex 𝑋 . For the general case, we consider an
anodyne extension 𝑖 : 𝑋 → 𝑌 with 𝑌 a Kan complex, and we consider the
commutative diagram below.

𝑋 𝑌

Ex(𝑋) Ex(𝑌 )

𝑖

𝑏𝑋 𝑏𝑌

Ex(𝑖)

The maps 𝑖 and 𝑏𝑌 are weak homotopy equivalences. To finish the proof, it is
thus sufficient to prove that the map Ex(𝑖) is a weak homotopy equivalence.
We will now prove that the functor Ex preserves weak homotopy equivalences,
which will allow to conclude.

For each simplicial set 𝑋 we define a bisimplicial set 𝐸 (𝑋) by the formula

𝐸 (𝑋)𝑚,𝑛 = Hom(Δ𝑚 × Sd(Δ𝑛), 𝑋) .

The projections Δ𝑚 ← Δ𝑚 × Sd(Δ𝑛) → Sd(Δ𝑛) induce functorial morphisms
of bisimplicial sets

𝑋 ⊠ Δ0 → 𝐸 (𝑋) ← Δ0 ⊠ Ex(𝑋) .

For any simplicial set 𝐾 such that the map 𝐾 → Δ0 is a homotopy equivalence,
it follows from the preceding lemma that the induced map 𝑋 → Hom(𝐾, 𝑋)
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is a homotopy equivalence. In particular, the map 𝑋 → Hom(Sd(Δ𝑛), 𝑋) is a
homotopy equivalence for all 𝑛 ≥ 0. Applying Theorem 3.1.16 (possibly after
permuting the factors in ΔΔΔ ×ΔΔΔ), we conclude that the induced map

𝑋 ≃ diag(𝑋 ⊠ Δ0) → diag(𝐸 (𝑋))

is a weak homotopy equivalence.
Similarly, the map 𝑋 → Hom(Δ𝑚, 𝑋) is a homotopy equivalence, and thus,

since the functor Ex commutes with finite products, the map

Ex(𝑋) ≃ (Δ0 ⊠ Ex(𝑋))Δ𝑚 → Ex(Hom(Δ𝑚, 𝑋)) = 𝐸 (𝑋)Δ𝑚

is a homotopy equivalence with respect to the cylinder associated to the interval
Ex(Δ1). The map 𝑏Δ1 : Δ1 → Ex(Δ1) turns any Ex(Δ1)-homotopy into a Δ1-
homotopy. Applying Theorem 3.1.16 once more, we deduce that the functorial
map

Ex(𝑋) ≃ diag(Δ0 ⊠ Ex(𝑋)) → diag(𝐸 (𝑋))

is a weak homotopy equivalence. For any morphism 𝑓 : 𝑋 → 𝑌 , we now
have the commutative diagram below, in which all horizontal maps are weak
homotopy equivalences.

𝑋 diag(𝐸 (𝑋)) Ex(𝑋)

𝑌 diag(𝐸 (𝑌 )) Ex(𝑌 )

𝑓 diag(𝐸 ( 𝑓 ) ) Ex( 𝑓 )

Therefore, the map 𝑓 is a weak homotopy equivalence if and only if the map
Ex( 𝑓 ) has this property. □

3.1.22. For any simplicial set 𝑋 , and for any integer 𝑛 ≥ 1, we define Ex𝑛 by
induction:

(3.1.22.1) Ex𝑛+1 (𝑋) = Ex(Ex𝑛 (𝑋))) .

It follows right away from Proposition 3.1.18 that the functors Ex𝑛 all preserve
Kan fibrations as well as trivial fibrations. We have natural morphisms

(3.1.22.2) 𝑏Ex𝑛 (𝑋) : Ex𝑛 (𝑋) → Ex𝑛+1 (𝑋)

and thus a sequence of morphisms

(3.1.22.3) 𝑋 → Ex(𝑋) → Ex2 (𝑋) → · · · → Ex𝑛 (𝑋) → Ex𝑛+1 (𝑋) → · · ·

One defines

(3.1.22.4) Ex∞ (𝑋) = lim−−→
𝑛≥0

Ex𝑛 (𝑋) .
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By virtue of Proposition 3.1.21, the canonical map

(3.1.22.5) 𝛽𝑋 : 𝑋 → Ex∞ (𝑋)

is a trivial cofibration.

Proposition 3.1.23. The functor Ex∞ preserves Kan fibrations as well as trivial
fibrations.

Proof Since the analogous property is known for Ex𝑛 with 𝑛 finite, this follows
from the next lemma. □

Lemma 3.1.24. The classes of Kan fibrations and of trivial fibrations are
closed under filtered colimits.

Proof For any set 𝐽 of morphisms between finite simplicial sets (i.e. simplicial
sets which are finite colimits of representable presheaves, or equivalently, which
have finitely many non-degenerate simplices), the class of morphisms with the
right lifting property with respect to 𝐽 is closed under filtered colimits. Indeed,
for any finite simplicial set 𝐾 , the functor Hom(𝐾,−) commutes with filtered
colimits (Corollary 1.3.12), and a morphism 𝑝 : 𝑋 → 𝑌 has the right lifting
property with respect to a map 𝑢 : 𝐾 → 𝐿 if and only if the canonical

(𝑢∗, 𝑝∗) : Hom(𝐿, 𝑋) → Hom(𝐾, 𝑋) ×Hom(𝐾,𝑌 ) Hom(𝐿,𝑌 )

is surjective. With 𝑢 a fixed map between finite simplicial sets, the formation of
such a map (𝑢∗, 𝑝∗) commutes with filtered colimits of the 𝑝’s, and this proves
our assertion. □

Lemma 3.1.25. For any partially ordered set 𝐸 there is a canonical isomor-
phism

Sd(𝑁 (𝐸)) ≃ 𝑁 (𝑠(𝐸)) .

Proof There is a canonical functorial map Sd(𝑁 (𝐸)) → 𝑁 (𝑠(𝐸)) which is
characterized by being the identity for 𝐸 = [𝑛], 𝑛 ≥ 0. One checks that

lim−−→
𝑃∈𝑠 (𝐸 )

𝑁 (𝑃) ≃ 𝑁 (𝐸) .

In other words, the nerve of 𝐸 is the union of the subobjects of the form 𝑁 (𝑃)
(one sees this thanks to the fact that, for two finite non-empty totally ordered
subsets 𝑃 and 𝑄 in 𝐸 , the intersection 𝑁 (𝑃) ∩ 𝑁 (𝑄) is either empty either the
nerve of a finite non-empty totally ordered subset). Therefore, it is sufficient to
check that the natural map

lim−−→
𝑃∈𝑠 (𝐸 )

𝑁 (𝑠(𝑃)) → 𝑁 (𝑠(𝐸))



86 The homotopy theory of∞-categories

is an isomorphism. Since the funtor 𝑠 preserves monomorphisms, intersection
of subobjects, and since 𝑠(∅) = ∅, we see that the left hand side is the union,
in the right hand side, of the subobjects of the form 𝑁 (𝑠(𝑃)) for 𝑃 ∈ 𝑠(𝐸).
Therefore, it is sufficient to check the surjectivity, which is obvious: any finite
sequence 𝑃0 ⊂ 𝑃1 ⊂ . . . ⊂ 𝑃𝑛 in 𝑠(𝐸) can be seen as a sequence in 𝑠(𝑃𝑛). □

Lemma 3.1.26. There are canonical isomorphisms

Sd(Λ𝑛𝑘) ≃ 𝑁 (Φ
𝑛
𝑘) and Sd(𝜕Δ𝑛) ≃ 𝑁 (𝜕Φ𝑛)

where Φ𝑛
𝑘

denotes the set of non-empty subsets of [𝑛] which do not contain
the complement of {𝑘}, and 𝜕Φ𝑛 is the set of proper non-empty subsets of [𝑛]
(ordered by inclusion).

Proof We already know that Sd(Λ𝑛
𝑘
) is a subobject of Sd(Δ𝑛), and it is clear,

by virtue of the functoriality of the isomorphism provided by the preceding
lemma, that it is contained in 𝑁 (Φ𝑛

𝑘
). Any 𝑚-simplex of 𝑁 (Φ𝑛

𝑘
) is of the form

𝑃0 ⊂ 𝑃1 ⊂ . . . ⊂ 𝑃𝑚 and thus defines an 𝑚-simplex of 𝑁 (𝑠(𝑃𝑚)). Since the
inclusion 𝑁 (𝑃𝑚) ⊂ Δ𝑛 factors through Λ𝑛

𝑘
, this shows that Sd(Λ𝑛

𝑘
) = 𝑁 (Φ𝑛

𝑘
).

The case of Sd(𝜕Δ𝑛) is proven similarly. □

Theorem 3.1.27 (Kan). For any simplicial set 𝑋 , we have a Kan complex
Ex∞ (𝑋).

Proof We define a morphism 𝜓𝑛
𝑘
: 𝑠(𝑠( [𝑛])) → Φ𝑛

𝑘
by the formula

𝜓𝑛𝑘 (𝑃) = {𝑐
𝑛
𝑘 (𝑆) | 𝑆 ∈ 𝑃} ,

where, for a non-empty subset 𝑆 ⊂ [𝑛] we put

𝑐𝑛𝑘 (𝑆) =
{
max (𝑆) if 𝑆 ∈ Φ𝑛

𝑘
,

𝑘 else.

By virtue of the two preceding lemmas, the nerve of 𝜓𝑛
𝑘

defines a morphism

𝑢𝑛𝑘 = 𝑁 (𝜓
𝑛
𝑘 ) : Sd2 (Δ𝑛) → Sd(Λ𝑛𝑘) ,

and we check that the following triangle commutes

Sd2 (Λ𝑛
𝑘
) Sd(Λ𝑛

𝑘
)

Sd2 (Δ𝑛)

Sd(𝑎Λ𝑛
𝑘
)

𝑢𝑛
𝑘

Let 𝑥 : Λ𝑛
𝑘
→ Ex∞ (𝑋) be a morphism. The previous two lemmas also imply

that the simplicial set Sd𝑚 (Λ𝑛
𝑘
) has finitely many non-degenerate simplices for
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any 𝑚 ≥ 0. Therefore, by virtue of Corollary 1.3.12, there exists 𝑚 ≥ 1 such
that the map 𝑥 factors through Ex𝑚 (𝑋). The map 𝑥 corresponds by adjunction
to a map 𝑥 : Sd(Λ𝑛

𝑘
) → Ex𝑚−1 (𝑋). The morphism 𝑥𝑢𝑛

𝑘
defines a morphism

𝑦 : Λ𝑛
𝑘
→ Ex𝑚+1 (𝑋) such that the following diagram commutes.

Λ𝑛
𝑘

Ex𝑚 (𝑋) Ex∞ (𝑋)

Δ𝑛 Ex𝑚+1 (𝑋)

𝑥

𝑏Ex𝑚 (𝑋)

𝑦

This proves that Ex∞ (𝑋) is a Kan complex. □

Corollary 3.1.28. For any Cartesian square of simplicial sets

𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝑓

𝑝′ 𝑝

𝑔

in which 𝑝 is a Kan fibration, if 𝑔 (or 𝑝) is a weak homotopy equivalence, so is
the map 𝑓 (or 𝑝′, respectively).

Proof Applying the functor Ex∞ to this square, we obtain a Cartesian square
whose vertices all are Kan complexes, and in which the map Ex∞ (𝑝) is a Kan
fibration. If the map Ex∞ (𝑔) is a weak equivalence, by virtue of the dual version
of Proposition 2.3.27 (i.e. applying the latter for C = (sSet)op), we see that the
map Ex∞ ( 𝑓 ) is a weak equivalence. If the map Ex∞ (𝑝) is a weak equivalence,
then it is a trivial fibration (because it is a naive fibration between fibrant
object, hence a fibration). The existence of the natural weak equivalence from
the identity to Ex∞ (3.1.22.5) thus implies that 𝑓 (resp. 𝑝) is a weak homotopy
equivalence. □

Theorem 3.1.29 (Quillen). A morphism of simplicial sets is a fibration of the
Kan-Quillen model category structure if and only if it is a Kan fibration. A
morphism of simplicial sets is a trivial cofibration of the Kan-Quillen model
category structure if and only if it is an anodyne extension.

Proof It is sufficient to prove the second assertion. Factorizing such a trivial
cofibration into an anodyne extension followed by a Kan fibration, we see from
the Retract Lemma that it is sufficient to prove that any Kan fibration which is a
weak homotopy equivalence is a trivial fibration. Since there is a cellular model
which consists of monomorphisms with representable codomain, and since, by
virtue of Corollary 3.1.28, the class of Kan fibrations which are weak homotopy
equivalences is closed under pull-backs, it is sufficient to prove the special case
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where the codomain is representable. Let 𝑝 : 𝑋 → Δ𝑛 be a Kan fibration which
is a weak homotopy equivalence. Let 𝐹 be the fibre of 𝑝 at 0. Then, by virtue
of Proposition 2.5.7, the inclusion 𝐹 → 𝑋 is a strong deformation retract, and,
therefore, is an anodyne extension (see Lemma 2.4.32). The map 𝐹 → Δ0 is
a weak homotopy equivalence and a fibration, which implies that it is a trivial
fibration, hence an absolute weak equivalence. It follows from Proposition 2.5.4
that the map 𝑝 is an absolute weak equivalence, from which we deduce, thanks
to Proposition 2.5.3, that it is a trivial fibration. □

3.1.30. The inclusion functor Set→ sSet has a left adjoint

𝜋0 : sSet→ Set .

In other words, 𝜋0 (𝑋) is the colimit of 𝑋 in the category of sets.

Proposition 3.1.31. The functor 𝜋0 sends weak homotopy equivalences to bi-
jections and commutes with finite products. Furthermore, for any Kan complex
𝑋 , the set 𝜋0 (𝑋) may be identified with the set of Δ1-homotopy classes of maps
Δ0 → 𝑋 .

Proof We first prove that 𝜋0 is the left adjoint in a Quillen adjunction, where
the category of small sets is equipped with the model category structure whose
weak equivalences are the bĳections and the cofibrations are all maps. By
virtue of Propositions 2.4.40 and 3.1.2, it is sufficient to prove that 𝜋0 (Λ𝑛𝑘)
is the one-point set, which follows from an easy induction on 𝑛, using the
push-out square at the end of the proof of Proposition 3.1.18. The last assertion
of the proposition, about the description of 𝜋0 (𝑋) when 𝑋 is a Kan complex,
thus follows from Theorem 2.3.9. For any simplicial set 𝑋 , there is a functorial
bĳection 𝜋0 (𝑋) ≃ 𝜋0 (Ex∞ (𝑋)). Since the functor Ex∞ commutes with finite
products (as a filtered colimit of limit preserving functors), it is sufficent to prove
that 𝜋0 commutes with finite products when retricted to Kan complexes. But
the homotopy category of Kan complexes has finite products which correspond
to finite products of the underlying simplicial sets. Since, for a Kan complex
𝑋 , the set 𝜋0 (𝑋) is the set of map from Δ0 to 𝑋 in the homotopy category, this
proves that the functor 𝜋0 commutes with finite products. □

3.2 Inner anodyne extensions

Definition 3.2.1. An inner anodyne extension is an element of the smallest sat-
urated class of morphisms of simplicial sets which contains the set of inclusions
of the form Λ𝑛

𝑘
→ Δ𝑛 with 𝑛 ≥ 2 and 0 < 𝑘 < 𝑛.
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We already used the following lemma in the case where 𝑚 = 1 (and it may
be seen as a direct consequence of the computation of the colimit in the proof
of Lemma 3.1.25 for 𝐸 = [𝑚] × [𝑛]).

Lemma 3.2.2. For any non-negative integers𝑚 and 𝑛, the simplicial setΔ𝑚×Δ𝑛
is the union of its subobjects of the form 𝑁 (𝑃), where 𝑃 runs over the set of
totally ordered subsets of cardinal 𝑚 + 𝑛 + 1.

Proposition 3.2.3 (Joyal). The following three classes of morphisms of simpli-
cial sets are equal:

(a) the class of inner anodyne extensions;
(b) the smallest saturated class of maps containing inclusions of the form

Δ2 × 𝜕Δ𝑛 ∪ Λ2
1 × Δ𝑛 → Δ2 × Δ𝑛 for 𝑛 ≥ 0;

(c) the smallest saturated class containing inclusions of the form

Δ2 × 𝐾 ∪ Λ2
1 × 𝐿 → Δ2 × 𝐿 for any monomorphism 𝐾 → 𝐿.

Proof The fact that the classes (b) and (c) coincide is a formal consequence
of the fact that the smallest saturated class of maps containing the boundary
inclusions 𝜕Δ𝑛 → Δ𝑛, for 𝑛 ≥ 0, is the class of all monomorphisms, and from
the fact that the class of monomorphisms 𝐾 → 𝐿 such that the induced map
Δ2 × 𝐾 ∪ Λ2

1 × 𝐿 → Δ2 × 𝐿 is inner anodyne is saturated (because it can be
characterized in terms of left lifting property with respect to a certain class of
morphisms).

Let us prove that the class (a) is in the class (b). For 𝑛 ≥ 2 and 0 < 𝑘 < 𝑛,
we define morphisms

𝑠 : [𝑛] → [2] × [𝑛] and 𝑟 : [2] × [𝑛] → [𝑛]

by the formulas

𝑠( 𝑗) =


(0, 𝑗) if 𝑗 < 𝑘 ,
(1, 𝑗) if 𝑗 = 𝑘 ,
(2, 𝑗) if 𝑗 > 𝑘 ,

and 𝑟 (𝑖, 𝑗) =


min{ 𝑗 , 𝑘} if 𝑖 = 0,
𝑘 if 𝑖 = 1,
max{ 𝑗 , 𝑘} if 𝑖 = 2,

We clearly have 𝑟𝑠 = 1[𝑛] , and we denote by the same letters

𝑠 : Δ𝑛 → Δ2 × Δ𝑛 and 𝑟 : Δ2 × Δ𝑛 → Δ𝑛

the corresponding morphisms of simplicial sets. We claim that these maps 𝑠
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and 𝑟 induce a commutative diagram of the form below.

Λ𝑛
𝑘

Δ2 × Λ𝑛
𝑘
∪ Λ2

1 × Δ𝑛 Λ𝑛
𝑘

Δ𝑛 Δ2 × Δ𝑛 Δ𝑛

𝑠′ 𝑟 ′

𝑠 𝑟

To prove that the map 𝑠′ is well defined, we have to check that the image of
any composition of the form 𝑠𝛿𝑛

𝑖
, 𝑖 ≠ 𝑘 , is in Δ2 × Λ𝑛

𝑘
∪ Λ2

1 × Δ𝑛. Such an
image must land in Δ2 × 𝜕Δ𝑛 ∪ 𝜕Δ2 × Δ𝑛 for cardinality reasons. Therefore,
it is sufficient to check that the image is not contained in Im (𝛿21) × Δ𝑛 nor in
Δ2 × Im (𝛿𝑛

𝑘
), which follows, in both cases, from the fact that the point (1, 𝑘)

must be reached. To prove that 𝑟 ′ is well defined, we have several cases to
consider. The image of Δ{0,1} × Δ𝑛 by 𝑟 is contained in Δ{0,...,𝑘} ⊂ Λ𝑛

𝑘
, and,

dually, the image of Δ{1,2} × Δ𝑛 is contained in Δ{𝑘,...,𝑛} ⊂ Λ𝑛
𝑘
. It remains to

prove that 𝑟 sends Δ2 ×Λ𝑛
𝑘

in Λ𝑛
𝑘
. But, for 0 ≤ 𝑙 ≤ 𝑛, 𝑙 ≠ 𝑘 , we have 𝑟 (𝑖, 𝑗) ≠ 𝑙

for any 𝑗 ≠ 𝑙. In other words, the image of Δ2 × Im (𝛿𝑛
𝑙
) by 𝑟 does not reach the

value 𝑖, and is thus contained in Im (𝛿𝑛
𝑖
) ⊂ Λ𝑛

𝑘
.

It remains to check that the class (b) is in the class (a). For 0 ≤ 𝑖 ≤ 𝑗 < 𝑛,
we let𝑈𝑖, 𝑗 be the image of the map

𝑢𝑖, 𝑗 : Δ
𝑛+1 → Δ2 × Δ𝑛

defined as the nerve of the map

𝑘 ↦→


(0, 𝑘) if 0 ≤ 𝑘 ≤ 𝑖,
(1, 𝑘 − 1) if 𝑖 < 𝑘 ≤ 𝑗 + 1,
(2, 𝑘 − 1) else.

For 0 ≤ 𝑖 ≤ 𝑗 ≤ 𝑛, we let 𝑉𝑖, 𝑗 be the image of the map

𝑣𝑖, 𝑗 : Δ
𝑛+2 → Δ2 × Δ𝑛

defined as the nerve of the map

𝑘 ↦→


(0, 𝑘) if 0 ≤ 𝑘 ≤ 𝑖,
(1, 𝑘 − 1) if 𝑖 < 𝑘 ≤ 𝑗 + 1,
(2, 𝑘 − 2) else.

We define
𝑋 (−1,−1) = Δ2 × 𝜕Δ𝑛 ∪ Λ2

1 × Δ𝑛

and, for 𝑛 > 𝑗 ≥ 0 and 0 ≤ 𝑖 ≤ 𝑗 , we put

𝑋 (𝑖, 𝑗) = 𝑋 ( 𝑗 − 1, 𝑗 − 1) ∪
⋃

0≤𝑙≤𝑖
𝑈𝑙, 𝑗 .
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Using the fact that 𝑢−1
𝑖, 𝑗
(Δ{0,2} × Δ𝑛) = Δ{0,...,𝑛}−{𝑖+1,..., 𝑗+1} , we see that we

have 𝑢−10, 𝑗 (Δ{0,2} ×Δ𝑛) = Im (𝛿𝑛+1
𝑗+1 ), and that 𝑢−1

𝑖, 𝑗
((Δ{0,2} ×Δ𝑛) ∪𝑋 (𝑖, 𝑗 +1)) =

Im (𝛿𝑛+1
𝑖+1 ), from which we deduce biCartesian squares of the form below.

Λ𝑛+1
𝑗+1 𝑋 ( 𝑗 − 1, 𝑗 − 1)

Δ𝑛+1 𝑋 (0, 𝑗)
𝑢0, 𝑗

Λ𝑛+1
𝑖+1 𝑋 (𝑖, 𝑗)

Δ𝑛+1 𝑋 (𝑖 + 1, 𝑗)
𝑢𝑖+1, 𝑗

In particular, the inclusion 𝑋 (−1,−1) → 𝑋 (𝑛, 𝑛) is an inner anodyne extension.
Similarly, we define

𝑌 (−1,−1) = 𝑋 (𝑛, 𝑛)

and, for 𝑛 + 2 > 𝑗 ≥ 0 and 0 ≤ 𝑖 ≤ 𝑗 , we put

𝑌 (𝑖, 𝑗) = 𝑌 ( 𝑗 − 1, 𝑗 − 1) ∪
⋃

0≤𝑙≤𝑖
𝑉𝑙, 𝑗 .

One then checks as above that each inclusion of the form 𝑌 ( 𝑗 − 1, 𝑗 − 1) →
𝑌 (0, 𝑗) as well as each inclusion of the form 𝑌 (𝑖, 𝑗) → 𝑌 (𝑖 + 1, 𝑗) is a push-
out of a horn inclusion of type Λ𝑛+2

𝑘
→ Δ𝑛+2 for 0 < 𝑘 < 𝑛 + 2, and, since

𝑌 (𝑛 + 2, 𝑛 + 2) = Δ2 × Δ𝑛, this ends the proof. □

Corollary 3.2.4. For any inner anodyne extension 𝐾 → 𝐿 and any monomor-
phism 𝑋 → 𝑌 , the induced inclusion

𝐾 × 𝑌 ∪ 𝐿 × 𝑋 → 𝐿 × 𝑌

is an inner anodyne extension.

Definition 3.2.5. An inner fibration is a morphism of simplicial sets which has
the right lifting property with respect to the class of inner anodyne extensions.

Example 3.2.6. A simplicial set 𝑋 is an∞-category if and only if the morphism
𝑋 → Δ0 is an inner fibration.
Example 3.2.7. For any integers 𝑛 ≥ 2 and 0 < 𝑘 < 𝑛, it follows from
Proposition 1.4.13 that the natural map 𝜏(Λ𝑛

𝑘
) → 𝜏(Δ𝑛) is an isomorphism

of categories. This implies right away that, for any functor between two small
categories 𝐶 → 𝐷, the induced morphism of simplicial sets 𝑁 (𝐶) → 𝑁 (𝐷) is
an inner fibration. This gives an even larger supply of examples: more generally,
for any∞-category 𝑋 and any small category 𝐶, any morphism 𝑋 → 𝑁 (𝐶) is
an inner fibration.

Corollary 3.2.8. For a morphism of simplicial sets 𝑝 : 𝑋 → 𝑌 , the following
conditions are equivalent.
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(i) The morphism 𝑝 is an inner fibration.
(ii) For any inner anodyne extension 𝑖 : 𝐾 → 𝐿, the restrition along 𝑖 induces

a trivial fibration

Hom(𝐿, 𝑋) → Hom(𝐾, 𝑋) ×Hom(𝐾,𝑌 ) Hom(𝐿,𝑌 ) .

(iii) The restriction along the inclusion ofΛ2
1 intoΔ2 induces a trivial fibration

Hom(Δ2, 𝑋) → Hom(Λ2
1, 𝑋) ×Hom(Λ2

1 ,𝑌 ) Hom(Δ2, 𝑌 ) .

(iv) For any monomorphism 𝑖 : 𝐾 → 𝐿, the restrition along 𝑖 induces an
inner fibration

Hom(𝐿, 𝑋) → Hom(𝐾, 𝑋) ×Hom(𝐾,𝑌 ) Hom(𝐿,𝑌 ) .

Corollary 3.2.9. A simplicial set 𝑋 is an∞-category if and only if the canonical
map

Hom(Δ2, 𝑋) → Hom(Λ2
1, 𝑋)

is a trivial fibration.

Corollary 3.2.10. For any∞-category 𝑋 and any simplicial set 𝐴, the simpli-
cial set Hom(𝐴, 𝑋) of morphisms from 𝐴 to 𝑋 is an∞-category. In particular,
the functors from an∞-category 𝐴 to an∞-category 𝑋 do form an∞-category.

3.3 The Joyal model category structure

3.3.1. Let 𝑋 be a simplicial set and 𝑓 : 𝑥 → 𝑦 a morphism in 𝑋 . A left inverse
of 𝑓 is a morphism 𝑔 : 𝑦→ 𝑥 such that the triangle

𝑦

𝑥 𝑥

𝑔

1𝑥

𝑓

commutes. One can freely add a left inverse as follows. One first adds a map
𝑔 : 𝑦→ 𝑥 by forming the push-out below.

𝜕Δ1 𝑋

Δ1 𝑋 [𝑔]

(𝑦,𝑥 )

𝑔
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Finally, we form the following push-out.

𝜕Δ2 𝑋 [𝑔]

Δ2 𝑋 [𝑔 𝑓 = 1]

( 𝑓 ,𝑔,1𝑥 )

𝐺

We still denote by 𝑓 the image of 𝑓 in 𝑋 [𝑔 𝑓 = 1]. Applying this procedure
to 𝑋op gives a way to freely add a right inverse, which gives a simplicial set
𝑋 [ 𝑓 ℎ = 1] together with a 2-simplex 𝐻 witnessing that the new 1-simplex ℎ is
a right inverse of 𝑓 , and we also denote by 𝑓 the image of 𝑓 in 𝑋 [ 𝑓 ℎ = 1].

Therefore, we have defined a procedure to freely invert a morphism 𝑓 : we
define

𝑋 [ 𝑓 −1] = (𝑋 [𝑔 𝑓 = 1]) [ 𝑓 ℎ = 1] .

The canonical inclusion 𝑋 → 𝑋 [ 𝑓 −1] has the following universal property:
For any morphism of simplicial sets 𝑢 : 𝑋 → 𝑌 , and for any pair of 2-simplices
of 𝐺′, 𝐻′ : Δ2 → 𝑌 whose boundaries respectively are triangles of the form

𝑢(𝑦)

𝑢(𝑥) 𝑢(𝑥)

𝑔′

1𝑢(𝑥)

𝑢( 𝑓 ) and
𝑢(𝑥)

𝑢(𝑦) 𝑢(𝑦)

𝑢( 𝑓 )

1𝑢(𝑦)

ℎ′

in 𝑌 , there exists a unique morphism 𝑣 : 𝑋 [ 𝑓 −1] → 𝑌 whose restriction to 𝑋
is 𝑢, and such that 𝑣(𝐺) = 𝐺′ and 𝑣(𝐻) = 𝐻′.

Proposition 3.3.2. The inclusion map 𝑋 → 𝑋 [ 𝑓 −1] is an anodyne extension.

Proof Since the functor 𝑋 ↦→ 𝑋op preserves anodyne extensions, it is suf-
ficient to prove that the inclusion 𝑋 → 𝑋 [𝑔 𝑓 = 1] is an anodyne extension.
An alternative construction of 𝑋 [ 𝑓 𝑔 = 1] is the following. One first form the
push-out below.

Δ1 𝑋

Δ2 𝑋 ′

𝑓

𝛿22

𝑠

Finally, we see that 𝑋 [𝑔 𝑓 = 1] naturally fits in the following coCartesian square.

Δ1 𝑋 ′

Δ0 𝑋 [𝑔 𝑓 = 1]

𝑠𝛿21

𝑔
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The map 𝑋 → 𝑋 ′ is an anodyne extension because it is the push-out of such
a thing. By virtue of Proposition 2.3.27, the map 𝑋 ′ → 𝑋 [𝑔 𝑓 = 1] is a
weak homotopy equivalence because it is the push-out of the weak equivalence
Δ1 → Δ0 along the cofibration 𝑠𝛿21. Therefore, the map 𝑋 → 𝑋 [𝑔 𝑓 = 1] is
both a monomorphism and a weak homotopy equivalence, hence an anodyne
extension. □

Definition 3.3.3. We define the interval 𝐽 as

𝐽 = Δ1 [ 𝑓 −1] ,

where 𝑓 : 0 → 1 is the unique non-trivial map in Δ1 (corresponding to the
identity ofΔ1). The class of categorical anodyne extensions is the smallest class
of 𝐽-anodyne extensions containing the set of inner horn inclusions Λ𝑛

𝑘
→ Δ𝑛,

for 𝑛 ≥ 2 and 0 < 𝑘 < 𝑛 (see Example 2.4.13).

Remark 3.3.4. The class of categorical anodyne extensions is the smallest satu-
rated class of morphisms of simplicial sets containing the inner horn inclusions
as well as the inclusion maps of the form

𝐽 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 → 𝐽 × Δ𝑛

for 𝑛 ≥ 0 and 𝜀 = 0, 1. This follows from Proposition 3.2.3. One deduces the
next proposition right away.

Proposition 3.3.5. For any categorical anodyne extension 𝐾 → 𝐿 and any
monomorphism 𝑋 → 𝑌 , the induced map

𝐾 × 𝑌 ∪ 𝐿 × 𝑋 → 𝐿 × 𝑌

is a categorical anodyne extension.

Proposition 3.3.6. Any inner anodyne extension is a categorical anodyne
extension. Any categorical anodyne extension is an anodyne extension.

Proof The first assertion is obvious. The second one follows from Corollary
3.1.4 and Proposition 3.3.2. □

Definition 3.3.7. The Joyal model category structure is the model category
structure obtained by applying Theorem 2.4.19 to the exact cylinder defined as
the cartesian product of 𝐽 and to the class of categorical anodyne extensions.
The weak equivalences of this model category structure are called the weak
categorical equivalences.

Remark 3.3.8. A reformulation of the explicit description of a generating family
of the saturated class of categorical anodyne extensions given in Remark 3.3.4
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is that a morphism of simplicial sets 𝑝 : 𝑋 → 𝑌 has the right lifting property
with respect to the class of categorical anodyne extensions if and only if the
operation of evaluation at 𝜀 (i.e. of restriction along {𝜀} → 𝐽), 𝜀 = 0, 1, induces
trivial fibrations

Hom(𝐽, 𝑋) → 𝑋 ×𝑌 Hom(𝐽,𝑌 ) ,

and the operation of restriction along Λ2
1 → Δ2 induces trivial fibrations

Hom(Δ2, 𝑋) → Hom(Λ2
1, 𝑋) ×Hom(Λ2

1 ,𝑌 ) Hom(Δ2, 𝑌 ) .

In particular, the fibrant objects of the Joyal model category structure are the
simplicial sets 𝑋 such that the two restriction maps

Hom(𝐽, 𝑋) → Hom({0}, 𝑋) = 𝑋 and Hom(Δ2, 𝑋) → Hom(Λ2
1, 𝑋)

are trivial fibrations.
It is clear that any fibrant of object of the Joyal model category structure is

an ∞-category. We will prove, among other things, that the converse is true:
the fibrant objects of this model category precisely are the ∞-categories; see
Theorem 3.6.1. The proof of this fact will require quite a few intermediate
results which will be meaningful in their own right, for our understanding of
the theory of ∞-categories as a semantic of the language of category theory.
More generally, we will also characterize the fibrations between fibrant objects
of the Joyal model category structure.

In order to do this, it is enlightening to compare the Joyal model category
structure with the usual homotopy theory of categories (which consists in
inverting the class of equivalences of categories).

Definition 3.3.9. A functor 𝑝 : 𝑋 → 𝑌 is an isofibration if, for any object 𝑥0
in 𝑋 and any invertible map of the form 𝑔 : 𝑦0 → 𝑦1 in 𝑌 with 𝑝(𝑥0) = 𝑦0,
there exists an invertible map 𝑓 : 𝑥0 → 𝑥1 in 𝑋 such that 𝑝( 𝑓 ) = 𝑔.

Theorem 3.3.10. The category Cat of small categories admits a cofibrantly
generated model category structure whose weak equivalences are the equiv-
alences of categories, whose cofibrations are the functors which induce an
injective map at the level of objects, and whose fibrations are the isofibrations.

Proof Here are several functors of interest. The inclusion functor 𝜂 : {0} →
𝜏(𝐽) (which picks the object 0 in the unique category whose set of objects is
{0, 1} and which is equivalent to the final category; the functor 𝑖 : ∅ → 𝑒,
from the empty category to the final category; the functor 𝑗 : {0, 1} → [1];
the unique functor 𝑘 : 𝑆 → [1] which is the identity on objects, where 𝑆 is
the free category whose set of objects is {0, 1} with two parallel maps from 0
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to 1. The class of isofibrations is the class of morphism with the right lifting
property with respect to {𝜂}. The morphisms with the right lifting property with
respect to {𝑖, 𝑗 , 𝑘} precisely are the functors which induce a surjective map at
the level of objects and which are fully faithful. Conversely, one checks that the
morphisms with the left lifting property with respect to the class of equivalences
of categories which are surjective on objects precisely is the class of functors
which are injective on objects. It is clear that any equivalence of categories
which is surjective on objects is an isofibration, and that any isofibration which
is an equivalence of categories is surjective on objects. Using the small object
argument for each sets of maps {𝜂} and {𝑖, 𝑗 , 𝑘} provides the existence the of
expected factorisations. □

Definition 3.3.11. The model category structure provided by the preceding
proposition is called the canonical model category structure.

Lemma 3.3.12. The left adjoint of the nerve functor sends inner anodyne
extensions to isomorphisms.

Proof The class of morphisms of simplicial sets whose image by the functor 𝜏
is an isomorphism of categories is saturated. Therefore, it is sufficient to check
that 𝜏 sends each inclusion Λ𝑛

𝑘
→ Δ𝑛 to an invertible map of Cat whenever

𝑛 ≥ 2 and 0 < 𝑘 < 𝑛. But this latter property is a reformulation of Proposition
1.4.13. □

Lemma 3.3.13. The functor 𝜏 : sSet→ Cat commutes with finite products.

Proof Let 𝑋 and 𝑌 be two simplicial sets. We choose two inner anodyne
extensions 𝑋 → 𝑋 ′ and 𝑌 → 𝑌 ′ such that both 𝑋 ′ and 𝑌 ′ are ∞-categories.
Then the product map 𝑋 × 𝑌 → 𝑋 ′ × 𝑌 ′ is an inner anodyne extension (this is
a consequence of Corollary 3.2.4). Therefore, by virtue of Lemma 3.3.12, we
have canonical isomorphisms 𝜏(𝑋) ≃ 𝜏(𝑋 ′), 𝜏(𝑌 ) ≃ 𝜏(𝑌 ′) and 𝜏(𝑋 × 𝑌 ) ≃
𝜏(𝑋 ′ ×𝑌 ′). The explicit description of 𝜏(𝑊), for any∞-category𝑊 , provided
by the theorem of Boardman and Vogt (1.6.6), implies that the natural map
from 𝜏(𝑋 ′ × 𝑌 ′) to 𝜏(𝑋 ′) × 𝜏(𝑌 ′) is an isomorphism. □

Proposition 3.3.14. The adjunction

𝜏 : sSet⇄ Cat : 𝑁

is a Quillen adjunction from the Joyal model category structure to the canonical
model category structure.

Proof Since, for any simplicial set 𝑋 , the set of objects of the associated
category 𝜏(𝑋) coincides with 𝑋0, the functor 𝜏 sends monorphisms to functors
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which are injective on objects. In other words, it preserves cofibrations. For
any simplicial set 𝑋 , the functor 𝜏 sends the inclusion 𝑋 = {0} × 𝑋 →
𝐽 × 𝑋 to the inclusion 𝜏(𝑋) = {0} × 𝜏(𝑋) → 𝜏(𝐽) × 𝜏(𝑋). Since 𝜏(𝐽) is
equivalent to the final category the explicit description of the class of categorical
anodyne extensions given in Remark 3.3.4 and Lemma 3.3.12 imply that 𝜏 sends
categorical anodyne extensions to trivial cofibrations. This proves that 𝜏 and 𝑁
define a Quillen adjunction; see Proposition 2.4.40. □

Definition 3.3.15. A morphism of simplicial sets 𝑝 : 𝑋 → 𝑌 is an isofibration
if it is an inner fibration, and if, for any object 𝑥0 in 𝑋 and any invertible map
of the form 𝑔 : 𝑦0 → 𝑦1 in 𝑌 with 𝑝(𝑥0) = 𝑦0, there exists an invertible map
𝑓 : 𝑥0 → 𝑥1 in 𝑋 such that 𝑝( 𝑓 ) = 𝑔.

Remark 3.3.16. Lemma 3.3.12 means that the nerve of any functor between
small categories is an inner fibration. One easily checks that a functor 𝑝 :

𝑋 → 𝑌 is an isofibration if and only if its nerve 𝑁 (𝑝) : 𝑁 (𝑋) → 𝑁 (𝑌 ) is
an isofibration. We will prove later that a functor between ∞-categories is an
isofibration if and only if it is a fibration of the Joyal model category structure;
see Theorem 3.6.1.

Remark 3.3.17. Any fibration of the Joyal model category structure is an
isofibration. This is a consequence of the fact that, by construction, a map
𝐽 → 𝑊 is the same thing as a morphism 𝑓 : 𝑥 → 𝑦 in𝑊 equipped with a proof
that it is invertible.

Proposition 3.3.18. A morphism of∞-categories 𝑝 : 𝑋 → 𝑌 is an isofibration
if and only if it is an inner fibration and if, for any object 𝑥1 in 𝑋 and any
invertible map of the form 𝑔 : 𝑦0 → 𝑦1 in 𝑌 with 𝑝(𝑥1) = 𝑦1, there exists an
invertible map 𝑓 : 𝑥0 → 𝑥1 in 𝑋 such that 𝑝( 𝑓 ) = 𝑔.

Proof Assume that 𝑝 has the property stated in the proposition, and let us
prove that it is an isofibration. Let us choose an object 𝑥0 in 𝑋 and an invertible
map 𝑔 : 𝑦0 → 𝑦1 such that 𝑝(𝑥0) = 𝑦0. We choose a map 𝑔′ : 𝑦1 → 𝑦0 which
is a left inverse of 𝑔. Then, by assumption on 𝑝, we can find an invertible
morphism 𝑓 ′ : 𝑥1 → 𝑥0 in 𝑋 such that 𝑝( 𝑓 ′) = 𝑔′. Let us choose a map
𝑓 : 𝑥0 → 𝑥1 which is a right inverse of 𝑓 ′. Then, 𝑝( 𝑓 ) and 𝑔 coincide in 𝜏(𝑋),
and thus, by virtue of Theorem 1.6.6, there exists a map 𝑐 : Δ2 → 𝑌 whose
boundary is the following triangle.

𝑐 |𝜕Δ2 =

𝑦1

𝑦0 𝑦1

1𝑦1

𝑔

𝑝 ( 𝑓 )
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There is a unique morphism 𝑏 : Λ2
1 → 𝑋 corresponding to the diagram below.

𝑏 =

𝑥1

𝑥0 𝑥1

1𝑥1𝑓

Since 𝑝 is an inner fibration, the solid commutative square

Λ2
1 𝑋

Δ2 𝑌

𝑏

𝑝

𝑐

𝑎

has a filler 𝑎. For 𝑓 = 𝑎𝛿21, the image of the map 𝑓 : 𝑥0 → 𝑥1 by 𝑝 is equal to
𝑔.

Conversely, applying what precedes to 𝑋op → 𝑌op shows that any isofibration
satisfies the assumption of the proposition. □

Corollary 3.3.19. A morphism of ∞-categories 𝑋 → 𝑌 is an isofibration if
and only if the induced morphism 𝑋op → 𝑌op is an isofibration.

3.4 Left or right fibrations, joins and slices

Definition 3.4.1. A left anodyne extension (a right anodyne extension) is an
element of the smallest saturated class of morphisms of simplicial sets contain-
ing the horn inclusions of the form Λ𝑛

𝑘
→ Δ𝑛 for 𝑛 ≥ 1 and 0 ≤ 𝑘 < 𝑛 (and

0 < 𝑘 ≤ 𝑛, respectively).
A left fibration (a right fibration) is a morphism of simplicial sets with the

right lifting property with respect to the class of left (right) anodyne extensions.

Remark 3.4.2. Right fibrations are a generalisation of the notion of Grothen-
dieck fibration with discrete fibres; see paragraph 4.1.1 and Proposition 4.1.2
below. However, in this section, we shall focus on technical properties in-
volving coherence issues related to providing inverses of invertible maps in
∞-categories.

The functor 𝑋 ↦→ 𝑋op maps the horn Λ𝑛
𝑘

to Λ𝑛
𝑛−𝑘 . Therefore, it sends right

fibrations to left fibrations and right anodyne maps to left anodyne maps, et
vice versa. In particular, any statement about right fibrations and right anodyne
extensions always has a counterpart in terms of left fibrations and left anodyne
extensions. The following three propositions are interpretations of Lemma
3.1.3.
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Proposition 3.4.3. For any left (right) anodyne extension 𝐾 → 𝐿 and any
monomorphism 𝑋 → 𝑌 , the induced inclusion

𝐿 × 𝑋 ∪ 𝐾 × 𝑌 → 𝐿 × 𝑌

is a left (right) anodyne extension.

Proposition 3.4.4. Let 𝑋 → 𝑌 be a left (right) fibration. If the map 𝐾 → 𝐿 is
a monomorphism (a left anodyne extension), then the induced morphism

Hom(𝐿, 𝑋) → Hom(𝐾, 𝑋) ×Hom(𝐾,𝑌 ) Hom(𝐿,𝑌 )

is a left fibration (a trivial fibration, respectively).

Proposition 3.4.5. A morphism of simplicial sets 𝑋 → 𝑌 is a left fibration (a
right fibration) if and only if the evaluation at 1 (the evaluation at 0, respectively)
induce a trivial fibration of the form

Hom(Δ1, 𝑋) → 𝑋 ×𝑌 Hom(Δ1, 𝑌 ) .

Definition 3.4.6. A morphism of simplicial sets 𝑝 : 𝑋 → 𝑌 is conservative if,
for any morphism 𝑓 : 𝑥 → 𝑥′ in 𝑋 , if 𝑝( 𝑓 ) : 𝑝(𝑥) → 𝑝(𝑥′) is invertible in 𝑌 ,
so is 𝑓 in 𝑋 .

Remark 3.4.7. If 𝑝 : 𝑋 → 𝑌 is a functor between ∞-categories, the explicit
desciption of 𝜏(𝑋) and 𝜏(𝑌 ) given by the theorem of Boardman and Vogt (1.6.6)
implies that 𝑝 is conservative if and only if the functor 𝜏(𝑝) : 𝜏(𝑋) → 𝜏(𝑌 ) is
conservative.

Proposition 3.4.8. Let 𝑝 : 𝑋 → 𝑌 be a morphism of ∞-categories. If 𝑝 is
either a left fibration or a right fibration, then it is a conservative isofibration.

Proof It is sufficient to prove the case of a left fibration. Let us prove first
that 𝑝 is conservative. Let 𝑥 : 𝑥0 → 𝑥1 be a morphism in 𝑋 whose image
𝑝(𝑥) = 𝑦 : 𝑦0 → 𝑦1 is invertible. This implies 𝑦 has a left inverse 𝑔. In other
words, there is a map 𝑐 : Δ2 → 𝑌 whose restriction to 𝜕Δ2 is a commutative
triangle of the form below.

𝑦1

𝑦0 𝑦0

𝑔

1𝑦0

𝑦

Let 𝑏 : Λ2
0 → 𝑋 be the morphism corresponding to the diagram

𝑥1

𝑥0 𝑥0
1𝑥0

𝑥
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in 𝑋 . The solid commutative square

Λ2
0 𝑋

Δ2 𝑌

𝑏

𝑝

𝑐

has a filler whose restriction to 𝜕Δ2 provides a commutative triangle of the
form

𝑥1

𝑥0 𝑥0

𝑓

1𝑥0

𝑥

Since 𝑝(𝑥) is invertible, so is 𝑝( 𝑓 ), and we can repeat the procedure above to
get a commutative triangle of the form below.

𝑥0

𝑥1 𝑥1

𝑓 ′

1𝑥1

𝑓

In other words, the morphism 𝑓 is invertible. This implies that the morphism
corresponding to 𝑥 in 𝜏(𝑋) is invertible, and thus that 𝑥 itself is invertible.

Since 𝑝 is conservative and has the right lifting property with respect to the
inclusion {0} → Δ1, it must be an isofibration. □

3.4.9. Let ΔΔΔaug be the category whose objects are the ordered sets [𝑛] =

{0, . . . , 𝑛} for 𝑛 ≥ −1, and whose morphisms are the (non-strictly) increasing
maps. In other words, the category ΔΔΔaug is the category obtained from the
usual category of simplices ΔΔΔ by adjoining an initial object [−1] (the empty
ordered set). One can see a presheaf over the categoryΔΔΔaug as a triple (𝑋, 𝑎, 𝐸),
where 𝑋 is a simplicial set, 𝐸 is a set, and 𝑎 is an augmentation from 𝑋 to
𝐸 (i.e. a morphism from 𝑋 to the constant simplicial set with value 𝐸). We
denote by sSetaug the category of presheaves over ΔΔΔaug, which we shall call
the augmented simplicial sets. The operation of composition with the inclusion
functor 𝑖 : ΔΔΔ→ ΔΔΔaug induces a functor

𝑖∗ : sSetaug → sSet

which can be described as (𝑋, 𝐸, 𝑎) ↦→ 𝑋 in the language of augmented
simplicial sets. This functor has a left adjoint 𝑖! and a right adjoint 𝑖∗; the left
adjoint sends a simplicial set 𝑋 to the triple (𝑋, 𝑝𝑋, 𝜋0 (𝑋)), where 𝜋0 (𝑋) is
the set of connected components of 𝑋 (see 3.1.30), and 𝑝𝑋 : 𝑋 → 𝜋0 (𝑋) is the
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canonical map. The functor 𝑖∗ sends a simplicial set 𝑋 to the triple (𝑋, 𝑎𝑋,Δ0),
with 𝑎𝑋 : 𝑋 → Δ0 the obvious map.

3.4.10. The category ΔΔΔaug is equipped with a monoidal structure induced by
the sum of ordinals

ΔΔΔaug ×ΔΔΔaug → ΔΔΔaug

( [𝑚], [𝑛]) ↦→ [𝑚 + 1 + 𝑛]

(the unit object thus is [−1]). By a repeated use of Theorem 1.1.10, there is a
unique monoidal structure on the category of augmented simplicial sets whose
tensor product commutes with small colimits in each variables, which extends
the sum of ordinals in ΔΔΔaug. The tensor product of two augmented simplicial
sets 𝑋 and 𝑌 is denoted by 𝑋 ∗𝑌 , so that, in particular, ℎ[𝑚] ∗ ℎ[𝑛] = ℎ[𝑚+1+𝑛] .
The unit object is the representable presheaf ℎ[−1] = 𝑖∗ (∅). However, we also
have an explicit description of this tensor product.

Proposition 3.4.11. For any augmented simplicial sets 𝑋 and 𝑌 , and for any
integer 𝑛 ≥ −1, there is a canonical identification

(𝑋 ∗ 𝑌 )𝑛 =
∐

𝑖+1+ 𝑗=𝑛
𝑋𝑖 × 𝑌 𝑗 .

Proof For 𝑋 = ℎ[𝑝] and 𝑌 = ℎ[𝑞 ] , since we restricts ourselves to consider
maps which never decrease, one has:

Hom( [𝑛], [𝑝 + 1 + 𝑞]) =
∐

𝑖+1+ 𝑗=𝑛
Hom( [𝑖], [𝑝]) ×Hom( [ 𝑗], [𝑞]) .

We then extend these identifications by colimits. □

3.4.12. For two simplicial sets 𝑋 and 𝑌 , we define the join of 𝑋 and 𝑌 as:

𝑋 ∗ 𝑌 = 𝑖∗ (𝑖∗ (𝑋) ∗ 𝑖∗ (𝑌 )) .

In other words, for each 𝑛 ≥ 0, the simplicial set 𝑋 ∗ 𝑌 evaluated at 𝑛 is:

(𝑋 ∗ 𝑌 )𝑛 =
∐

𝑖+1+ 𝑗=𝑛
𝑋𝑖 × 𝑌 𝑗 .

In other words, a map 𝑓 : Δ𝑛 → 𝑋 ∗ 𝑌 is uniquely determined by a decom-
position of 𝑛 into a sum 𝑛 = 𝑝 + 1 + 𝑞 together with maps 𝑎 : Δ𝑝 → 𝑋 and
𝑏 : Δ𝑞 → 𝑌 ; one recovers 𝑓 as 𝑓 = 𝑎 ∗ 𝑏.

This defines a monoidal structure on the category of simplicial sets whose
unit object is the empty simplicial set ∅ = 𝑖∗ (ℎ[−1]). Therefore, there is a
functorial injective map

𝑋 ⨿ 𝑌 → 𝑋 ∗ 𝑌
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induced by functoriality from the inclusions ∅ → 𝑊 for𝑊 = 𝑋,𝑌 .
Given a fixed simplicial set 𝑇 , we thus get two functors:

(−) ∗ 𝑇 : sSet→ 𝑇\sSet
𝑋 ↦→ (𝑇 = ∅ ⨿ 𝑇 → 𝑋 ∗ 𝑇)

𝑇 ∗ (−) : sSet→ 𝑇\sSet
𝑋 ↦→ (𝑇 = 𝑇 ⨿ ∅ → 𝑇 ∗ 𝑋)

Proposition 3.4.13. Both functors (−) ∗ 𝑇 and 𝑇 ∗ (−) commute with small
colimits.

Proof These functors both preserve initial objects. It is thus sufficient to
prove that the join operation preserves connected colimits in each variable. For
this, since the tensor product preserves small colimits in each variables in the
category of augmented simplicial sets, it is sufficient to prove that the functor
𝑖∗ commutes with small connected colimit. Since it obviously preserves filtered
colimits, we only need to check that it preserves coCartesian squares, which
follows right away from its explicit description. □

3.4.14. Let 𝑡 : 𝑇 → 𝑋 be a morphism of simplicial sets. We shall write 𝑋/𝑡 or
𝑋/𝑇 (𝑡\𝑋 or 𝑇\𝑋 , respectively) the image of (𝑋, 𝑡) by the right adjoint of the
functor (−) ∗ 𝑇 (of the functor 𝑇 ∗ (−), respectively), which exists by virtue of
the preceding proposition.

In the case where 𝑇 = Δ0 and 𝑋 = 𝑁 (𝐶) is the nerve of a category, we
observe that the identification Δ𝑛+1 = Δ𝑛 ∗ Δ0 implies that 𝑋/𝑡 = 𝑁 (𝐶/𝑡).
In other words, the construction 𝑋/𝑡 extends the usual construction of slice
categories.

Remark 3.4.15. The join operation is compatible with the opposite operations
as follows:

(𝑇 ∗ 𝑆)op = 𝑆op ∗ 𝑇op .

Therefore, we have:

(𝑋/𝑇)op = 𝑇op\𝑋op .

Since the join operation is associative, we also have the following formulas:

𝑋/(𝑆 ∗ 𝑇) ≃ (𝑋/𝑇)/𝑆 and (𝑆 ∗ 𝑇)\𝑋 ≃ 𝑇\(𝑆\𝑋) .

Proposition 3.4.16. For any monomorphisms of simplicial sets 𝑈 → 𝑉 and
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𝐾 → 𝐿, the induced commutative square

𝐾 ∗𝑈 𝐾 ∗𝑉

𝐿 ∗𝑈 𝐿 ∗𝑉

is Cartesian, and all its maps are monomorphisms. We thus have a canonical
inclusion map

𝐿 ∗𝑈 ∪ 𝐾 ∗𝑉 → 𝐿 ∗𝑉 .

Proof This follows right away from Proposition 3.4.11 and the analogous
property for the binary Cartesian product of sets. □

The following statement is obvious.

Proposition 3.4.17. As subobjects of Δ𝑚+1+𝑛 = Δ𝑚 ∗Δ𝑛, we have the following
identities.

𝜕Δ𝑚 ∗ Δ𝑛 ∪ Δ𝑚 ∗ 𝜕Δ𝑛 = 𝜕Δ𝑚+1+𝑛

Λ𝑚𝑘 ∗ Δ
𝑛 ∪ Δ𝑚 ∗ 𝜕Δ𝑛 = Λ𝑚+1+𝑛𝑘

𝜕Δ𝑚 ∗ Δ𝑛 ∪ Δ𝑚 ∗ Λ𝑛𝑘 = Λ𝑚+1+𝑛𝑚+1+𝑘 .

Theorem 3.4.18 (Joyal). Let 𝑋 and 𝑌 be ∞-categories, and 𝑝 : 𝑋 → 𝑌 an
inner fibration. We consider given a commutative square of the form

Λ𝑛0 𝑋

Δ𝑛 𝑌

𝑎

𝑝

𝑏

𝑛 ≥ 2 ,

and we assume that the morphism 𝛼 : 𝑎0 → 𝑎1, defined by the restriction of 𝑎
on Δ{0,1} , is invertible in 𝑋 . Then there exists a morphism ℎ : Δ𝑛 → 𝑋 such
that the restriction of ℎ on Λ𝑛0 is equal to 𝑎, and such that 𝑝ℎ = 𝑏.

By contemplating the identification Λ1
0 ∗ Δ𝑛−2 ∪ Δ1 ∗ 𝜕Δ𝑛−2 = Λ𝑛0 , this

theorem is a particular case of the following one.

Theorem 3.4.19 (Joyal). Let 𝑝 : 𝑋 → 𝑌 an inner fibration, and assume
that 𝑌 is an ∞-category. We consider a monomorphism 𝑆 → 𝑇 as well as a
commutative square of the form

{0} ∗ 𝑇 ∪ Δ1 ∗ 𝑆 𝑋

Δ1 ∗ 𝑇 𝑌

𝑎

𝑝

𝑏
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and we assume that the morphism 𝛼 : 𝑎0 → 𝑎1, obtained as the restriction of
𝑎 on Δ1 ∗ ∅ ⊂ Δ1 ∗ 𝑆, is invertible in 𝑋 . Then the square above has a filler
𝑐 : Δ1 ∗ 𝑇 → 𝑋 .

The proof of this theorem will require a few preliminary results. Observe
that, for a morphism of simplicial sets 𝑆 → 𝑇 and a map 𝑇 → 𝑋 , there is an
induced map 𝑋/𝑇 → 𝑋/𝑆 which is functorial in 𝑋 . Therefore, if 𝑋 → 𝑌 is a
morphism of simplicial sets, we obtain a canonical commutative square

𝑋/𝑇 𝑌/𝑇

𝑋/𝑆 𝑌/𝑆

and thus a canonical map 𝑋/𝑇 → 𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇 . We leave the next lemma as
an exercise for the reader.

Lemma 3.4.20. Let 𝑖 : 𝐴→ 𝐵 and 𝑗 : 𝑆 → 𝑇 be two monomorphisms. For any
morphism of simplicial sets 𝑝 : 𝑋 → 𝑌 , we have the following correspondence
of lifting properties.

𝐴 ∗ 𝑇 ∪ 𝐵 ∗ 𝑆 𝑋

𝐵 ∗ 𝑇 𝑌

𝑎

𝑝

𝑏

ℎ ↭

𝐴 𝑋/𝑇

𝐵 𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇

𝑎

𝑖

𝑏

ℎ̃

Lemma 3.4.21. Let 𝑝 : 𝑋 → 𝑌 be an inner fibration. Given any integers 𝑛 ≥ 1

and 0 ≤ 𝑘 < 𝑛 and any morphism 𝑡 : Δ𝑛 → 𝑋 , the induced map

𝑋/Δ𝑛 → 𝑋/Λ𝑛𝑘 ×𝑌/Λ𝑛𝑘 𝑌/Δ
𝑛

is a trivial fibration.

Proof Since 0 < 𝑚+1+ 𝑘 < 𝑚+1+𝑛, the third equality in Proposition 3.4.17
and the preceding lemma explain everything we need to know. □

Theorem 3.4.22. Let 𝑝 : 𝑋 → 𝑌 be an inner fibration. We consider a monomor-
phism 𝑆 → 𝑇 , together with a morphism 𝑡 : 𝑇 → 𝑋 . Then the canonical
projection

𝑋/𝑇 → 𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇

is a right fibration. Furthermore, if ever 𝑌 is an ∞-category, then so are 𝑋/𝑇
as well as the fibre product 𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇 .
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Proof Let 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛. We then have the following correspondence
of lifting problems.

Λ𝑛
𝑘
∗ 𝑇 ∪ Δ𝑛 ∗ 𝑆 𝑋

Δ𝑛 ∗ 𝑇 𝑌

𝑎

𝑝

𝑏

ℎ ↭

Λ𝑛
𝑘

𝑋/𝑇

Δ𝑛 𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇

𝑎

𝑏

ℎ̃

Similarly, we have a correspondence of the form below.

Λ𝑛
𝑘
∗ 𝑇 ∪ Δ𝑛 ∗ 𝑆 𝑋

Δ𝑛 ∗ 𝑇 𝑌

𝑎

𝑝

𝑏

ℎ ↭

𝑆 Δ𝑛\𝑋

𝑇 Λ𝑛
𝑘
\𝑋 ×Λ𝑛

𝑘
\𝑌 Δ𝑛\𝑌

𝑎′

𝑏′

ℎ′

Therefore, it is sufficient to prove that the map Δ𝑛\𝑋 → Λ𝑛
𝑘
\𝑋 ×Λ𝑛

𝑘
\𝑌 Δ𝑛\𝑌 is

a trivial fibration. We even may check this property after applying the functor
𝑊 ↦→ 𝑊op, so that the first assertion follows from lemma 3.4.21. In the case
where𝑌 is a final object, we obtain that the map 𝑋/𝑇 → 𝑋/𝑆 is a right fibration,
and the case where 𝑆 is empty tells us that the map 𝑋/𝑇 → 𝑋 is a right fibration.
Since right fibrations are inner fibrations, we deduce that 𝑋/𝑇 and 𝑋/𝑆 always
are ∞-categories. The projection of 𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇 on 𝑋/𝑆 is a right fibration
as well (as the pull-back of the right fibration 𝑌/𝑇 → 𝑌/𝑆), from which we see
that 𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇 is an∞-category. □

Proof of Theorem (3.4.19) Let 𝑝 : 𝑋 → 𝑌 be an inner fibration between
∞-categories, 𝑆 → 𝑌 a monomorphism, and a commutative square

{0} ∗ 𝑇 ∪ Δ1 ∗ 𝑆 𝑋

Δ1 ∗ 𝑇 𝑌

𝑎

𝑝

𝑏

such that the morphism 𝛼 : 𝑎0 → 𝑎1, given by the restriction of 𝑎 on Δ1 ∗ ∅,
is invertible in 𝑋 . By virtue of Lemma 3.4.20, it is sufficient to prove that the
induced commutative square

{0} 𝑋/𝑇

Δ1 𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇𝛼

has a filler, where �̃� is the morphism induced by 𝛼 by transposition. But
Theorem 3.4.22 ensures that the right hand vertical map is a right fibration
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between ∞-categories, and thus, by virtue of Proposition 3.4.8, is an isofibra-
tion. Therefore, we are reduced to prove that the morphism �̃� is invertible in
𝑋/𝑆 ×𝑌/𝑆 𝑌/𝑇 . On the other hand, by virtue of Theorem 3.4.22, the canonical
morphism 𝑋/𝑆×𝑌/𝑆𝑌/𝑇 → 𝑋 is a right fibration between∞-categories, hence,
applying Proposition 3.4.8 again, is conservative. In other words it is now suf-
ficient to prove that this map sends the morphism �̃� to an invertible morphism
in 𝑋 . But, by definition, it sends �̃� to 𝛼, which is invertible by assumption. □

3.5 Invertible natural transformations

Theorem 3.5.1 (Joyal). An∞-category is a Kan complex if and only if it is an
∞-groupoid.

Proof If 𝑋 is an ∞-category, then the map 𝑋 → Δ0 has the right lifting
property with respect to horns of the form Λ𝑛

𝑘
→ Δ𝑛 with 𝑛 = 1 or 0 < 𝑘 < 𝑛.

This theorem thus follows from applying Theorem 3.4.18 to the∞-category 𝑋
as well as to its opposite 𝑋op. □

3.5.2. Let Gpd be the full subcategory of the category of small categories whose
objects are the groupoids. The inclusion functor Gpd→ Cat has a left adjoint
𝜋1 and a right adjoint 𝑘 . For a small category𝐶, the groupoid 𝜋1 (𝐶) is obtained
as the localisation of𝐶 by all its morphisms, while 𝑘 (𝐶) is the groupoid whose
objects are those of 𝐶, and whose morphisms are the invertible morphisms of
𝐶. The latter construction can be extended to ∞-categories as follows. For an
∞-category 𝑋 , we form the pull-back square below.

𝑘 (𝑋) 𝑋

𝑁 (𝑘 (𝜏(𝑋))) 𝑁 (𝜏(𝑋))

Remark that the inclusion 𝑘 (𝜏(𝑋)) → 𝜏(𝑋) is an isofibration, hence so is
its nerve. Therefore, the morphism 𝑘 (𝑋) → 𝑋 is an inner fibration and 𝑘 (𝑋)
is an ∞-category. It immediately follows from Theorem 1.6.6 that the map
𝑘 (𝑋) → 𝑁 (𝑘 (𝜏(𝑋))) induces an isomorphism after we apply the functor 𝜏.
By virtue of the preceding theorem, the∞-category 𝑘 (𝑋) is a Kan complex.

Corollary 3.5.3. The ∞-category 𝑘 (𝑋) is the largest Kan complex contained
in the∞-category 𝑋 .

In other words, the functor 𝑘 is a right adjoint of the inclusion functor from
the category of Kan complexes to the category of∞-categories.
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Corollary 3.5.4. For any ∞-category 𝑋 , the canonical map 𝑘 (𝑋) → 𝑋 is a
conservative isofibration.

Proposition 3.5.5. Any left (right) fibration whose codomain is a Kan complex
is a Kan fibration between Kan complexes.

Proof Indeed, such a map is conservative (Proposition 3.4.8), so that it is a
morphism of Kan complexes. By virtue of Theorem 3.4.18 (and of its dual
version, replacing Λ𝑛0 by Λ𝑛𝑛 = (Λ𝑛0)

op), any inner fibration between Kan com-
plexes has the right lifting property with respect to horns of the form Λ𝑛

𝑘
→ Δ𝑛

with 𝑛 ≥ 2 and 0 ≤ 𝑘 ≤ 𝑛. Since left (right) fibrations between ∞-categories
also are isofibrations (Proposition 3.4.8), it follows from Corollary 3.3.19 that
any left (right) fibration between Kan complexes has the right lifting property
with respect to Λ1

𝑘
→ Δ1 for 𝑘 = 0, 1. □

Corollary 3.5.6. Let 𝑝 : 𝑋 → 𝑌 be a left (or right) fibration. For any object 𝑦
of 𝑌 , the fibre of 𝑝 at 𝑦 is a Kan complex.

Proof The fibre of 𝑝 at 𝑦 is the pull-back of 𝑝 along the map 𝑦 : Δ0 → 𝑌 and
thus is a left (or right) fibration of the form 𝑞 : 𝐹 → Δ0. Since Δ0 obviously is
a Kan complex, the previous proposition applied to 𝑞 implies that 𝐹 must have
the same property. □

3.5.7. Let 𝐴 be a simplicial set. We write Ob(𝐴) for the constant simplicial set
whose set of object is 𝐴0. There is a unique morphism

Ob(𝐴) → 𝐴

which is the identity on sets of objects. Let 𝑋 be an ∞-category. By virtue of
Corollary 3.2.8, the restriction map

Hom(𝐴, 𝑋) → Hom(Ob(𝐴), 𝑋) = 𝑋𝐴0

𝐹 ↦→ (𝐹 (𝑎))𝑎∈𝐴0

is an inner fibration between∞-categories.
One defines the∞-category 𝑘 (𝐴, 𝑋) by forming the the following Cartesian

square.

(3.5.7.1)
𝑘 (𝐴, 𝑋) Hom(𝐴, 𝑋)

𝑘 (Hom(Ob(𝐴), 𝑋)) Hom(Ob(𝐴), 𝑋)

Note that 𝑘 (Hom(Ob(𝐴), 𝑋)) = 𝑘 (Ob(𝐴), 𝑋) = 𝑘 (𝑋)𝐴0 is the maximal
Kan complex in 𝑋𝐴0 . The ∞-category 𝑘 (𝐴, 𝑋) is the ∞-category of functors
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𝐹 : 𝐴 → 𝑋 , with morphisms 𝐹 → 𝐺 those natural transformations such that,
for any object 𝑎 of 𝐴, the induced map 𝐹 (𝑎) → 𝐺 (𝑎) is invertible in 𝑋 . More
precisely, a simplex 𝑥 : Δ𝑛 → Hom(𝐴, 𝑋) belongs to 𝑘 (𝐴, 𝑋) if and only if,
for any object 𝑎 of 𝐴, the map 𝑥(𝑎) : Δ𝑛 → 𝑋 , obtained by composing 𝑥 with
the evaluation at 𝑎, factors through 𝑘 (𝑋).

The main goal of this section is to prove that the inclusion 𝑘 (Hom(𝐴, 𝑋)) ⊂
𝑘 (𝐴, 𝑋) is in fact an equality. In words: we want to prove that any objectwise
invertible natural transformation is indeed invertible as a map of the∞-category
of functors. This will be achieved in Corollary 3.5.12. This fundamental char-
acterisation of invertible natural transformations is very strongly related to the
characterisation of∞-categories as fibrant objects in the Joyal model category
structure; see the proof of Theorem 3.6.1 below.

We need a companion of the construction 𝑘 (𝐴, 𝑋). For a simplicial set 𝐵,
we introduce the simplicial set ℎ(𝐵, 𝑋) as the subobject of Hom(𝐵, 𝑋) whose
simplices correspond to maps Δ𝑛 → Hom(𝐵, 𝑋) such that the associated
morphism 𝐵→ Hom(Δ𝑛, 𝑋) factors through 𝑘 (Δ𝑛, 𝑋).

One checks that the bĳectionsHom(𝐴,Hom(𝐵, 𝑋)) ≃ Hom(𝐵,Hom(𝐴, 𝑋)
induce canonical bĳections

(3.5.7.2) Hom(𝐴, ℎ(𝐵, 𝑋)) ≃ Hom(𝐵, 𝑘 (𝐴, 𝑋)) .

One may think of ℎ(𝐵, 𝑋) as the full subcategory ofHom(𝐵, 𝑋) which consists
of functors 𝐵→ 𝑋 sending all maps of 𝐵 to invertible maps of 𝑋 .

3.5.8. Let 𝑝 : 𝑋 → 𝑌 be an inner fibration between ∞-categories. Let us
consider the morphism

(3.5.8.1) ev1 : ℎ(Δ1, 𝑋) → 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )

induced by the inclusion {1} ⊂ Δ1.
We remark that the morphism (3.5.8.1) has the right lifting property with

respect to 𝜕Δ0 → Δ0 (i.e. is surjective on objects) if and only if 𝑝 is an
isofibration. Indeed, we have a correspondence of the following form:

(3.5.8.2)
∅ ℎ(Δ1, 𝑋)

Δ0 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )

ev1 ↭

{1} 𝑋

Δ1 𝑌

𝑝
𝑥 with 𝑥 invertible.

Theorem 3.5.9. For any inner fibration between ∞-categories 𝑝 : 𝑋 → 𝑌 ,
the evaluation at 1 map ev1 : ℎ(Δ1, 𝑋) → 𝑋 ×𝑌 ℎ(Δ1, 𝑌 ) has the right lifting
property with respect to inclusions of the form 𝜕Δ𝑛 → Δ𝑛, 𝑛 > 0.
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Proof For any map 𝐴→ 𝐵 inducing a bĳection 𝐴0 ≃ 𝐵0 and any∞-category
𝑊 , the obvious commutative square

𝑘 (𝐵,𝑊) Hom(𝐵,𝑊)

𝑘 (𝐴,𝑊) Hom(𝐴,𝑊)

is Cartesian. Since the inclusion 𝜕Δ𝑛 → Δ𝑛 induces a bĳection on objects,
we deduce from this property that there is a correspondence between lifting
problems of shape

𝜕Δ𝑛 ℎ(Δ1, 𝑋)

Δ𝑛 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )

ev1

and lifting problems of shape

Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 𝑋

Δ1 × Δ𝑛 𝑌

𝑎

𝑝

𝑏

𝑐

in which 𝑏 corresponds to an element of 𝑘 (Δ𝑛, 𝑌 )1 and the restriction of 𝑎 to
Δ1×𝜕Δ𝑛 to an element of 𝑘 (𝜕Δ𝑛, 𝑋)1 (the lifting 𝑐, if ever it exists, will always
correspond to an element of 𝑘 (Δ𝑛, 𝑋)1 thanks to the Cartesian square above
for 𝑋 = 𝑊 , 𝐴 = 𝜕Δ𝑛 and 𝐵 = Δ𝑛).

Let us prove the existence of a lifting 𝑐 (in the presence of the extra hypothesis
on 𝑎 and 𝑏 as above). We recall that there is a finite filtration of the form

Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 = 𝐴−1 ⊂ 𝐴0 ⊂ . . . ⊂ 𝐴𝑛 = Δ1 × Δ𝑛 ,

each step 𝐴𝑖−1 → 𝐴𝑖 being obtained through a biCartesian square of the form

Λ𝑛+1
𝑖+1 𝐴𝑖1

Δ𝑛+1 𝐴𝑖

𝑐′
𝑖

𝑐𝑖

where 𝑐𝑖 is induced by the unique order preserving map [𝑛 + 1] → [1] × [𝑛]
which reaches both points (0, 𝑖) and (1, 𝑖). In particular, the map 𝐴−1 → 𝐴𝑛−1
is an inner anodyne extension, so that we may assume that the map 𝑎 is the
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restriction of a map 𝑎′ : 𝐴𝑛−1 → 𝑋 such that 𝑝𝑎′ equals the restriction of 𝑏 to
𝐴𝑛−1. It is thus sufficient to prove that the commutative square

Λ𝑛+1𝑛+1 𝑋

Δ𝑛+1 𝑌

𝑎′𝑐′𝑛

𝑝

𝑏

admits a filler. The map 𝛼 ∈ 𝑋1, corresponding to the image of Δ{𝑛−1,𝑛} by
𝑐′𝑛𝑎

′ is the image of the map (0, 𝑛) → (1, 𝑛) by 𝑎; in particular, it is invertible.
Therefore, by virtue of Theorem 3.4.18 (applied to 𝑋op → 𝑌op), the expected
filler Δ𝑛+1 → 𝑋 exists. □

Corollary 3.5.10. An inner fibration between ∞-categories 𝑝 : 𝑋 → 𝑌 is
an isofibration if and only if the evaluation at 1 map ev1 : ℎ(Δ1, 𝑋) →
𝑋 ×𝑌 ℎ(Δ1, 𝑌 ) is a trivial fibration.

Proof This follows from (3.5.8.2) and from Theorem 3.5.9. □

Theorem 3.5.11. Let 𝑝 : 𝑋 → 𝑌 be an isofibration between∞-categories. For
any monomorphism of simplicial sets 𝑖 : 𝐴→ 𝐵, the induced map

(𝑖∗, 𝑝∗) : 𝑘 (𝐵, 𝑋) → 𝑘 (𝐴, 𝑋) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐵,𝑌 )

is a Kan fibration between Kan complexes.

Proof We will prove first that the map 𝑞 = (𝑖∗, 𝑝∗) is a left Kan fibration.
More precisely, we will prove that it has the right lifting property with respect
to the maps

Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 → Δ1 × Δ𝑛 , 𝑛 ≥ 0 .

Let us first observe that the correspondence (3.5.7.2) induces the following one.

{1} 𝑘 (𝐵, 𝑋)

Δ1 𝑘 (𝐴, 𝑋) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐵,𝑌 )

𝑞 ↭

𝐴 ℎ(Δ1, 𝑋)

𝐵 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )

ev1

Therefore, by virtue of Theorem 3.5.9, the case where 𝑛 = 0 is done. We may
now focus on the case where 𝑛 > 0.

Let us consider a commutative square of the form

Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 𝑘 (𝐵, 𝑋)

Δ1 × Δ𝑛 𝑘 (𝐴, 𝑋) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐵,𝑌 )

𝑞
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It gives rise to a commutative solid square of the form

𝐵 × 𝜕Δ𝑛 ∪ 𝐴 × Δ𝑛 ℎ(Δ1, 𝑋)

𝐵 × Δ𝑛 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )

ev1
𝑙

which admits a lift 𝑙 by Theorem 3.5.9. It remains to check that the morphism
�̃� : Δ1 × Δ𝑛 → Hom(𝐵, 𝑋), induced by 𝑙, factors through 𝑘 (𝐵, 𝑋). But, by
assumption, the restriction of �̃� to Δ1×𝜕Δ𝑛∪{1}×Δ𝑛 factors through 𝑘 (𝐵, 𝑋).
This means that, for each object 𝑏 of 𝐵, in the commutative diagram of 𝜏(𝑋)

�̃� (𝑏) =
�̃�0,0 (𝑏) �̃�0,1 (𝑏) · · · �̃�0,𝑛 (𝑏)

�̃�1,0 (𝑏) �̃�1,1 (𝑏) · · · �̃�1,𝑛 (𝑏)

all the vertical maps as well as all the maps of the second line are invertible.
Therefore, since 𝑛 > 0, all the maps of the first line are invertible, which readily
implies that �̃� factors through 𝑘 (𝐵, 𝑋), as required.

The map 𝑞 is a Kan fibration: we have seen that it is a left fibration, and
applying what precedes to 𝑋op → 𝑌op shows that 𝑞 also is a right fibration. The
case 𝐴 = ∅ and 𝑌 = Δ0 shows that 𝑘 (𝐴, 𝑋) is a Kan complex. The Cartesian
square

𝑘 (𝐴, 𝑋) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐵,𝑌 ) 𝑘 (𝐵,𝑌 )

𝑘 (𝐴, 𝑋) 𝑘 (𝐴,𝑌 )

thus implies that 𝑘 (𝐴, 𝑋) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐵,𝑌 ) is a Kan complex. □

Corollary 3.5.12. For any∞-category 𝑋 and any simplicial set 𝐴, we have an
equality: 𝑘 (𝐴, 𝑋) = 𝑘 (Hom(𝐴, 𝑋)). In other words, a natural tranformation
is invertible if and only if it is object-wise invertible.

More generally, for any isofibration between ∞-categories 𝑝 : 𝑋 → 𝑌 and
any monomorphism of simplicial sets 𝐴→ 𝐵, we have

𝑘 (𝐴, 𝑋) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐵,𝑌 ) = 𝑘
(
Hom(𝐴, 𝑋) ×Hom(𝐴,𝑌 ) Hom(𝐵,𝑌 )

)
.

Proof We obviously have 𝑘 (Hom(𝐴, 𝑋)) ⊂ 𝑘 (𝐴, 𝑋). Since, by virtue of the
preceding theorem, 𝑘 (𝐴, 𝑋) is a Kan complex, we conclude with Corollary
3.5.3 that this inclusion is an equality.
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The functor 𝑘 (−) sends∞-categories to Kan complexes and isofibration be-
tween Kan complexes to Kan fibration. But it is also a right adjoint, hence it pre-
serves representable limits (such as pull-backs of maps between ∞-categories
along isofibrations). In particular it sends Hom(𝐴, 𝑋) ×Hom(𝐴,𝑌 ) Hom(𝐵,𝑌 )
to 𝑘 (𝐴, 𝑋) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐵,𝑌 ). □

Corollary 3.5.13. Let 𝑝 : 𝑋 → 𝑌 be an isofibration between ∞-categories.
For any anodyne extension 𝐴→ 𝐵, the induced map

ℎ(𝐵, 𝑋) → ℎ(𝐴, 𝑋) ×ℎ(𝐴,𝑌 ) ℎ(𝐵,𝑌 )

is a trivial fibration.

Proof We have the correspondence of lifting problems below.

𝐾 ℎ(𝐵, 𝑋)

𝐿 ℎ(𝐴, 𝑋) ×ℎ(𝐴,𝑌 ) ℎ(𝐵,𝑌 )

↭

𝐴 𝑘 (𝐿, 𝑋)

𝐵 𝑘 (𝐾, 𝑋) ×𝑘 (𝐾,𝑌 ) 𝑘 (𝐿,𝑌 )

Therefore, we conclude with Theorem 3.5.11 □

3.6 ∞-categories as fibrant objects

Theorem 3.6.1 (Joyal). A simplicial set is a fibrant object of the Joyal model ca-
tegory structure if and only if it is an∞-category. A morphism of∞-categories
is a fibration of the Joyal model category structure if and only if it is an
isofibration.

Proof For any ∞-category 𝑋 , any map 𝐽 → 𝑋 factor through 𝑘 (𝑋), because
𝜏(𝐽) is the contractible groupoid with objects 0 and 1. Therefore, we have

Hom(𝐽, 𝑋) = ℎ(𝐽, 𝑋) .

On the other hand, by Proposition 3.3.2, the inclusion {𝜀} → Δ1 → 𝐽 are
anodyne extensions for 𝜀 = 0, 1. Hence Corollary 3.5.13 implies that, for any
isofibration between∞-categories 𝑝 : 𝑋 → 𝑌 , the evaluation at 𝜀 = 0, 1

ev 𝜀 : Hom(𝐽, 𝑋) → 𝑋 ×𝑌 Hom(𝐽,𝑌 )

is a trivial fibration. Remarks 3.3.8 and 3.3.17, finish the proof. □

Proposition 3.6.2. The class of weak categorical equivalences (i.e. of weak
equivalences of the Joyal model category structure) is the smallest class of
maps of simplicial sets W satisfying the following conditions.
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(i) The class W has the two-out-of-three property.
(ii) Any inner anodyne extension is in W.
(iii) Any trivial fibration between∞-categories is in W.

Proof Let W be such a class of maps, and let us show that any weak categorical
equivalence is in W. Let 𝑓 : 𝑋 → 𝑌 be a morphism of simplicial sets. We can
form a commutative diagram of the form

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑖

𝑓 𝑓 ′

𝑗

in which 𝑖 and 𝑗 are inner anodyne morphisms, and 𝑋 ′ and 𝑌 ′ both are ∞-
categories. The proof of Ken brown’s lemma (2.2.7), applied to C = (sSet)op,
shows that 𝑓 ′ has a factorisation of the form 𝑓 ′ = 𝑘𝑞, where 𝑘 is the section of
a trivial fibration 𝑝, while 𝑞 is an isofibration (i.e. a fibration of the Joyal model
category structure). Therefore, the map 𝑓 is a weak categorical equivalence if
and only if 𝑞 is a trivial fibration. Hence, 𝑓 ∈ W whenever 𝑓 is weak categorical
equivalence. □

Corollary 3.6.3. The class of weak categorical equivalences is closed under
finite products.

Proof Since the cartesian product is symmetric and since weak categorical
equivalences are stable under composition, it is sufficient to prove that the
cartesian product with a given simplicial set 𝐴 preserves weak categorical
equivalence. Let us consider the class of maps W which consists of the mor-
phisms 𝑋 → 𝑌 such that 𝐴×𝑋 → 𝐴×𝑌 is a weak categorical equivalence. Then
W has the two-out-of-three property, and it contains inner anodyne extensions
(as a particular case of Corollary 3.2.4) as well as trivial fibrations (because the
pull-back of a trivial fibration is a trivial fibration). Hence it contains the class
of weak categorical equivalences. □

Corollary 3.6.4. For any monomorphisms of simplicial sets 𝑖 : 𝐾 → 𝐿 and
𝑗 : 𝑈 → 𝑉 , if either 𝑖 or 𝑗 is a weak categorical equivalence, so is the induced
map 𝐾 ×𝑉 ∪ 𝐿 ×𝑈 → 𝐿 ×𝑉 .

For any trivial cofibration (cofibration)𝐾 → 𝐿, and for any fibration 𝑋 → 𝑌

of the Joyal model category structure, the induced map

Hom(𝐿, 𝑋) → Hom(𝐾, 𝑋) ×Hom(𝐾,𝑌 ) Hom(𝐿,𝑌 )

is a trivial fibration (a fibration, respectively)
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Proof The second assertion is a direct consequence of the first, which itself
follows right away from the preceding corollary (and from the fact that trivial
cofibrations are closed under push-outs). □

Remark 3.6.5. In Definition 1.6.10, one can find the notions of natural transfor-
mation and of equivalence of categories. It is clear that natural transformations
are the morphisms in the ∞-categories of the form Hom(𝐴, 𝑋) (with 𝑋 an
∞-category) and it follows from Corollary 3.5.12 that the invertible natural
transformations precisely are the invertible maps in Hom(𝐴, 𝑋). Note finally
that a natural transformation Δ1 → Hom(𝐴, 𝑋) is invertible if and only if it
factors through a map 𝐽 → Hom(𝐴, 𝑋), which corresponds to a homotopy
𝐽 × 𝐴 → 𝑋 . In other words, two functors 𝑢, 𝑣 : 𝐴 → 𝑋 are related by an
invertible natural transformation if and only if they are 𝐽-homotopic. Hence the
equivalences of∞-categories precisely are the 𝐽-homotopy equivalences.

Corollary 3.6.6. A functor between ∞-categories is an equivalence of ∞-
categories if and only if it is a weak equivalence of the Joyal model category
structure.

Proof By virtue of Corollary 2.2.18 since any simplicial set is cofibrant, and
since∞-categories are fibrant, the weak equivalences between∞-categories for
the Joyal model category structures precisely are the homotopy equivalences.
And by virtue of Lemma 2.2.12, we can pick any of our favourite cylinder to
define the notion of homotopy; e.g. the cartesian product with 𝐽. In that case,
the preceding remark explains why the notion of equivalence of∞-categories is
nothing else than the notion of homotopy equivalence between cofibrant-fibrant
object in the Joyal model category structure. □

Corollary 3.6.7. Let 𝑝 : 𝑋 → 𝑌 be an isofibration between∞-categories. For
any monomorphism 𝐴→ 𝐵, the induced map

ℎ(𝐵, 𝑋) → ℎ(𝐴, 𝑋) ×ℎ(𝐴,𝑌 ) ℎ(𝐵,𝑌 )

is an isofibration (between∞-categories).

Proof For any trivial cofibration𝐾 → 𝐿 of the Joyal model category structure,
we have a Cartesian square of the form

𝑘 (𝐿, 𝑋) Hom(𝐿, 𝑋)

𝑘 (𝐾, 𝑋) ×𝑘 (𝐾,𝑌 ) 𝑘 (𝐿,𝑌 ) Hom(𝐾, 𝑋) ×Hom(𝐾,𝑌 ) Hom(𝐿,𝑌 )

in which the right hand vertical map is a trivial fibration. We conclude as in the
proof of Corollary 3.5.13. □
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Theorem 3.6.8. Let 𝑓 : 𝑋 → 𝑌 be a morphism of simplicial sets. The following
conditions are equivalent.

(i) The map 𝑓 is a weak categorical equivalence.
(ii) For any ∞-category 𝑊 , the map 𝑓 ∗ : Hom(𝑌,𝑊) → Hom(𝑋,𝑊) is an

equivalence of∞-categories.
(iii) For any∞-category𝑊 , the functor 𝑓 ∗ : 𝜏Hom(𝑌,𝑊) → 𝜏Hom(𝑋,𝑊)

is an equivalence of categories.
(iv) For any∞-category𝑊 , the map 𝑓 ∗ : 𝑘 (𝑌,𝑊) → 𝑘 (𝑋,𝑊) is an equiva-

lence of∞-groupoids (or, equivalently, a weak homotopy equivalence).

Proof By definition of the Joyal model category structure, and, by virtue of
Theorem 3.6.1, the map 𝑓 is a weak categorical equivalence if and only if,
for any ∞-category 𝑊 , the induced map 𝑓 ∗ : [𝑌,𝑊] → [𝑋,𝑊] is bĳective,
where [𝑋,𝑊] is the set of maps from 𝑋 to 𝑊 up to 𝐽-homotopy equivalence.
Since Hom(𝑋,𝑊) is an ∞-category, the explicit description of 𝜏Hom(𝑋,𝑊)
given by Theorem 1.6.6 shows that [𝑋,𝑊] can alternatively be described as the
set of isomorphism classes of objects in the category 𝜏Hom(𝑋,𝑊). Remark
3.6.5 explains why a third description of the set [𝑋,𝑊] is the one given by
the set of connected components of the Kan complex 𝑘 (𝑋,𝑊). Therefore, it is
clear that either of conditions (ii), (iii) or (iv) implies condition (i). By virtue
of Proposition 3.3.14, the functor 𝜏 sends weak categorical equivalences (in
particular, equivalences of∞-categories) to equivalences of categories. Hence
it is clear that condition (ii) implies condition (iii). Let us prove that condition
(i) implies condition (ii): by virtue of Brown’s Lemma 2.2.7 and of Corollaries
3.6.6 and 3.6.4, the functor Hom(−,𝑊) sends weak categorical equivalences
to equivalences of∞-categories. It remains to prove that condition (ii) implies
condition (iv). By virtue of Corollary 3.5.12, it is sufficient to prove that the
functor 𝑘 sends equivalences of∞-categories to equivalences of∞-groupoids.
For this, using Ken Brown’s Lemma, it is sufficient to prove that the functor 𝑘
sends trivial fibrations between∞-categories to trivial fibrations between Kan
complexes. Let 𝑝 : 𝑋 → 𝑌 be a trivial fibration, with 𝑌 an ∞-category. Then
𝑋 is an ∞-category, and since 𝑝 is obviously conservative (because it is an
equivalence of∞-categories), the commutative square

𝑘 (𝑋) 𝑋

𝑘 (𝑌 ) 𝑌

𝑘 (𝑝) 𝑝

is Cartesian, which implies that the induced map 𝑘 (𝑋) → 𝑘 (𝑌 ) is a trivial
fibration. □
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With similar arguments, one proves:

Theorem 3.6.9. Let 𝑓 : 𝑋 → 𝑌 be a functor between ∞-categories. The
following conditions are equivalent.

(i) The functor 𝑓 is an equivalence of∞-categories.
(ii) For any simplicial set 𝐴, the functor Hom(𝐴, 𝑋) → Hom(𝐴,𝑌 ) is an

equivalence of∞-categories.
(iii) For any simplicial set 𝐴, the functor 𝜏Hom(𝐴, 𝑋) → 𝜏Hom(𝐴,𝑌 ) is

an equivalence of categories.
(iv) For any simplicial set 𝐴, the functor 𝑘 (𝐴, 𝑋) → 𝑘 (𝐴,𝑌 ) is an equiva-

lence of∞-groupoids.

3.7 The Boardman-Vogt construction, revisited

3.7.1. Let 𝑋 be an ∞-category. Given two objects 𝑥 and 𝑦 in 𝑋 , we form the
∞-category 𝑋 (𝑥, 𝑦) of maps from 𝑥 to 𝑦 by considering the following pull-back
square, in which 𝑠 and 𝑡 are the evaluation maps at 0 and 1, respectively.

(3.7.1.1)
𝑋 (𝑥, 𝑦) Hom(Δ1, 𝑋)

Δ0 𝑋 × 𝑋

(𝑠,𝑡 )
(𝑥,𝑦)

By definition of 𝑘 (Δ1, 𝑋), and by virtue of Corollary 3.5.12, we have in fact
two pull-back squares

(3.7.1.2)
𝑋 (𝑥, 𝑦) 𝑘 (Hom(Δ1, 𝑋)) Hom(Δ1, 𝑋)

Δ0 𝑘 (𝑋) × 𝑘 (𝑋) 𝑋 × 𝑋

(𝑘 (𝑠) ,𝑘 (𝑡 ) ) (𝑠,𝑡 )
(𝑥,𝑦)

in which the middle vertical map is a Kan fibration (hence the left vertical map
as well). In other words, we have defined an∞-groupoid of maps from 𝑥 to 𝑦.

Proposition 3.7.2. There is a canonical bĳection

𝜋0 (𝑋 (𝑥, 𝑦)) ≃ Homho(𝑋) (𝑥, 𝑦)

(where the right hand side is the set of maps in the Boardman-Vogt homotopy
category of 𝑋; see Theorem 1.6.6).
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Proof The canonical morphism 𝑋 → 𝑁 (ho(𝑋)) induces a canonical mor-
phism 𝑋 (𝑥, 𝑦) → 𝑁 (ho(𝑋)) (𝑥, 𝑦) = Homho(𝑋) (𝑥, 𝑦) (where we identify any
set with the corresponding constant simplicial set), hence a canonical map

𝑋 (𝑥, 𝑦)0 → Homho(𝑋) (𝑥, 𝑦) .

The domain of this map is the set of maps from 𝑥 to 𝑦 in 𝑋 , and this map
simply is the quotient map defining Homho(𝑋) (𝑥, 𝑦). In particular, this map is
surjective and obviously factors through 𝜋0 (𝑋 (𝑥, 𝑦)) (since it comes from a
morphism of simplicial sets). In other words, it is sufficient to check that, for
any maps 𝑓 , 𝑔 : 𝑥 → 𝑦 in 𝑋 , if 𝑓 and 𝑔 agree in ho(𝑋), then they belong to the
same path-component of the Kan complex 𝑋 (𝑎, 𝑏). Let us choose a morphism
𝑡 : Δ2 → 𝑋 whose restriction to 𝜕Δ2 correspond to the following diagram.

𝑦

𝑥 𝑦

1𝑦

𝑔

𝑓

Let 𝑝 : Δ1 × Δ1 → Δ2 be the nerve of the surjective morphism which sends
both (0, 0) and (0, 1) to 0. Then the composition 𝑡 𝑝 : Δ1 × Δ1 → 𝑋 interprets
the previous commutative triangle as a diagram of the form

𝑥 𝑦

𝑥 𝑦

𝑓

1𝑥 1𝑦
𝑔

and induces by transposition a map ℎ : Δ1 → 𝑋 (𝑥, 𝑦) ⊂ Hom(Δ1, 𝑋) which
connects the points 𝑓 and 𝑔. □

3.7.3. To understand the composition law better, we need the Grothendieck-
Segal condition to hold for ∞-categories. Recall that, for 𝑛 ≥ 2, the spine Sp𝑛

is the union of the images of the maps 𝑢𝑖 : Δ1 → Δ𝑛 which send 0 to 𝑖 and 1 to
𝑖 + 1, for 0 ≤ 𝑖 < 𝑛.

Proposition 3.7.4. The inclusion Sp𝑛 → Δ𝑛 is an inner anodyne extension
(hence a weak categorical equivalence).

For the proof, we will need the following lemma.

Lemma 3.7.5. Let 𝑆 be a subset of {0, . . . , 𝑛}, 𝑛 ≥ 2. Assume that the comple-
ment of 𝑆 is not an interval (i.e. that there exists 𝑎 and 𝑐 not in 𝑆 and 𝑏 ∈ 𝑆 such
that 𝑎 < 𝑏 < 𝑐). Then the inclusion Λ𝑛

𝑆
→ Δ𝑛 is an inner anodyne extension,

where Λ𝑛
𝑆

is the union of the images of the faces 𝛿𝑛
𝑖

for 𝑖 ∉ 𝑆.
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Proof We proceed by induction on 𝑛. For 𝑛 = 2, we must have 𝑆 = {1}, in
which case the inclusion of Λ2

𝑆
= Λ2

1 into Δ2 obviously is an inner anodyne
extension. Assume that 𝑛 > 2. We now proceed by induction on the cardinal
of 𝑆. If 𝑆 only has one element 𝑘 , then we have Λ𝑛

𝑆
= Λ𝑛

𝑘
, and we are done

(because, for the complement of {𝑘} not to be an interval, we need 0 < 𝑘 < 𝑛).
Otherwise, we may assume that there exists 𝑎 and 𝑐 not in 𝑆 and 𝑏 ∈ 𝑆 such that
𝑎 < 𝑏 < 𝑐. Then we may choose 𝑖 ∈ 𝑆 with 𝑖 ≠ 𝑏 (our inductive assumptions
implies that the cardinal of 𝑆 is > 1). We shall write 𝑇 for the set of elements
𝑗 of [𝑛 − 1] such that 𝛿𝑛

𝑖
( 𝑗) ∈ 𝑆. Then, we have a biCartesian square of the

following form.

Λ𝑛−1
𝑇

Δ𝑛−1

Λ𝑛
𝑆

Λ𝑛
𝑆−{𝑖}

𝛿𝑛
𝑖

Moreover, the elements 𝑎, 𝑏 and 𝑐 are witness that the complement of 𝑆 − {𝑖}
is not an interval: 𝑎 and 𝑐 are not in 𝑆 and distinct from 𝑖 (because 𝑖 ∈ 𝑆), while
𝑏 ∈ 𝑆 − {𝑖}. Therefore, by induction on 𝑆, the map Λ𝑛

𝑆−{𝑖} → Δ𝑛 is an inner
anodyne extension. It is thus sufficient to check that, the map Λ𝑛−1

𝑇
→ Δ𝑛−1 is

an inner anodyne extension. By induction on 𝑛, it is sufficient to prove that the
complement of 𝑇 in [𝑛 − 1] is not an interval. Then, all elements distinct from
𝑖 are in the image of 𝛿𝑛

𝑖
. Let 𝛼, 𝛽 and 𝛾 be the elements which are sent to 𝑎,

𝑏 and 𝑐, respectively. We have 𝛼 < 𝛽 < 𝛾 with 𝛽 ∈ 𝑇 , but 𝛼 and 𝛾 are not in
𝑇 . □

Proof of Proposition 3.7.4 We first prove by induction that the inclusion

Im (𝛿𝑛0) ∪ Sp𝑛 → Δ𝑛

is an inner anodyne extension for 𝑛 ≥ 2. For 𝑛 = 2, we have: Im (𝛿𝑛0)∪Sp𝑛 = Λ2
1.

For 𝑛 > 2, the square

Im (𝛿𝑛−10 ) ∪ Sp𝑛−1 Im (𝛿𝑛0) ∪ Sp𝑛

Δ𝑛−1 Im (𝛿𝑛0) ∪ Im (𝛿𝑛𝑛)
𝛿𝑛𝑛

is Cartesian, hence also coCartesian. Therefore, it is sufficient to prove that the
inclusion of Im (𝛿𝑛0) ∪ Im (𝛿𝑛𝑛) into Δ𝑛 is an inner anodyne extension. Since, for
𝑛 > 1, the subset {0, 𝑛} obviously is not an interval in [𝑛], this readily follows
from Lemma 3.7.5.

By duality (i.e. using the fact that the functor 𝑋 ↦→ 𝑋op preserves inner
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anodyne extensions), we also proved that the inclusion Im (𝛿𝑛𝑛) ∪ Sp𝑛 → Δ𝑛 is
an inner anodyne extension for 𝑛 ≥ 2.

We now can prove the proposition by induction on 𝑛. The case 𝑛 = 2 is
obvious, and we may thus assume that 𝑛 > 2. The Cartesian square

Sp𝑛−1 Sp𝑛

Δ𝑛−1 Δ𝑛
𝛿𝑛𝑛

implies that the inclusion Sp𝑛 → Im (𝛿𝑛𝑛) ∪Sp𝑛 is the push-out of the inclusion
map Sp𝑛−1 → Δ𝑛−1, hence is an inner anodyne extension. Therefore, the
composition of the maps

Sp𝑛 → Im (𝛿𝑛𝑛) ∪ Sp𝑛 → Δ𝑛

is an inner anodyne extension. □

Corollary 3.7.6. For any isofibration between ∞-categories 𝑋 → 𝑌 , and for
any integer 𝑛 ≥ 2, the canonical map

Hom(Δ𝑛, 𝑋) → Hom(Sp𝑛, 𝑋) ×Hom(Sp𝑛 ,𝑌 ) Hom(Δ𝑛, 𝑌 )

is a trivial fibration. In particular, for any∞-category 𝑋 , the restriction map

Hom(Δ𝑛, 𝑋) → Hom(Sp𝑛, 𝑋)

is a trivial fibration.

Proof The first assertion is the particular case of Corollary 3.6.4 obtained
from the trivial cofibration of Proposition 3.7.4. The second assertion is the
particular case of the first when 𝑌 = Δ0. □

3.7.7. Let us consider an∞-category 𝑋 , together with a 𝑛 + 1-tuple of objects
(𝑥0, . . . , 𝑥𝑛), for 𝑛 ≥ 2. We can then form the following pull-back squares.

(3.7.7.1)
𝑋 (𝑥0, . . . , 𝑥𝑛) 𝑘 (Hom(Δ𝑛, 𝑋)) Hom(Δ𝑛, 𝑋)

Δ0 𝑘 (𝑋)𝑛+1 𝑋𝑛+1

evaluation
(𝑥0 ,...,𝑥𝑛 )

The ∞-groupoid 𝑋 (𝑥0, . . . , 𝑥𝑛) is the space of sequences of maps of the form
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𝑥0 → · · · → 𝑥𝑛 in 𝑋 . Remark that we also have a pull-back square of the form
(3.7.7.2)∏

0≤𝑖<𝑛 𝑋 (𝑥𝑖 , 𝑥𝑖+1) 𝑘 (Hom(Sp𝑛, 𝑋)) Hom(Sp𝑛, 𝑋)

Δ0 𝑘 (𝑋)𝑛+1 𝑋𝑛+1

evaluation
(𝑥0 ,...,𝑥𝑛 )

This implies that the diagram
(3.7.7.3)

𝑋 (𝑥0, . . . , 𝑥𝑛) 𝑘 (Hom(Δ𝑛, 𝑋)) Hom(Δ𝑛, 𝑋)

∏
0≤𝑖<𝑛 𝑋 (𝑥𝑖 , 𝑥𝑖+1) 𝑘 (Hom(Sp𝑛, 𝑋)) Hom(Sp𝑛, 𝑋)

is made of Cartesian squares in which, by virtue of Corollary 3.7.6, all the
vertical maps are trivial fibrations. The unique map 𝛾 : Δ1 → Δ𝑛 which sends
0 to 0 and 1 to 𝑛 induces a morphism

(3.7.7.4) 𝑋 (𝑥0, . . . , 𝑥𝑛) → 𝑋 (𝑥0, 𝑥𝑛) .

The choice of a section of 𝑋 (𝑥0, . . . , 𝑥𝑛) →
∏

0≤𝑖<𝑛 𝑋 (𝑥𝑖 , 𝑥𝑖+1) composed
with the map (3.7.7.4) thus provide a composition law

(3.7.7.5)
∏

0≤𝑖<𝑛
𝑋 (𝑥𝑖 , 𝑥𝑖+1) → 𝑋 (𝑥0, 𝑥𝑛) .

Applying the functor 𝜋0 to the map (3.7.7.5) gives a composition law

(3.7.7.6)
∏

0≤𝑖<𝑛
Homho(𝑋) (𝑥𝑖 , 𝑥𝑖+1) → Homho(𝑋) (𝑥0, 𝑥𝑛)

which is nothing else than the composition law of Boardman and Vogt’s homo-
topy category ho(𝑋).

3.8 Serre’s long exact sequence

3.8.1. Let 𝑋 be an ∞-groupoid. For any object 𝑥 ∈ 𝑋0, we define the loop
space of 𝑋 at 𝑥 as

(3.8.1.1) Ω(𝑋, 𝑥) = 𝑋 (𝑥, 𝑥) .

The fundamental group of 𝑋 at the point 𝑥 is 𝜋1 (𝑋, 𝑥) = 𝜋0 (Ω(𝑋, 𝑥)) (the
group structure is obtained, for instance, from the identification of 𝜋0 (Ω(𝑋, 𝑥))
with the groupHomho(𝑋) (𝑥, 𝑥) given by Proposition 3.7.2). There is a canonical
element ofΩ(𝑋, 𝑥)0 which we write, by abuse, and for historical reasons, 𝑥 (but
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that really is 1𝑥). We thus can iterate this construction: we write Ω1 (𝑋, 𝑥) =
Ω(𝑋, 𝑥), and, for 𝑛 ≥ 1, we define

(3.8.1.2) Ω𝑛+1 (𝑋, 𝑥) = Ω(Ω𝑛 (𝑋, 𝑥), 𝑥) .

In particular, for each 𝑛 ≥ 1, we have defined a group

(3.8.1.3) 𝜋𝑛 (𝑋, 𝑥) = 𝜋0 (Ω𝑛 (𝑋, 𝑥))

called the 𝑛-th homotopy group of 𝑋 at the point 𝑥.

Proposition 3.8.2. For any integer 𝑛 ≥ 2, the group 𝜋𝑛 (𝑋, 𝑥) is abelian.

Proof It is sufficient to prove the case where 𝑛 = 2. As a particular case of
the map (3.7.7.5), we have a composition law

𝑐𝑋 : Ω(𝑋, 𝑥) ×Ω(𝑋, 𝑥) → Ω(𝑋, 𝑥)

which, by functoriality of the loop space construction, gives a composition law

Ω(𝑐𝑋) : Ω2 (𝑋, 𝑥) ×Ω2 (𝑋, 𝑥) → Ω2 (𝑋, 𝑥) .

On the other hand, we have the composition law

𝑐Ω(𝑋,𝑥 ) : Ω
2 (𝑋, 𝑥) ×Ω2 (𝑋, 𝑥) → Ω2 (𝑋, 𝑥) .

Let us define

𝑎 • 𝑏 = 𝜋0 (Ω(𝑐𝑋)) (𝑎, 𝑏) and 𝑎 ◦ 𝑏 = 𝜋0 (𝑐Ω(𝑋,𝑥 ) ) (𝑎, 𝑏) .

The pairing 𝑎 ◦ 𝑏 is the group law on 𝜋2 (𝑋, 𝑥), while 𝑎 • 𝑏 is another pairing
which is a morphism of groups from 𝜋2 (𝑋, 𝑥) × 𝜋2 (𝑋, 𝑥) to 𝜋2 (𝑋, 𝑥). In
particular, we have:

(𝑎 • 𝑏) ◦ (𝑐 • 𝑑) = (𝑎 ◦ 𝑐) • (𝑏 ◦ 𝑑) .

We also have equalities of the form

𝑎 • 1𝑥 = 𝑎 = 1𝑥 • 𝑎 .

Let us prove that 𝑎 • 1𝑥 = 𝑎 holds, for instance. There is the unique map
𝛾 : Δ1 → Δ2 which sends 0 to 0 and 1 to 2, and its retraction 𝑟 : Δ2 → Δ1

which sends both 0 and 1 to 0. If 𝑠 denotes the restriction of 𝑟 on Λ2
1, we then

have a commutative square

Hom(Δ1, 𝑋) Hom(Δ2, 𝑋)

Hom(Λ2
1, 𝑋) Hom(Λ2

1, 𝑋)

𝑠∗

𝑟∗

𝑓
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in which the vertical map on the left is a monomorphism, while the one on the
right is a trivial fibration. Therefore, this square admits a lift 𝑓 . The composition
of 𝑓 with 𝛾∗ : Hom(Δ2, 𝑋) → Hom(Δ1, 𝑋), is the composition law of two
maps in 𝑋 , i.e. 𝑐𝑋 is homotopic to 𝛾∗ 𝑓 (because 𝑐𝑋 is also induced by a
composition of 𝛾∗ with a choice of section of the trivial fibration of the square
above). Therefore, since Ω is a right Quillen functor, the map Ω(𝑐𝑋) is also
homotopic to Ω(𝛾∗)Ω( 𝑓 ). But, by construction and by functoriality, the map

Ω2 (𝑋, 𝑥)
(1𝑥 ,1Ω(𝑋,𝑥) )−−−−−−−−−−→ Ω2 (𝑋, 𝑥) ×Ω(𝑋, 𝑥)

Ω(𝛾∗ )Ω( 𝑓 )
−−−−−−−−−→ Ω2 (𝑋, 𝑥)

is the identity. This shows that 𝑎 • 1𝑥 = 𝑎. The equality 1𝑥 • 𝑎 = 𝑎 is obtained
similarly, replacing 𝑟 by the other retraction of 𝛾.

With these properties, we now have

𝑎 • 𝑏 = (𝑎 ◦ 1𝑥) • (1𝑥 ◦ 𝑏) = (𝑎 • 1𝑥) ◦ (1𝑥 • 𝑏) = 𝑎 ◦ 𝑏 ,

and also

𝑎 ◦ 𝑏 = (1𝑥 • 𝑎) ◦ (𝑏 • 1𝑥) = (1𝑥 ◦ 𝑏) • (𝑎 ◦ 1𝑥) = 𝑏 • 𝑎 ,

from which we deduce that 𝑎 • 𝑏 = 𝑏 • 𝑎. □

Proposition 3.8.3. Let us consider a commutative triangle of simplicial sets.

𝑋 𝑌

𝑆

𝑓

𝑝 𝑞

a) If, for any map Δ𝑛 → 𝑆, the induced morphism Δ𝑛 ×𝑆 𝑋 → Δ𝑛 ×𝑆 𝑌 is
a weak homotopy equivalence, then, for any map 𝑆′ → 𝑆, the induced
morphism 𝑋 ′ = 𝑆′×𝑆 𝑋 → 𝑌 ′ = 𝑆′×𝑆𝑌 is a weak homotopy equivalence
(in particular, 𝑓 itself is a weak homotopy equivalence).

b) If 𝑝 and 𝑞 are Kan fibrations, the converse is true: if 𝑓 is a weak homotopy
equivalence, so are the maps Δ𝑛 ×𝑆 𝑋 → Δ𝑛 ×𝑆 𝑌 for any map Δ𝑛 → 𝑆.

Proof Since the functors of the form (−) ×𝑆 𝑋 commutes with small colimits
and preserves cofibrations, by virtue of Corollaries 2.3.16, 2.3.18 and 2.3.29,
the class of maps 𝑆′ → 𝑆 such that the induced morphism 𝑆′ ×𝑆 𝑋 → 𝑆′ ×𝑆 𝑌
is a weak homotopy equivalence is saturated by monomorphisms in the sense
of Definition 1.3.9 (when considered as a class of presheaves over the small
category ΔΔΔ/𝑆). Corollary 1.3.10 for 𝐴 = ΔΔΔ/𝑆 tells us that if ever it contains all
maps of the form Δ𝑛 → 𝑆, this class must be the one of all maps 𝑆′ → 𝑆. This
proves the first assertion.1

1 Remark that we hardly used any specific property of the Kan-Quillen model category structure:
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Let us assume that both 𝑝 and 𝑞 are Kan fibrations. Then, for any map of the
form Δ𝑛 → 𝑆, we may consider the Cartesian squares

Δ𝑛 ×𝑆 𝑋 𝑋

Δ𝑛 𝑆

𝑝 and
Δ𝑛 ×𝑆 𝑌 𝑌

Δ𝑛 𝑆

𝑞

and see that both of them are homotopy Cartesian (by virtue of Corollary
2.3.28 and of Proposition 3.1.23 they have this property after we apply the finite
limits preserving functor Ex∞, and therefore, the functorial trivial cofibration
(3.1.22.5) gives our claim). This implies that the commutative square

Δ𝑛 ×𝑆 𝑋 𝑋

Δ𝑛 ×𝑆 𝑌 𝑌

𝑓

is homotopy Cartesian. Therefore, the left hand vertical map of the latter is a
weak homotopy equivalence whenever 𝑓 has this property. □

Corollary 3.8.4. Let us consider a commutative square of simplicial sets

𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝑢

𝑝′ 𝑝

𝑣

in which the maps 𝑝 and 𝑞 are supposed to be Kan fibrations. Such a square is
homotopy Cartesian if and only if, for any point 𝑦′ ∈ 𝑌 ′0, if we put 𝑦 = 𝑣(𝑦′),
the induced morphism between the fibres 𝑋 ′

𝑦′ → 𝑋𝑦 is a weak homotopy
equivalence.

Proof Since the map 𝑝 is a Kan fibration the homotopy pull-back of 𝑌 ′ and
𝑋 over 𝑌 simply is the ordinary pull-back 𝑌 ′ ×𝑌 𝑋 . Therefore, this square is
homotopy Cartesian if and only if the induced map 𝑓 : 𝑋 ′ → 𝑌 ′×𝑌 𝑋 is a weak
homotopy equivalence. By virtue of the preceding proposition, this property is
thus equivalent to the assertion that, for any map of the form 𝑠′ : Δ𝑛 → 𝑌 ′, the
induced map

Δ𝑛 ×𝑌 ′ 𝑋 ′ → Δ𝑛 ×𝑌 ′ (𝑌 ′ ×𝑌 𝑋) ≃ Δ𝑛 ×𝑌 𝑋

is a weak homotopy equivalence. If we let 𝑦′ and 𝑦 be the image of 0 in 𝑌 ′ and

the same proof applies to any model category structure on the category of presheaves of sets
over an Eilenberg-Zilber category whose class of cofibrations is the class of monomorphisms.
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𝑌 respectively, we have a commutative square of the form

𝑋 ′
𝑦′ 𝑋𝑦

Δ𝑛 ×𝑌 ′ 𝑋 ′ Δ𝑛 ×𝑌 𝑋

in which the vertical maps are strong deformation retracts (see Proposition
2.5.7). Therefore, it is sufficient consider pull-backs along maps of the form
Δ0 → 𝑌 ′ only. □

Corollary 3.8.5. For any equivalence of ∞-groupoids 𝑓 : 𝑋 → 𝑌 and any
point 𝑥 ∈ 𝑋0, if we put 𝑦 = 𝑓 (𝑥), the induced map 𝜋𝑛 (𝑋, 𝑥) → 𝜋𝑛 (𝑌, 𝑦) is an
isomorphism of groups for 𝑛 ≥ 1.

Proof We have a commutative square of the form

Hom(Δ1, 𝑋) Hom(Δ1, 𝑌 )

𝑋 × 𝑋 𝑌 × 𝑌

𝑓∗

(𝑠,𝑡 ) (𝑠,𝑡 )

𝑓 × 𝑓

in which the horizontal maps are equivalences of ∞-groupoids (by virtue of
Ken Brown’s Lemma, it sufficient to check this latter property when 𝑓 is
a trivial fibrations, in which case these maps are trivial fibrations as well).
This commutative square is thus homotopy Cartesian. Therefore, the preceding
corollary implies that it induces weak homotopy equivalences on fibres of
the vertical maps. The latter weak homotopy equivalences precisely are the
maps Ω(𝑋, 𝑥) → Ω(𝑌, 𝑦) for all 𝑥 ∈ 𝑋0. Iterating the process gives weak
equivalences Ω𝑛 (𝑋, 𝑥) → Ω𝑛 (𝑌, 𝑦) for all 𝑛 ≥ 1. Since the functor 𝜋0 sends
weak homotopy equivalences to bĳections, this achieves the proof. □

3.8.6. For an arbitrary simplicial set 𝑋 , we have a canonical trivial cofibration
𝑋 → Ex∞ (𝑋) which induces a bĳection 𝑋0 ≃ Ex∞ (𝑋)0 (because Sd(Δ0) ≃
Δ0). By virtue of the preceding corollary, if we define

(3.8.6.1) 𝜋𝑛 (𝑋, 𝑥) = 𝜋𝑛 (Ex∞ (𝑋), 𝑥)

we extend the definition of homotopy groups to arbitrary simplicial sets in a way
which is compatible with the definition given at the beginning of this chapter.
Since the functor Ex∞ sends weak homotopy equivalences to equivalences of
∞-groupoids, we can reformulate the previous corollary as follows.

Corollary 3.8.7. For any weak homotopy equivalence of simplicial sets 𝑓 :
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𝑋 → 𝑌 and any point 𝑥 ∈ 𝑋0, if we put 𝑦 = 𝑓 (𝑥), the induced map 𝜋𝑛 (𝑋, 𝑥) →
𝜋𝑛 (𝑌, 𝑦) is an isomorphism of groups for 𝑛 ≥ 1.

3.8.8. For any simplicial set 𝑋 , one can freely add a base point by forming
the pointed simplicial set 𝑋+ = 𝑋 ⨿ Δ0 (where the base point corresponds to
the new copy of Δ0). This defines a left adjoint to the forgetful functor from
pointed simplicial sets to simplicial sets.

Given two pointed simplicial sets 𝑋 and 𝑌 , with base points 𝑥 and 𝑦, respec-
tively, The simplicial set of pointed maps from 𝑋 to𝑌 , denoted by Hom∗ (𝑋,𝑌 )
is defined as the pull-back

(3.8.8.1)
Hom∗ (𝑋,𝑌 ) Hom(𝑋,𝑌 )

Δ0 𝑌

𝑥∗

𝑦

(where 𝑥∗ is the evaluation at 𝑥).
We also define the smash-product 𝑋 ∧ 𝑌 as the push-out

(3.8.8.2)
𝑋 ∨ 𝑌 𝑋 × 𝑌

Δ0 𝑋 ∧ 𝑌

where 𝑋 ∨𝑌 is the union of 𝑋 × {𝑦} and {𝑥} ×𝑌 in the cartesian product 𝑋 ×𝑌 .
For any three pointed simplicial sets 𝑋 , 𝑌 and 𝑍 , we have a natural bĳection

Hom∗ (𝑋 ∧ 𝑌, 𝑍) ≃ Hom∗ (𝑋,Hom∗ (𝑌, 𝑍))

induced by the natural bĳectionHom(𝑋×𝑌,𝑌 ) ≃ Hom(𝑋,Hom(𝑌, 𝑍)) (where
Hom∗ denotes the set of morphisms of pointed simplicial sets). Moreover the
operation ∧ defines a symmetric monoidal structure on the category of pointed
simplicial sets with unit object 𝑆0 = (Δ0)+. In particular we have the following
canonical isomorphisms (for all pointed simplicial sets 𝑋 , 𝑌 and 𝑍).

(3.8.8.3) 𝑋 ∧ (𝑌 ∧ 𝑍) ≃ (𝑋 ∧ 𝑌 ) ∧ 𝑍 𝑋 ∧ 𝑌 ≃ 𝑌 ∧ 𝑋 𝑆0 ∧ 𝑋 ≃ 𝑋

One defines the simplicial circle 𝑆1 with the following coCartesian square.

(3.8.8.4)
𝜕Δ1 Δ1

Δ0 𝑆1

Then, for any integer 𝑛 ≥ 2 we define the simplicial 𝑛-sphere as:

(3.8.8.5) 𝑆𝑛 = 𝑆1 ∧ 𝑆𝑛−1 .
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One checks directly that, for each pointed Kan complex 𝑋 we have

(3.8.8.6) Ω𝑛 (𝑋, 𝑥) = Hom∗ (𝑆
𝑛, 𝑋)

(and we really mean an equality here).
On the other hand, for any pointed simplicial set 𝐴 and any pointed Kan

complex 𝑋 , the set 𝜋0 (Hom∗ (𝐴, 𝑋)) is canonically identified with the set of
maps from 𝐴 to 𝑋 in the homotopy category ho(Δ0\sSet) (with respect to
the Kan-Quillen model category structure): indeed, this is a particular case
of Theorem 2.2.17, because, using Corollary 2.3.17, we see right away that
𝐴 ∧ (Δ1)+ is a cylinder of 𝐴 in the Kan-Quillen model category structure.
In particular, we get another proof of Corollary 3.8.5, but we also have the
following property.

Proposition 3.8.9. For any pointed weak homotopy equivalence 𝐴 → 𝐵 and
any pointed Kan complex 𝑋 , the induced map

𝜋0 (Hom∗ (𝐵, 𝑋)) → 𝜋0 (Hom∗ (𝐴, 𝑋))

is bĳective.

Proposition 3.8.10. Let 𝑋 be an ∞-groupoid, and 𝑥 ∈ 𝑋0 a point. For any
integer 𝑛 ≥ 1, and for any choice of base point for 𝜕Δ𝑛, there is a canonical
bĳection 𝜋0 (Hom∗ (𝜕Δ𝑛+1, 𝑋)) ≃ 𝜋𝑛 (𝑋, 𝑥) such that the constant map with
value 𝑥 corresponds to the unit 1𝑥 of the homotopy group.

Proof It is sufficient to prove that 𝜕Δ𝑛+1 and 𝑆𝑛 are isomorphic in the un-
pointed homotopy category of the Kan-Quillen model category structure. In-
deed, if this is the case, there will exists a weak homotopy equivalence from
𝜕Δ𝑛+1 to Ex∞ (𝑆𝑛). Since 𝑆𝑛 has exactly one 0-simplex (object) and since the
trivial cofibration 𝑆𝑛 → Ex∞ (𝑆𝑛) is bĳective on objects, these maps will al-
ways be compatible with any choice of base point we make for 𝜕Δ𝑛+1. We will
conclude with the preceding proposition.

We prove this assertion by induction on 𝑛. If 𝑛 = 0, this is clear: 𝑆0 = 𝜕Δ1.
Hence we may assume that 𝑛 > 0. We have the (homotopy) coCartesian square
below.

𝜕Δ𝑛 Λ𝑛+1𝑛+1

Δ𝑛 𝜕Δ𝑛+1
𝛿𝑛+1𝑛+1

Note that 𝑋 ∧ Δ0 = Δ0 whatever 𝑋 is. Therefore, we also have the following
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(homotopy) coCartesian square.

𝑆𝑛−1 ∧ 𝑆0 𝑆𝑛−1 ∧ Δ1

𝑆𝑛−1 ∧ Δ0 𝑆𝑛−1 ∧ 𝑆1
=

𝑆𝑛−1 𝑆𝑛−1 ∧ Δ1

Δ0 𝑆𝑛

By virtue of Corollary 2.3.17, the map 𝑋 ∧ Δ1 → 𝑋 ∧ Δ0 = Δ0 is a weak
homotopy equivalence for any pointed simplicial set 𝑋 . In conclusion, the
simplicial sets 𝜕Δ𝑛+1 and 𝑆𝑛 are homotopy push-outs of diagrams of the form

Δ0 ← 𝜕Δ𝑛 → Δ0 and Δ0 ← 𝑆𝑛−1 → Δ0 ,

respectively. By induction, we see that these two diagrams are weakly equiva-
lent, and therefore, by functoriality, so are their homotopy colimits. □

Proposition 3.8.11. Let 𝑋 be a simplicial set. The map 𝑋 → Δ0 is a weak
homotopy equivalence if and only if the set 𝜋0 (𝑋) exactly has one element and
if there exists a point 𝑥0 ∈ 𝑋0 such that, for any integer 𝑛 ≥ 1, the homotopy
group 𝜋𝑛 (𝑋, 𝑥0) is trivial.

Proof This clearly is a necessary condition, by Corollary 3.8.7. For the con-
verse, we may assume that 𝑋 is a Kan complex. Let us assume that 𝑋 has
exactly one path-component as well as trivial homotopy groups 𝜋𝑛 (𝑋, 𝑥0) in
any degree 𝑛 > 0, for a specified point 𝑥0. We first prove that, for any point 𝑥 of
𝑋 , the homotopy groups 𝜋𝑛 (𝑋, 𝑥) are trivial. Indeed, since 𝑋 is path-connected
(and a Kan complex), there exists a map ℎ : Δ1 → 𝑋 such that ℎ(0) = 𝑥0 and
ℎ(1) = 𝑥. We can form the following (homotopy) Cartesian square.

𝐸 Hom(Δ1, 𝑋)

Δ1 𝑋 × 𝑋

𝑞 (𝑠,𝑡 )
(ℎ,ℎ)

Since pulling back a weak homotopy equivalence along a Kan fibration is a weak
homotopy equivalence, the two inclusions Ω(𝑋, 𝑥0) → 𝐸 ← Ω(𝑋, 𝑥) are weak
homotopy equivalences. Iterating the process gives a zig-zag of weak homotopy
equivalences relating the iterated loop spaces Ω𝑛 (𝑋, 𝑥0) and Ω𝑛 (𝑋, 𝑥), hence
isomorphisms 𝜋𝑛 (𝑋, 𝑥0) ≃ 𝜋𝑛 (𝑋, 𝑥). By virtue of Proposition 3.8.10, this
means that, for 𝑛 > 0 and for any map 𝑎 : 𝜕Δ𝑛 → 𝑋 , there exists a morphism
ℎ : Δ1 × 𝜕Δ𝑛 → 𝑋 which is a homotopy from 𝑎 to some constant map 𝑥. We
thus get a morphism (ℎ, 𝑥) : Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 → 𝑋 , and, since 𝑋 is a Kan
complex, this morphism is the restriction of some morphism 𝑘 : Δ1 ×Δ𝑛 → 𝑋 .
The restriction of 𝑘 to Δ𝑛 ≃ {0} × Δ𝑛 defines a morphism 𝑏 : Δ𝑛 → 𝑋 such
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that 𝑏 |𝜕Δ𝑛 = 𝑎. Since 𝑋 ≠ ∅, this means that 𝑋 → Δ0 is a trivial fibration,
hence a weak homotopy equivalence. □

Theorem 3.8.12. Let 𝑝 : 𝑋 → 𝑌 be a Kan fibration. We consider given a
point 𝑥 ∈ 𝑋0 and 𝑦 = 𝑝(𝑥), and we let 𝐹 be the fibre of 𝑝 at 𝑦. Then there is
a canonical long exact sequence of pointed sets (of groups, if we restrict to the
part of degree ≥ 1) of the form

· · · 𝜋𝑛 (𝐹, 𝑥) 𝜋𝑛 (𝑋, 𝑥) 𝜋𝑛 (𝑌, 𝑦)

𝜋𝑛−1 (𝐹, 𝑥) · · · 𝜋1 (𝑌, 𝑦)

𝜋0 (𝐹) 𝜋0 (𝑋) 𝜋0 (𝑌 )

Proof We may always assume that 𝑌 is a Kan complex (if not, use Ex∞). We
first prove that, for any homotopy Cartesian square of simplicial sets of the form

𝐹 𝐸

𝑃 𝐵

𝜋

in which 𝑃 is weakly contractible (i.e. the map 𝑃 → Δ0 is a weak homotopy
equivalence), for any point 𝑥 of 𝐸 which is sent to the connected component of
𝐵 receiving 𝑃, we have a short exact sequence of pointed sets:

𝜋0 (𝐹) → 𝜋0 (𝐸) → 𝜋0 (𝐵)

(where the base points correspond to the connected component containing (the
image of) 𝑥). Indeed, we may assume that 𝜋 is a Kan fibration between Kan
complexes, and, by Corollary 3.8.4, we may also assume that 𝑃 = Δ0 (because
we can replace 𝐹 by the fibre of 𝐹 → 𝑃). We then have to prove that if an
object 𝑎 of the ∞-groupoid 𝑋 is sent into the connected component of 𝑦 in 𝑌 ,
then there is a morphism 𝑎 → 𝑏 in 𝑋 such that 𝑝(𝑏) = 𝑦. This immediately
follows from the fact that the map 𝑝 has the right lifting property with respect
to maps of the form {0} → Δ1.

Therefore, we already have a short exact sequence of pointed sets

𝜋0 (𝐹) → 𝜋0 (𝑋) → 𝜋0 (𝑌 ) .

Remark that, for any Kan complex 𝑋 , the loop space Ω(𝑋, 𝑥) fits in a diagram
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made of (homotopy) Cartesian squares of the form

Ω(𝑋, 𝑥) 𝑃(𝑋) Hom(Δ1, 𝑋)

Δ0 𝑋 𝑋 × 𝑋

Δ0 𝑋

(𝑠,𝑡 )

𝑥 (1𝑋 ,𝑥 )

pr2

𝑥

Since the map pr2 (𝑠, 𝑡) = 𝑡 is a trivial fibration, so is the map 𝑃(𝑋) → Δ0.
This means that Ω(𝑋, 𝑥) is the homotopy limit of the diagram Δ0 → 𝑋 ← Δ0.
Using the fact that homotopy Cartesian squares are closed under composition,
this implies that there is a canonical homotopy Cartesian square of the form

Ω(𝑌, 𝑦) 𝑃

𝐹 𝑋

where 𝑃 is weakly contractible. Therefore, we also have a short exact sequence
of pointed sets

𝜋1 (𝑌, 𝑦) → 𝜋0 (𝐹) → 𝜋0 (𝑋) .

Applying what precedes to the Cartesian squares

Ω𝑛 (𝐹, 𝑥) Ω𝑛 (𝑋, 𝑥)

Δ0 Ω𝑛 (𝑌, 𝑦)

for 𝑛 ≥ 1 gives the rest of the long exact sequence. □

Remark 3.8.13. The natural identification comparing the homotopy pull-backs
of the diagrams

Δ0 → 𝑋 ← 𝑃(𝑋) and 𝑃(𝑋) → 𝑋 ← Δ0

induces a bĳection 𝜋1 (𝑋, 𝑥) ≃ 𝜋1 (𝑋, 𝑥) which is not the identity: this is
the inverse map 𝑔 ↦→ 𝑔−1. This is because this inversion can be seen in the
construction of Ω(𝑋, 𝑥) = Hom∗ (Δ1/𝜕Δ1, 𝑋): it corresponds to the unique
isomorphism Δ1op ≃ Δ1 which induces an isomorphism 𝑆1

op ≃ 𝑆1 and thus an
isomorphism of groups

𝜋1 (𝑋, 𝑥) ≃ 𝜋1 (𝑋op, 𝑥) = 𝜋1 (𝑋, 𝑥)op
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which is the canonical one (where, for a group𝐺, the opposite𝐺op is the group
defined by the pairing (𝑔, ℎ) ↦→ ℎ−1𝑔−1).

Corollary 3.8.14. A morphism of simplicial sets 𝑓 : 𝑋 → 𝑌 is a weak homotopy
equivalence if and only if, it induces a bĳection 𝜋0 (𝑋) ≃ 𝜋0 (𝑌 ) and if, for
any integer 𝑛 ≥ 1 and any 𝑥 ∈ 𝑋0, if we put 𝑦 = 𝑓 (𝑥), the induced map
𝜋𝑛 (𝑋, 𝑥) → 𝜋𝑛 (𝑌, 𝑦) is an isomorphism of groups.

Proof This is a necessary condition, by Corollary 3.8.7. Conversely, let us
assume that the map 𝑓 induces a bĳection at the levels of 𝜋0 and of homotopy
groups, for all base points. As already seen in the proof of Proposition 3.8.11,
given a Kan complex 𝐾 and two points 𝑘0 and 𝑘1 connected by a path 𝛾, there
are canonical bĳections 𝜋𝑛 (𝐾, 𝑘0) ≃ 𝜋𝑛 (𝐾, 𝑘1) for all 𝑛 ≥ 1. Therefore, since
any map can be factored into a weak homotopy equivalence followed by a Kan
fibration, Corollary 3.8.7 shows that it is sufficient to prove the case where 𝑓

is a Kan fibration. The preceding theorem then ensures that the fibres of 𝑓 are
then Kan complexes 𝐹 such that 𝜋0 (𝐹) exactly has one elements and whose
homotopy groups all are trivial. By virtue of Proposition 3.8.11, all the fibres of
𝑓 are (weakly) contractible. Since strong deformation retracts are stable under
pull-backs along Kan fibrations (see Proposition 2.5.7), we deduce that, for
any map Δ𝑛 → 𝑌 , the induced map Δ𝑛 ×𝑌 𝑋 → Δ𝑛 is a weak equivalence.
Therefore, Proposition 3.8.3 tells us that 𝑓 is a weak homotopy equivalence. □

3.9 Fully faithful and essentially surjective functors

Lemma 3.9.1. Let 𝑋 be an ∞-category. The formation of the ∞-groupoids
𝑘 (𝐴, 𝑋) satisfies the following operations.

a) For any coCartesian square of simplicial sets

𝐴 𝐴′

𝐵 𝐵′

𝑎

𝑖 𝑖′

𝑏

in which 𝑖 is a monomorphism, the induced square

𝑘 (𝐵′, 𝑋) 𝑘 (𝐵, 𝑋)

𝑘 (𝐴′, 𝑋) 𝑘 (𝐴, 𝑋)
𝑖′ ∗ 𝑖∗

is Cartesian and its vertical maps are Kan fibrations.
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b) For any sequence of monomorpims of simplicial sets

𝐴0 → 𝐴1 → · · · → 𝐴𝑛 → 𝐴𝑛+1 → · · ·

the induced transition maps 𝑘 (𝐴𝑛+1, 𝑋) → 𝑘 (𝐴𝑛, 𝑋) are Kan fibrations
and the comparision map

𝑘 (lim−−→
𝑛

𝐴𝑛, 𝑋) → lim←−−
𝑛

𝑘 (𝐴𝑛, 𝑋)

is an isomorphism.
c) For any small family of simplicial sets (𝐴𝑖)𝑖∈𝐼 , the induced map

𝑘 (
∐
𝑖

𝐴𝑖 , 𝑋) →
∏
𝑖

𝑘 (𝐴𝑖 , 𝑋)

is an isomorphism.

Proof We know that 𝑘 (𝐴, 𝑋) = 𝑘 (Hom(𝐴, 𝑋)) is the maximal Kan com-
plex contained in the ∞-category Hom(𝐴, 𝑋). On the other hand, we know
from Theorem3.6.1 and Corollary 3.6.4 that the functor Hom(−, 𝑋) sends
monomorphisms to isofibrations between ∞-categories. We also know from
Theorem 3.5.11 that the functor 𝑘 sends isofibrations between ∞-categories
to Kan fibrations. On the other hand, since the functor 𝑘 is right adjoint of
the inclusion functors of the category of ∞-groupoids into the category of
∞-categories, it preserves the limits which are representable in the category
of ∞-categories. In conclusion, the properties listed in this lemma are direct
consequences of the fact that the functorHom(−, 𝑋) preserves small limits. □

Theorem 3.9.2. Let 𝑓 : 𝑋 → 𝑌 be a functor of ∞-categories. The following
conditions are equivalent.

(i) The induced maps 𝑘 (Δ𝑛, 𝑋) → 𝑘 (Δ𝑛, 𝑌 ) are equivalences of∞-groupoids
for 𝑛 = 0 and 𝑛 = 1.

(ii) The induced maps 𝑘 (Δ𝑛, 𝑋) → 𝑘 (Δ𝑛, 𝑌 ) are equivalences of∞-groupoids
for all non-negative integers 𝑛.

(iii) The map 𝑓 is an equivalence of∞-categories.

Proof The dual versions of Corollaries 2.3.16, 2.3.18 and 2.3.29 (applied to
the opposite of the category of simplicial sets, endowed with the Kan-Quillen
model category structure) together with the preceding lemma shows that, given
such a functor 𝑓 : 𝑋 → 𝑌 , the class of simplicial sets 𝐴 such that the map
𝑘 (𝐴, 𝑋) → 𝑘 (𝐴,𝑌 ) is a homotopy equivalence between Kan complexes is
saturated by monomorphisms. Therefore, applying Corollary 1.3.10 (for 𝐴 = ΔΔΔ)
and Theorem 3.6.9, we see that condition (ii) is equivalent to condition (iii).



132 The homotopy theory of∞-categories

Therefore, it is sufficient to prove that condition (i) implies condition (ii). For
𝑛 > 1, we have coCartesian squares of the form

Δ0 Sp𝑛−1

Δ1 Sp𝑛

(where we put Sp1 = Δ1). Hence condition (i) and the first assertion of
the preceding lemma imply that, for any integer 𝑛 > 1, the induced map
𝑘 (Sp𝑛, 𝑋) → 𝑘 (Sp𝑛, 𝑌 ) is a weak homotopy equivalence. On the other hand,
it follows from Proposition 3.7.4 that the inclusions Sp𝑛 → Δ𝑛 induce a com-
mutative diagram

𝑘 (Δ𝑛, 𝑋) 𝑘 (Δ𝑛, 𝑌 )

𝑘 (Sp𝑛, 𝑋) 𝑘 (Sp𝑛, 𝑌 )

in which the vertical maps are trivial fibrations (they are Kan fibrations by
Theorem 3.5.11, as well as weak homotopy equivalences by Theorem 3.6.8).
Hence, condition (ii) is fulfilled. □

Definition 3.9.3. Let 𝑓 : 𝑋 → 𝑌 be a functor between∞-categories.
We say that 𝑓 is fully faithful if, for any objects 𝑥 and 𝑦 in 𝑋 , the induced

map

𝑋 (𝑥, 𝑦) → 𝑌 ( 𝑓 (𝑥), 𝑓 (𝑦))

is an equivalence of∞-groupoids.
We say that 𝑓 is essentially surjective if, for any object 𝑦 in 𝑌 , there exists an

object 𝑥 in 𝑋 as well as an invertible morphism from 𝑓 (𝑥) to 𝑦 in 𝑌 .

Remark 3.9.4. The explicit description of 𝜏(𝑋) given by Boardman and Vogt
(1.6.6) implies that the functor 𝑓 is essentially surjective if and only if the
induced functor 𝜏( 𝑓 ) : 𝜏(𝑋) → 𝜏(𝑌 ) is essentially surjective. Proposition 3.7.2
also implies that the functor 𝜏( 𝑓 ) is fully faithful whenever 𝑓 has this property.

Example 3.9.5. Given an∞-category 𝑋 and a subset 𝐴 ⊂ 𝑋0, we define the full
subcategory generated by 𝐴 in 𝑋 as the subcomplex 𝑋𝐴 ⊂ 𝑋 whose simplices
are those maps 𝑓 : Δ𝑛 → 𝑋 such that 𝑓 (𝑖) belongs to 𝐴 for all 𝑖, 0 ≤ 𝑖 ≤ 𝑛. If
ho(𝑋)𝐴 denotes the full subcategory of ho(𝑋) whose objects are in 𝐴, there is
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a canonical Cartesian square

𝑋𝐴 𝑋

𝑁 (ho(𝑋)𝐴) 𝑁 (ho(𝑋))

in which both vertical maps are conservative isofibrations. It is thus clear that
𝑋𝐴 is an ∞-category. Moreover, by construction, for any objects 𝑎 and 𝑏 in 𝐴,
the induced map

𝑋𝐴(𝑎, 𝑏) → 𝑋 (𝑎, 𝑏)

is the identity. Therefore, the inclusion map 𝑋𝐴→ 𝑋 is fully faithful.

Proposition 3.9.6. A functor between∞-categories 𝑓 : 𝑋 → 𝑌 is fully faithful
if and only if the induced commutative square of∞-groupoids

𝑘 (Δ1, 𝑋) 𝑘 (Δ1, 𝑌 )

𝑘 (𝑋) × 𝑘 (𝑋) 𝑘 (𝑌 ) × 𝑘 (𝑌 )

(𝑠,𝑡 ) (𝑠,𝑡 )

is homotopy Cartesian.

Proof Since both vertical maps are Kan fibrations between Kan complexes
(Theorem 3.5.11), and since both squares of diagram (3.7.1.2) are Cartesian,
this is a particular case of Corollary 3.8.4. □

Theorem 3.9.7. A functor between ∞-categories is an equivalence of ∞-
categories if and only if it is fully faithful and essentially surjective.

Proof Let 𝑓 : 𝑋 → 𝑌 be such a functor.
If 𝑓 is an equivalence of∞-categories, then the functor 𝜏( 𝑓 ) : 𝜏(𝑋) → 𝜏(𝑌 )

is an equivalence of categories (this is implied by Proposition 3.3.14), hence
𝑓 is essentially surjective. Moreover, the commutative square of Proposition
3.9.6 obviously is homotopy Cartesian because its horizontal maps are weak
homotopy equivalences (Theorem 3.6.9), hence 𝑓 is fully faithful.

Conversely, let us assume that 𝑓 is fully faithful and essentially surjective. To
prove that 𝑓 is an equivalence of∞-categories, by virtue of Theorem 3.9.2 and
of Proposition 3.9.6, it is sufficient to prove that the induced morphism of Kan
complexes 𝑘 (𝑋) → 𝑘 (𝑌 ) is a weak homotopy equivalence. We have a bĳection
𝜋0 (𝑘 (𝑋)) → 𝜋0 ((𝑘 (𝑌 )) because we have an equivalence of categories 𝜏(𝑋) ≃
𝜏(𝑌 ) hence a bĳection at the level of sets of isomorphism classes of objects.
Therefore, by virtue of Corollary 3.8.14, it is sufficient to prove that, for any
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object 𝑥 in 𝑋 , if we put 𝑦 = 𝑓 (𝑥), the induced map Ω(𝑘 (𝑋), 𝑥) → Ω(𝑘 (𝑌 ), 𝑦)
is a weak homotopy equivalence. Since 𝑓 is conservative (because 𝜏( 𝑓 ) is,
being an equivalence of categories), the commutative square

𝑘 (𝑋) 𝑘 (𝑌 )

𝑋 𝑌
𝑓

is Cartesian. In particular, we also have a Cartesian square in the category of
∞-groupoids

Ω(𝑘 (𝑋), 𝑥) Ω(𝑘 (𝑌 ), 𝑦)

𝑋 (𝑥, 𝑥) 𝑌 (𝑦, 𝑦)𝑓

in which the vertical maps are both monomorphisms and Kan fibrations: the Kan
complexΩ(𝑘 (𝑋), 𝑥) is the union of the connected components of the Kan com-
plex 𝑋 (𝑥, 𝑥) corresponding to the elements of 𝜋0 (𝑋 (𝑥, 𝑥)) = Hom𝜏 (𝑋) (𝑥, 𝑥)
which are the invertible automorphisms of 𝑥 in the category 𝜏(𝑋). Since the
map 𝑋 (𝑥, 𝑥) → 𝑌 (𝑦, 𝑦) is a weak homotopy equivalence, so is its (homotopy)
pull-back Ω(𝑘 (𝑋), 𝑥) → Ω(𝑘 (𝑌 ), 𝑦). □

Corollary 3.9.8. The class of weak categorical equivalences is stable under
small filtered colimits.

Proof Let us check first that the class of homotopy equivalences between Kan
complexes is closed under filtered colimits. This makes sense because the class
of Kan complexes is stable under filtered colimits (Lemma 3.1.24). For any
pointed finite simplicial set 𝐾 (such as Δ1 or 𝜕Δ1), the functor Hom∗ (𝐾,−)
preserves filtered colimits: since filtered colimits commute with finite limits,
the pull-back square (3.8.8.1) shows that it is sufficient ro prove that the functor
Hom(𝐾,−) preserves filtered colimits, which follows from the fact that each
product Δ𝑛 × 𝐾 has finitely many non-degenerate simplices, applying Corol-
lary 1.3.12. Therefore, the formation of iterated loop spaces is compatible with
filtered colimits. Since the functor 𝜋0 obviously preserves filtered colimits as
well, this proves that the formation of the groups 𝜋𝑛 (𝑋, 𝑥) is compatible with
filtered colimits. The characterisation of weak equivalences between Kan com-
plexes given by Corollary 3.8.14 thus implies that weak equivalences between
Kan complexes as closed under filtered colimits.

The proof of Lemma 3.1.24 also shows that the class of∞-categories is closed
under filtered colimits. Since the functorHom(Δ1,−) preserves filtered colimits
and since filtered colimits commute with finite limits in sets, the formation of
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∞-groupoids of morphisms 𝑋 (𝑥, 𝑦) is compatible with filtered colimits of ∞-
categories. The stability of equivalences of ∞-groupoids by filtered colimits
implies the stability of fully faithful functors between ∞-categories by filtered
colimits. It is an easy exercise to check that essentially surjective functors are
stable under filtered colimits. Therefore, by virtue of Theorem 3.9.7, the class
of equivalences of∞-categories is closed under filtered colimits.

Finally, since the functorHom(𝐾,−) commutes with filtered colimits for any
finite simplicial set 𝐾 , the explicit construction of the small object argument
shows that there is a functorial inner anodyne extension 𝑋 → 𝐿 (𝑋) such that
the functor 𝐿 takes its values in the category of ∞-categories and commutes
with filtered colimits. Therefore, the class of weak categorical equivalences is
the class of maps whose image by 𝐿 is an equivalence of ∞-categories. This
implies the theorem. □



4

Presheaves: externally

The first paragraph of the first section of this chapter is heuristic: it explains
why it is natural to see right fibrations 𝑋 → 𝐶 as presheaves over𝐶. The rest of
this first section is devoted to the construction of the homotopy theory of right
fibrations with fixed codomain 𝐶, through the construction of the contravariant
model category structure over 𝐶. This is achieved as an interpretation of the
last section of Chapter 2. This is also the opportunity to introduce one of the
most fundamental class of maps in the theory of∞-categories: the one of final
maps. One then proves that a map between right fibrations over 𝐶 is a weak
equivalence if and only if it induces a fibrewise equivalence of ∞-groupoids.
In the second section, using an alternative construction of the join operation,
we prove that the homotopy fibre at 𝑥 of the slice fibration 𝑋/𝑦 → 𝑋 is the
mapping space of maps from 𝑥 to 𝑦 in the ∞-category 𝑋 . This is used in the
third section to study final objects.

Section 4.4 revisits Quillen’s famous Theorem A (see Corollary 4.4.32 be-
low), after Grothendieck, Joyal and Lurie, introducing the notions of proper
functors and of smooth functors. In particular, it provides useful computational
tools, that will ramify in various forms all along the rest of the book. After a
technical section on fully faithful and essentially surjective functors through
the lenses of the covariant and contravariant model category structures, we
finally devote Section 4.6 to Quillen’s Theorem B, or, in other words, to locally
constant presheaves.

4.1 Catégories fibrées en∞-groupoïdes

4.1.1. Let 𝐶 be a small category. The category of presheaves of sets over
𝐶 can be embedded in the category Cat/𝐶 of categories over 𝐶 as follows.
For a presheaf 𝐹 : 𝐶op → Set one considers the category of elements 𝐶/𝐹

136
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(see Definition 1.1.7), which comes equiped with a canonical projection map
𝐶/𝐹 → 𝐶. This defines a functor

(4.1.1.1) 𝐶 → Cat/𝐶 , 𝐹 ↦→ 𝐶/𝐹 .

This functor is fully faithful and admits a left adjoint as well as a right adjoint.
The left adjoint is easy: it associates to a functor 𝜑 : 𝐼 → 𝐶 the colimit of the
functor

𝐼 𝐶 𝐶
𝜑 ℎ

(where ℎ is the Yoneda embedding). The right adjoint is less enlightening
(at least for the author of these notes) but has the merit of being explicit: it
associates to a functor 𝜑 : 𝐼 → 𝐶 the presheaf whose evaluation at 𝑐 is the set
of functors 𝑢 : 𝐶/𝑐 → 𝐼 such that 𝜑𝑢 : 𝐶/𝑐 → 𝐶 is the canonical projection.

Therefore, there is a way to think of presheaves as a full subcategory of
the category Cat/𝐶. The aim of this section is to introduce a candidate for an
analogous subcategory of the category of∞-categories over a given∞-category
𝐶. Well, in fact over any object of the Joyal model category structure, i.e., over
any simplicial set.

For this, we need to characterise functors isomorphic to functors of the form
𝐶/𝐹 → 𝐶: these are the functors 𝑝 : 𝑋 → 𝐶 such that, for any object 𝑥 in
𝑋 , if we put 𝑐 = 𝑝(𝑥), the induced functor 𝑋/𝑥 → 𝐶/𝑐 is an isomorphism.
Since the nerve of any functor between small categories is an inner fibration,
the following proposition is enlightening.

Proposition 4.1.2. A morphism of simplicial sets 𝑝 : 𝑋 → 𝐶 is a right fibration
if and only if it is an inner fibration such that, for any object 𝑥 in 𝑋 , if we put
𝑐 = 𝑝(𝑥), the induced functor 𝑋/𝑥 → 𝐶/𝑐 is a trivial fibration.

Proof The identification Λ𝑛𝑛 = 𝜕Δ𝑛−1 ∗ Δ0, for 𝑛 > 0, and Lemma 3.4.20,
show that lifting problems of the form

𝜕Δ𝑛−1 𝑋/𝑥

Δ𝑛−1 𝐶/𝑐

(with 𝑐 = 𝑝(𝑥))

correspond to lifting problems of the form

Λ𝑛𝑛 𝑋

Δ𝑛 𝐶

𝑢

𝑣

(with 𝑢(𝑛) = 𝑥).
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Since right fibrations can be characterized as the inner fibrations with the right
lifting property with respect to inclusions of the form Λ𝑛𝑛 ⊂ Δ𝑛 for 𝑛 > 0, this
proves the proposition. □

Corollary 4.1.3. The nerve any Grothendieck fibration with discrete fibres
between small categories is a right fibration.

Proof By virtue of the preceding proposition, this follows from the canonical
identification 𝑁 (𝐶)/𝑥 ≃ 𝑁 (𝐶/𝑥) for any small category 𝐶 equipped with an
object 𝑥, and from the characterisation of Grothendieck fibrations with discrete
fibres recalled at the end of paragraph 4.1.1. □

4.1.4. Let 𝐶 be a simplicial set. We denote by 𝑃(𝐶) the full subcategory of
sSet/𝐶 whose objets are the right fibrations of the form 𝑝𝐹 : 𝐹 → 𝐶. The
objects of 𝑃(𝐶) will be called the right fibrant objects over 𝐶. Most of the
time, the structural map 𝑝𝐹 will be implicitly given, and we shall speak of
the right fibrant object 𝐹 over 𝐶. A morphism 𝐹 → 𝐺 of right fibrant objects
over 𝐶 is a fibrewise equivalence if, for any object 𝑐 of 𝐶, the induced map
𝐹𝑐 → 𝐺𝑐 is an equivalence of ∞-groupoids. Here, 𝐹𝑐 is the pull-back of the
map 𝑐 : Δ0 → 𝐶 along the structural map 𝑝𝐹 ; such a fibre 𝐹𝑐 always is an
∞-groupoid, by Corollary 3.5.6.

Theorem 4.1.5 (Joyal). There is a unique model category structure on the
category sSet/𝐶 whose cofibrations are the monomorphisms, and whose fibrant
objects are the right fibrant objects over𝐶. Moreover, a morphism between right
fibrant objects over 𝐶 is a fibration if and only if it is a right fibration.

The proof of the theorem will be given below, on page 140. This model
category structure will be called the contravariant model category structure
over 𝐶.

4.1.6. We observe the following fact: Proposition 3.5.5 implies that, for 𝐶 =

Δ0, the contravariant model category structure must coincide with the Kan-
Quillen model category structure. More generally, when 𝐶 is an ∞-groupoid,
the contravariant model category structure over𝐶 must coincide with the model
category structure induced by the Kan-Quillen model category structure. This is
why, in order to construct the contravariant model category structure over𝐶, we
shall forget𝐶 temporarily, for studying another presentation of the Kan-Quillen
model category structure on the category of simplicial sets.

Let us consider the interval 𝐽′ defined as the nerve of the contractible
groupoid with set of objects {0, 1}. This is a contractible Kan complex: this is a
Kan complex because this is an∞-groupoid in which all morphisms are invert-
ible, and it is contractible because the nap 𝐽′ → Δ0 is a simplicial homotopy
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equivalence. Therefore, the projection map 𝐽′ × 𝑋 → 𝑋 is a trivial fibration for
any simplicial set 𝑋 . The interval 𝐽′ thus defines an exact cylinder 𝑋 ↦→ 𝐽′×𝑋 .
Let us consider the smallest class Anright

𝐽 ′ of 𝐽′-anodyne extensions which con-
tains the inclusions of the form Λ𝑛

𝑘
→ Δ𝑛 with 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛; see

Example 2.4.13. Using Lemma 3.1.3, we see that it coincides with the smallest
saturated class of morphisms of simplicial sets containing the following two
kinds of maps.

1. Inclusions of the form 𝐽′ × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 → 𝐽′ × Δ𝑛 for 𝑛 ≥ 0 and
𝜀 = 0, 1.

2. Inclusions of the form Λ𝑛
𝑘
→ Δ𝑛 with 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛.

However, according to the next proposition, this description can be dramatically
simplified.

Proposition 4.1.7. The class Anright
𝐽 ′ is the class of right anodyne extensions.

Proof It is clear that any right anodyne extension belongs to Anright
𝐽 ′ . To prove

the converse, it is sufficient to prove that any right fibration has the right lifting
property with respect to the generators of the class Anright

𝐽 ′ . These generators
are all of the form 𝑖 : 𝐴 → 𝐵, where 𝐵 is the nerve of small category (in
particular, an∞-category). Let 𝑝 : 𝑋 → 𝑌 be a right fibration. To solve lifting
problems of the form

𝐴 𝑋

𝐵 𝑌

𝑎

𝑖 𝑝

𝑏

we may factor the given commutative square into

𝐴 𝐵 ×𝑌 𝑋 𝑋

𝐵 𝐵 𝑌

𝛼

𝑖

𝛼

𝑞 𝑝

𝑏

(where the right hand square is Cartesian). The map 𝑞 is now a right fibration
whose codomain is an ∞-category. In other words, it is sufficient to prove
that any right fibration whose codomain is an ∞-category has the right lifting
property with respect to the generators of the class Anright

𝐽 ′ . And here is a final
translation of the latter problem: we must prove that, for any right fibration
𝑝 : 𝑋 → 𝑌 with 𝑌 an∞-category, the evaluation at 𝜀 map

Hom(𝐽′, 𝑋) → 𝑋 ×𝑌 Hom(𝐽′, 𝑌 )

is a trivial fibration for 𝜀 = 0, 1. But such morphism 𝑝 is always an isofibration
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between ∞-categories (Proposition 3.4.8) hence a fibration of the Joyal model
category structure (Theorem 3.6.1). In particular, it must have the required
lifting property: since 𝐽′ is an ∞-groupoid, we have ℎ(𝐽′, 𝐶) = Hom(𝐽′, 𝐶)
for any∞-category 𝐶, so that we can apply Corollary 3.5.13. □

Proof of Theorem 4.1.5 Thanks to Proposition 4.1.7, this is a particular case
of the construction of 2.5.1, which allows to apply Theorem 2.4.19 for 𝐴 =

ΔΔΔ/𝐶. □

In fact, Proposition 4.1.7 has several other consequences.

Definition 4.1.8. A morphism of simplicial sets 𝑢 : 𝐴 → 𝐵 is final if, for any
simplicial set 𝐶 and any morphism 𝑝 : 𝐵→ 𝐶, the map 𝑢 : (𝐴, 𝑝𝑢) → (𝐵, 𝑝)
is a weak equivalence of the contravariant model category structure over 𝐶.

Corollary 4.1.9. A monomorphism of simplicial sets is a right anodyne exten-
sion if and only if it is a final map. A morphism of simplicial sets is final if and
only if it admits a factorisation into a right anodyne extension followed by a
trivial fibration.

The class of final maps is the smallest class C of morphisms of simplicial
sets satisfying the following properties:

(a) the class C is closed under composition;
(b) for any pair of composable morphisms 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 , if

both 𝑓 and 𝑔 𝑓 are in C, so is 𝑔;
(c) any right anodyne extension belongs to C.

Proof This is a particular case of Propositions 2.5.3 and 2.5.4. □

Corollary 4.1.10. Let us consider a pair of composable monomorphisms 𝑓 :
𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 , and assume that 𝑓 is a right anodyne extension. Then
the map 𝑔 is a right anodyne extension if and only if the map 𝑔 𝑓 has the same
property.

A useful sufficient condition for being final is given by the following state-
ment.

Proposition 4.1.11. Let 𝑓 : 𝑋 → 𝑌 be a morphism of simplicial sets, and
𝑝 : 𝑌 → 𝐶 a right fibration. Then 𝑓 is final if and only if the map 𝑝 turns 𝑓
into a weak equivalence of the contravariant model category structure over 𝐶.

Proof This is a special case of Proposition 2.5.6. □
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4.1.12. Let 𝑝𝐹 : 𝐹 → 𝐶 and 𝑝𝐺 : 𝐺 → 𝐶 be two morphisms of simplicial
sets. We define Map𝐶 (𝐹, 𝐺) by forming the following Cartesian square.

(4.1.12.1)
Map𝐶 (𝐹, 𝐺) Hom(𝐹, 𝐺)

Δ0 Hom(𝐹,𝐶)

(𝑝𝐺 )∗
𝑝𝐹

If ever𝐺 is right fibrant over𝐶, thenMap𝐶 (𝐹, 𝐺) is the fibre of a right fibration
(by Proposition 3.4.5), and therefore is a Kan complex, by Corollary 3.5.6. In
the case of an object 𝑐 of𝐶, if we write ℎ(𝑐) for the image of the corresponding
morphism 𝑐 : Δ0 → 𝐶, the canonical isomorphism Hom(Δ0, 𝑋) ≃ 𝑋 induces
a canonical isomorphism

(4.1.12.2) Map𝐶 (ℎ(𝑐), 𝐺) ≃ 𝐺𝑐

Proposition 4.1.13. For any monomorphism 𝐹 → 𝐹′ of simplicial sets over
𝐶, and for any right fibrant object 𝐺 over 𝐶, the induced map

Map𝐶 (𝐹, 𝐺) → Map𝐶 (𝐹′, 𝐺)

is a Kan fibration.

Proof Since the source and target of this map are Kan complexes, by virtue
of Proposition 3.5.5 it is sufficient to prove that it is a right Kan fibration. Since
right fibrations are stable under base change, by virtue of Proposition 3.4.5, the
Cartesian square

(4.1.13.1)
Map𝐶 (𝐹, 𝐺) Hom(𝐹, 𝐺)

Map𝐶 (𝐹′, 𝐺) Hom(𝐹′, 𝐺) ×Hom(𝐹′ ,𝐶 ) Hom(𝐹,𝐶)

thus implies this proposition. □

Proposition 4.1.14. For any weak equivalence of the contravariant model
category structure 𝐹 → 𝐹′ over 𝐶, and for any right fibrant object 𝐺 over 𝐶,
the induced map

Map𝐶 (𝐹, 𝐺) → Map𝐶 (𝐹′, 𝐺)

is an equivalence of∞-groupoids.

Proof By a variation on the proof of the preceding proposition, one checks
that, for any right fibrant object 𝐺 over 𝐶, the functor Map𝐶 (−, 𝐺) sends
right anodyne extensions to trivial fibrations. By virtue of Propositions 2.4.40
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and 4.1.7, this implies that the functor Map𝐶 (−, 𝐺) is a left Quillen functor
from the the contravariant model category structure to opposite of the Kan-
Quillen model category structure. In particular, this functor preserves weak
equivalences between cofibrant objects (which are all simplicial sets over 𝐶),
hence the proposition. □

Lemma 4.1.15. For any integer 𝑛 ≥ 0, the inclusion {𝑛} → Δ𝑛 is a right
anodyne extension.

Proof Let ℎ : Δ1 × Δ𝑛 → Δ𝑛 be the morphism induced by the map

(𝜀, 𝑥) →
{
𝑛 if 𝜀 = 1,
𝑥 else.

Identifying Δ𝑛 with {0} × Δ𝑛, we have the following commutative diagram

{𝑛} Δ1 × {𝑛} ∪ {1} × Δ𝑛 {𝑛}

Δ𝑛 Δ1 × Δ𝑛 Δ𝑛
ℎ

which turns the inclusion {𝑛} → Δ𝑛 into a retract of the right anodyne extension
Δ1 × {𝑛} ∪ {1} × Δ𝑛 → Δ1 × Δ𝑛 (see Proposition 3.4.3). This proves the
lemma. □

Theorem 4.1.16. Let 𝜑 : 𝐹 → 𝐺 be a morphism between right fibrant objects
over 𝐶. The following conditions are equivalent.

(i) The morphism 𝜑 is a weak equivalence of the contravariant model cate-
gory structure.

(ii) The morphism 𝜑 is a fibrewise equivalence.
(iii) For any simplicial set 𝑋 over 𝐶, the induced map

Map𝐶 (𝑋, 𝐹) → Map𝐶 (𝑋, 𝐺)

is an equivalence of∞-groupoids.

Proof By virtue of the identification (4.1.12.2), it is clear that condition (iii)
implies condition (ii). The Cartesian square (4.1.13.1) shows that the functors
Map𝐶 (𝑋,−) preserve trivial fibrations, hence weak equivalences between fi-
brant objects. In other words, condition (i) implies condition (iii). One deduces
from Propositions 4.1.13 and 4.1.14 that, for any simplicial set 𝑋 over 𝐶 and
any right fibrant object 𝐹 over 𝐶, there is a canonical identification between
the set 𝜋0 (Map𝐶 (𝑋, 𝐹)) and the set of homotopy classes of maps from 𝑋 to
𝐹: this is because the functor Map𝐶 (−, 𝐹) will send any cylinder of 𝑋 (in the
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sense of the contravariant model category structure) into a path object of the
Kan complex Map𝐶 (𝑋, 𝐹). This implies that condition (iii) implies condition
(i). It now remains to prove that condition (ii) implies condition (iii). For any
integer 𝑛 ≥ 0, by virtue of the preceding lemma and of Proposition 4.1.14, for
any map 𝑠 : Δ𝑛 → 𝐶, there is a commutative square of the form

Map𝐶 ((Δ𝑛, 𝑠), 𝐹) 𝐹𝑠 (𝑛)

Map𝐶 ((Δ𝑛, 𝑠), 𝐺) 𝐺𝑠 (𝑛)

𝜑∗ 𝜑𝑠 (𝑛)

in which the horizontal maps are equivalences of ∞-groupoids. Therefore,
condition (ii) is equivalent to the condition that, for any map 𝑠 : Δ𝑛 → 𝐶, the
induced morphism

𝜑∗ : Map𝐶 ((Δ𝑛, 𝑠), 𝐹) → Map𝐶 ((Δ𝑛, 𝑠), 𝐺)

is an equivalence of ∞-groupoids. On the other hand, since the functors of
the form Map𝐶 (−, 𝐹) send small colimits of simplicial sets over 𝐶 to limits
of simplicial sets, Proposition 4.1.13 and Corollaries 2.3.16, 2.3.18 and 2.3.29
(all three applied to the opposite of the Kan-Quillen model category) imply
that the class of simplicial sets 𝑋 over 𝐶 such that the induced map

Map𝐶 (𝑋, 𝐹) → Map𝐶 (𝑋, 𝐺)

is an equivalence of ∞-groupoids is saturated by monomorphisms. Applying
Corollary 1.3.10 in the case of 𝐴 = ΔΔΔ/𝐶 thus proves that condition (ii) implies
condition (iii). □

Corollary 4.1.17. The class of weak equivalences of the contravariant model
category structure over 𝐶 is closed under small filtered colimits.

Proof The proof of Lemma 3.1.24 shows that the class of right fibrations is
closed under small filtered colimits, and that the fibrant resolution functor of the
contravariant model category structure over𝐶 preserves small filtered colimits.
Therefore, it is sufficient to prove that the class of weak equivalences between
fibrant objects of the contravariant model category structure over 𝐶 is closed
under small filtered colimits. By virtue of the preceding theorem, this amounts
to prove that fibrewise equivalences are closed under filtered colimits. Since
filtered colimits are exact, they are compatible with the formation of fibres of
right fibrations. Finally, we simply have to check that the class of equivalences
of ∞-groupoids is closed under small filtered colimits, which follows right
away from Corollary 3.9.8 (and was in fact used in its proof). □
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Remark 4.1.18. In the case where 𝐶 is an ∞-category, if 𝑝 : 𝑋 → 𝐶 and
𝑞 : 𝑌 → 𝐶 are right fibrations, a map 𝑓 : 𝑋 → 𝑌 over 𝐶 is a fibrewise
equivalence if and only if it is an equivalence of∞-categories (or, equivalently,
a weak categorical equivalence). Indeed, by virtue of general computations in
model categories such as Lemma 2.2.12 and Theorem 2.2.17, these properties
of 𝑓 are also equivalent to the assertion that 𝑓 is a 𝐽′-homotopy equivalence
(over 𝐶).

4.2 Mapping spaces as fibres of slices

4.2.1. For two simplicial sets 𝑋 and 𝑌 , one defines 𝑋 ⋄ 𝑌 by the following
push-out square

(4.2.1.1)
𝑋 × 𝜕Δ1 × 𝑌 𝑋 ⨿ 𝑌

𝑋 × Δ1 × 𝑌 𝑋 ⋄𝑌

where the upper horizontal map is the disjoint union of the two canonical
projections 𝑋 × 𝑌 → 𝑋 and 𝑋 × 𝑌 → 𝑌 interpreted through the identification

𝑋 × 𝜕Δ1 × 𝑌 ≃ (𝑋 × 𝑌 ) ⨿ (𝑋 × 𝑌 ) .

One checks that the functor sSet → 𝑌\sSet, 𝑋 ↦→ (𝑌 → 𝑋 ⋄ 𝑌 ) has a right
adjoint 𝑌\sSet → sSet, (𝑡 : 𝑌 → 𝑊) ↦→ 𝑊//𝑡. Indeed, the functor (−) ⋄ 𝑌
preserves connected colimits (because one directly checks that it preserves
push-outs as well as filtered colimits). The object𝑊//𝑡 has to be distinguished
from the slice 𝑊/𝑡 that was introduced earlier (see 3.4.14). However, this
chapter is all about comparing them. If there is no ambiguity on 𝑡, we will also
write𝑊//𝑇 = 𝑊//𝑡.

Remark that we have Δ1 = Δ0 ⋄ Δ0 = Δ0 ∗ Δ0, so that there are canonical
maps 𝑋 ⋄𝑌 → Δ1 and 𝑋 ∗ 𝑌 → Δ1. For either of these maps, the fibre at 0 is
𝑋 , and the fibre at 1 is 𝑌 .

Proposition 4.2.2. There is a unique natural map 𝛾𝑋,𝑌 : 𝑋 ⋄𝑌 → 𝑋 ∗ 𝑌 such
that the diagram below commutes.

𝑋 ⨿ 𝑌 𝑋 ∗ 𝑌

𝑋 ⋄𝑌 Δ1

𝛾𝑋,𝑌
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Proof Recall that, for 𝑛 ≥ 0, we have:

(𝑋 ∗ 𝑌 )𝑛 =
∐

𝑖+1+ 𝑗=𝑛
𝑋𝑖 × 𝑌 𝑗 .

A map Δ𝑛 → 𝑋 ×Δ1 ×𝑌 consists of elements 𝑥 ∈ 𝑋𝑛 and 𝑦 ∈ 𝑌𝑛 together with
an integer 𝑖, which correspond to the map 𝑢 : Δ𝑛 → Δ1 (the integer 𝑖 is the
smallest integer such that 𝑢(𝑖 + 1) = 1). There is a unique 𝜉 : Δ𝑖 → 𝑋 which is
the restriction of 𝑥 to Δ𝑖 , as well as a unique 𝜂 : Δ 𝑗 → 𝑌 , with 𝑗 = 𝑛 − 𝑖 − 1,
which corresponds to the restriction of 𝑦 to Δ{𝑖+1,...,𝑛} ≃ Δ 𝑗 . One associates to
such a triple (𝑥, 𝑖, 𝑦) the element (𝜉, 𝜂). This defines a commutative square

𝑋 × 𝜕Δ1 × 𝑌 𝑋 ⨿ 𝑌

𝑋 × Δ1 × 𝑌 𝑋 ∗ 𝑌𝑐𝑋,𝑌

over Δ1, and thus a map 𝛾𝑋,𝑌 : 𝑋 ⋄𝑌 → 𝑋 ∗𝑌 . This proves the existence. The
unicity is clear. □

Proposition 4.2.3 (Joyal). The map 𝑋 ⋄ 𝑌 → 𝑋 ∗ 𝑌 is a weak categorical
equivalence.

Proof The map 𝛾𝑋,𝑌 is the identity whenever 𝑋 or 𝑌 is empty. Since the
functors (−) ⋄𝑌 and (−) ∗𝑌 preserve connected colimits as well as monomor-
phisms, we deduce from Corollaries 2.3.16, 2.3.18 and 2.3.29, that the class of
simplicial sets 𝑋 such that the map 𝛾𝑋,𝑌 is a weak categorical equivalence is
saturated by monomorphisms. Similarly for the class of 𝑌 ’s such that 𝛾𝑋,𝑌 is a
weak categorical equivalence. By Corollary 1.3.10, it is thus sufficient to prove
the case where 𝑋 = Δ𝑚 and 𝑌 = Δ𝑛. In this case, there is a section 𝑠 of the map
𝑐 = 𝑐Δ𝑚 ,Δ𝑛 : Δ𝑚 ×Δ1 ×Δ𝑛 → Δ𝑚 ∗Δ𝑛 = Δ𝑚+1+𝑛 above Δ1, defined as follows.

𝑠(𝑥) =
{
(𝑥, 0, 0) if 𝑥 ≤ 𝑚,
(𝑚, 1, 𝑥 − 𝑚 − 1) if 𝑥 > 𝑚.

This defines a section 𝜎 of the map 𝛾 = 𝛾Δ𝑚 ,Δ𝑛 . It is sufficient to prove that 𝜎𝛾
is a weak categorical equivalence.

For this purpose, we also define a morphism

𝑝 : Δ𝑚 × Δ1 × Δ𝑛 → Δ𝑚 × Δ1 × Δ𝑛

by the formula 𝑝(𝑥, 𝑢, 𝑦) = (𝑥, 𝑢, 𝑢𝑦). There is a natural transformation from 𝑝

to the identity and a natural transformation from 𝑝 to 𝑠𝑐. The map 𝑝 induces a
map 𝜋 : 𝑋 ⋄𝑌 → 𝑋 ⋄𝑌 , and in Hom(Δ𝑚 ⋄Δ𝑛,Δ𝑚 ⋄Δ𝑛), we have a morphism
ℎ from 𝜋 to the identity and a morphism 𝑘 from 𝜋 to 𝜎𝛾. These natural
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transformations are the identity on the image of 𝑠. Therefore, after applying the
functor 𝜏, they are equal to a single invertible natural transformations from 𝜏(𝜋)
to the identity (which is equal to 𝜏(𝜎)𝜏(𝛾) because 𝜏(𝛾) is an isomorphism).
Therefore, for any ∞-category 𝐶 and any functor 𝑓 : Δ𝑚 ⋄ Δ𝑛 → 𝐶, there are
natural transformations 𝑓 ℎ : 𝑓 𝜋 → 𝑓 and 𝑓 𝑘 : 𝜋 → 𝜎𝛾; both 𝑓 ℎ and 𝑓 𝑘 are
in fact invertible natural transformations because it is sufficient to check this
after composing with the canonical conservative functor 𝐶 → 𝑁 (𝜏(𝐶)). Let
𝑓 : Δ𝑚 ⋄ Δ𝑛 → 𝐶 be a weak categorical equivalence with 𝐶 an ∞-category.
Then ℎ and 𝑘 induce invertible morphisms from 𝑓 𝜋 to 𝑓 , and from 𝑓 𝜋 to 𝑓 𝜎𝛾,
respectively, in the ∞-category Hom(Δ𝑚 ⋄ Δ𝑛, 𝐶). Therefore, the maps 𝑓 𝜋, 𝑓
and 𝑓 𝜎𝛾must be 𝐽-homotopic (see Remark 3.6.5). Since 𝑓 is a weak categorical
equivalence, this proves that 𝜎𝛾 is a weak categorical equivalence. □

Proposition 4.2.4. The functors 𝑋 ⋄ (−) and (−) ⋄𝑌 preserve weak categorical
equivalences.

Proof This follows right away from Corollary 2.3.29, applied to the coCarte-
sian squares of the form (4.2.1.1). □

Corollary 4.2.5. The functors 𝑋 ∗ (−) and (−) ∗ 𝑌 preserve weak categorical
equivalences.

Proof This follows right away from the preceding two propositions. □

Remark 4.2.6. One can prove the preceding corollary without using Proposition
4.2.2. Here is an other proof. By Ken Brown’s Lemma, it is sufficient to prove
that these functors preserve trivial cofibrations of the Joyal model structure.
Let 𝐾 → 𝐿 be such a trivial trivial cofibration. To check that 𝐾 ∗ 𝑌 → 𝐿 ∗ 𝑌
is a trivial cofibration, it is sufficient to prove that it has the right lifting
property with respect to isofibrations between ∞-categories (see Proposition
2.4.30). But, for such an isofibration between ∞-categories 𝐸 → 𝐵, for any
map 𝑌 → 𝐸 , the induced map 𝐸/𝑌 → 𝐸 ×𝐵 𝐵/𝑌 is a right fibration between
∞-categories (Theorem 3.4.22) hence an isofibration (Proposition 3.4.8). Since
such an isofibrations have the right lifting property with respect to the trivial
cofibrations of the Joyal model category structure (Theorem 3.6.1), we conclude
from Lemma 3.4.20 that the map 𝐾 ∗ 𝑌 → 𝐿 ∗ 𝑌 has the left lifting property
with respect to 𝐸 → 𝐵.

The case of the functor 𝑋 ∗ (−) is deduced from the case of (−) ∗ 𝑋op.

Proposition 4.2.7. Let 𝑝 : 𝑋 → 𝑌 be a fibration of the Joyal model category
(e.g., an isofibration between ∞-categories). We consider a monomorphism
𝑆 → 𝑇 , together with a morphism 𝑡 : 𝑇 → 𝑋 . Then the canonical projection

𝑋//𝑇 → 𝑋//𝑆 ×𝑌//𝑆 𝑌//𝑇
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is a right fibration. Furthermore, if ever 𝑌 is an∞-category, then so are 𝑋//𝑇
as well as the fibre product 𝑋//𝑆 ×𝑌//𝑆 𝑌//𝑇 .

Proof As in the proof of Theorem 3.4.22, it is sufficient to prove that, for any
right anodyne extension𝑈 → 𝑉 , the induced inclusion

𝑉 ⋄ 𝑆 ∪𝑈 ⋄𝑇 = 𝑉 ⋄ 𝑆 ⨿𝑈⋄𝑆 𝑈 ⋄𝑇 → 𝑉 ⋄𝑇

is a trivial cofibration of the Joyal model category structure. But we have the
commutative square

𝑉 ⋄ 𝑆 ∪𝑈 ⋄𝑇 𝑉 ⋄𝑇

𝑉 ∗ 𝑆 ∪𝑈 ∗ 𝑇 𝑉 ∗ 𝑇

of which the vertical maps are weak categorical equivalences, by a repeated
use of Proposition 4.2.3 (and by Corollary 2.3.29). Therefore, it is sufficient
to prove that the lower horizontal map of the commutative square above is
a trivial cofibration of the Joyal model category structure. But, by virtue of
Lemma 3.4.20 and Theorem 3.4.22, we know that it has the left lifting property
with respect to any inner fibration (hence with respect to any fibration of the
Joyal model category structure). □

4.2.8. For 𝑌 fixed, the comparison map 𝛾𝑋 of Proposition 4.2.2 is a natural
transformation between left adjoints and thus induce a natural transformation
of their right adjoints

𝑋/𝑇 → 𝑋//𝑇 .

Proposition 4.2.9. For any ∞-category 𝑋 and any map 𝑡 : 𝑇 → 𝑋 , the
canonical comparison map 𝑋/𝑇 → 𝑋//𝑇 is an equivalence of∞-categories.

Proof Both functors (−) ⋄ 𝑇 and (−) ∗ 𝑇 are left Quillen functors (they pre-
serve monomorphisms as well as weak equivalences by Proposition 4.2.4 and
Corollary 4.2.5) and the natural transformation 𝛾(−) ,𝑇 is a termwise weak equiv-
alence, by Proposition 4.2.3. Therefore, their right adjoints are right Quillen
functors and the corresponding transposed map from (−)/𝑇 to (−)//𝑇 is a weak
equivalence on fibrant objects. This is because the total left derived functors of
(−) ⋄ 𝑇 and (−) ∗ 𝑇 are isomorphic, so that their right adjoints, the total right
derived functors of (−)/𝑇 and (−)//𝑇 , must be isomorphic as well. □

Corollary 4.2.10. Let 𝑋 be an ∞-category, and 𝑥, 𝑦 : Δ0 → 𝑋 two objects.
There is a canonical equivalence of ∞-groupoids from the fibre of the right
fibration 𝑋/𝑦→ 𝑋 over 𝑥 to the∞-groupoid of maps 𝑋 (𝑥, 𝑦).
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Proof Since both maps 𝑋/𝑦 → 𝑋 and 𝑋//𝑦 → 𝑋 are right fibrations, by
virtue of Theorem 4.1.16, the weak equivalence of Proposition 4.2.9 induces
equivalences of∞-groupoids on their fibres. Therefore, we can replace 𝑋/𝑦 by
𝑋//𝑦. By definition, the simplicial set 𝑋//𝑦 fits in the Cartesian square below.

𝑋//𝑦 Hom(Δ1, 𝑋)

Δ0 𝑋

ev1

Since the square

𝑋 𝑋 × 𝑋

Δ0 𝑋

(1𝑋 ,𝑦)

pr2

𝑦

is Cartesian, we thus have a Cartesian square of the following form.

𝑋//𝑦 Hom(Δ1, 𝑋)

𝑋 𝑋 × 𝑋

This immediately implies, by construction of 𝑋 (𝑥, 𝑦), that the fibre at 𝑥 of the
right fibration 𝑋//𝑌 → 𝑋 is 𝑋 (𝑥, 𝑦). □

Remark 4.2.11. In his monograph [Lur09], Lurie denotes by Hom𝐿
𝐴(𝑥, 𝑦) and

Hom𝐴(𝑥, 𝑦) the fibres at 𝑥 of the canonical projections 𝐴/𝑦→ 𝐴 and 𝐴//𝑦→
𝐴 respectively. However, we will use the notationHom𝐴(𝑥, 𝑦) rather differently:
for the fully functorial version of the ∞-groupoid of maps from 𝑥 to 𝑦; see
paragraph 5.8.1 below.

Proposition 4.2.12. Let 𝑋 be an ∞-category endowed with an object 𝑥. For
any simplicial set 𝐴, the canonical functor Hom(𝐴, 𝑋/𝑥) → Hom(𝐴, 𝑋)/𝑥 is
an equivalence of∞-categories (where we also denote by 𝑥 the constant functor
𝐴→ 𝑋 with value 𝑥).

Proof The canonical functor Hom(𝐴, 𝑋/𝑥) → Hom(𝐴, 𝑋) sends 1𝑥 to 𝑥 and
thus induces a canonical functor Hom(𝐴, 𝑋/𝑥) → Hom(𝐴, 𝑋)/𝑥. We have a
commutative square

Hom(𝐴, 𝑋/𝑥) Hom(𝐴, 𝑋)/𝑥

Hom(𝐴, 𝑋//𝑥) Hom(𝐴, 𝑋)//𝑥
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whose vertical maps are equivalences of ∞-categories (Theorem 3.6.9 and
Proposition 4.2.9). But we also have the Cartesian square

𝑋//𝑥 Hom(Δ1, 𝑋)

Δ0 𝑋

ev1

and since Hom(𝐴,Hom(𝐵, 𝑋)) ≃ Hom(𝐵,Hom(𝐴, 𝑋)) for all simplicial sets
𝐴 and 𝐵, we conclude that the canonical map

Hom(𝐴, 𝑋//𝑥) → Hom(𝐴, 𝑋)//𝑥

is an isomorphism. □

4.3 Final objects

Definition 4.3.1. An object 𝑥 of a simplicial set 𝑋 is final if the corresponding
morphism 𝑥 : Δ0 → 𝑋 is final (see Definition 4.1.8).

Remark 4.3.2. An object 𝑥 of 𝑋 is final if and only if the map 𝑥 : Δ0 → 𝑋

is a right anodyne extension (this is a particular case of the first assertion of
Corollary 4.1.9).

Proposition 4.3.3. Let 𝑓 : 𝑋 → 𝑌 be a morphism of simplicial sets, and
assume that 𝑋 has a final object 𝑥. Then the morphism 𝑓 is final if and only if
the object 𝑓 (𝑥) is final in 𝑌 .

Proof This is a special case of properties (a) and (b) of Corollary 4.1.9. □

4.3.4. When we see the category of simplical sets as moinoidal category with
the join operation 𝑋 ∗ 𝑌 , it acts naturally on the category of pointed simplicial
sets as follows. Given a pointed simpliical set (𝑋, 𝑥) and a simplicial set 𝑆, we
define the pointed simplicial set 𝑋 ∗𝑥 𝑆 by forming the push-out square below.

Δ0 ∗ 𝑆 Δ0

𝑋 ∗ 𝑆 𝑋 ∗𝑥 𝑆

𝑥∗1𝑆 𝑥′

The fact that this actually defines an action (in particular, that this operation
is associative up to a coherent isomorphism) follows from the property of the
join operation (−) ∗ 𝑆 of commuting with connected colimits.

We define
𝐶 (𝑋) = 𝑋 ∗𝑥 Δ0 .
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Lemma 4.3.5. For any pointed simplicial set (𝑋, 𝑥), the object 𝑥′ is final in
𝐶 (𝑋).

Proof The map 𝑥′ : Δ0 → 𝐶 (𝑋) is the push-out of the map of joins 𝑥 ∗ 1Δ0 :

Δ0 ∗Δ0 → 𝑋 ∗Δ0. It is thus sufficient to prove that the latter is a right anodyne
extension. By virtue of Proposition 4.1.2, an inner fibration 𝑝 : 𝐴→ 𝐵 is a right
fibration if and only if, for any object 𝑎 in 𝐴, the induced map 𝐴/𝑎 → 𝐵/𝑝(𝑎)
is a trivial fibration. In particular, for any monomorphism 𝑖 : 𝑋 ′ → 𝑋 , the
induced inclusion from 𝑋 ′ ∗ Δ0 into 𝑋 ∗ Δ0 is a right anodyne extension. The
particular case where 𝑋 ′ = Δ0 thus proves the lemma. □

4.3.6. For a pointed simplicial set (𝑌, 𝑦), the map 1𝑦 : Δ1 = Δ0 ∗ Δ0 → 𝑌

defines an object 1𝑦 : Δ0 → 𝑌/𝑦. The association (𝑌, 𝑦) → (𝑌/𝑦, 1𝑦) is
functorial and actually defines a right adjoint to the functor 𝐶. In other words,
pointed maps 𝑋 → 𝑌/𝑦 correspond to pointed maps 𝐶 (𝑋) → 𝑌 .

Proposition 4.3.7. Let 𝑋 be a simplicial set, and 𝑥 an object of 𝑋 . If the
canonical map 𝑋/𝑥 → 𝑋 has a section 𝑠 such that 𝑠(𝑥) = 1𝑥 , then 𝑥 is a final
object of 𝑋 . In the case where 𝑋 is an∞-category, the converse is true.

Proof If there is such a section, by transposition, the inclusion 𝑋 ⊂ 𝐶 (𝑋)
has a retraction 𝑟 : 𝐶 (𝑋) → 𝑋 such that 𝑟 (𝑥′) = 𝑥. This means that the map
𝑥 : Δ0 → 𝑋 is a retract of the final map 𝑥′ : Δ0 → 𝐶 (𝑋), hence that 𝑥 is a final
object.

If 𝑋 is an∞-category and if 𝑥 is is a final object of 𝑋 , then the commutative
square

Δ0 𝑋/𝑥

𝑋 𝑋

1𝑥

𝑥

has a filler because 𝑋/𝑥 → 𝑋 is a right fibration, while the left hand vertical
map is a right anodyne extension (see Remark 4.3.2). □

Corollary 4.3.8. For any object 𝑥 in a simplicial set 𝑋 , the object 1𝑥 is final
in the slice 𝑋/𝑥.

Proof The object Δ0 is a unital associative monoid with respect to the tensor
product defined by the join operation: the unit is∅ → Δ1, while the multiplica-
tion is the unique map Δ1 → Δ0. Since the operation 𝑋 ∗𝑥 𝑆 defines a unital and
associative action of simplicial sets, this implies that the functor𝐶 has a natural
structure of a monad. By transposition, its right adjoint has a structure of a
comonad. The map (𝑋/𝑥)/1𝑥 → 𝑋/𝑥 is the comultiplication of this comonad,
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and thus has a pointed section 𝑠 (i.e. a section such that 𝑠(1𝑥) = 11𝑥 ). Therefore,
the preceding proposition implies that 1𝑥 is a final object in 𝑋/𝑥. □

We just proved the following important theorem (one of the many incarna-
tions of the Yoneda Lemma).

Theorem 4.3.9. Let 𝑥 be an object in an∞-category 𝑋 . The mapΔ0 → 𝑋 , seen
as an object of sSet/𝑋 , has a canonical fibrant replacement in the contravariant
model category structure over 𝑋 , namely the canonical right fibration 𝑋/𝑥 →
𝑋 . In particular, if 𝑦 is another object of 𝑋 , there is a canonical equivalence of
∞-groupoids

Map𝑋 (𝑋/𝑥, 𝑋/𝑦) → 𝑋 (𝑥, 𝑦) .

Proof The first assertion directly follows from the previous corollary. This
implies that the map 1𝑥 : Δ0 → 𝑋/𝑥 induces a trivial fibration from the Kan
complex Map𝑋 (𝑋/𝑥, 𝑋/𝑦) to the fibre of 𝑋/𝑦 → 𝑋 at 𝑥 (see Propositions
4.1.13 and 4.1.14). We conclude with Corollary 4.2.10. □

Proposition 4.3.10. Let 𝑋 be an∞-category, and𝜔 an object of 𝑋 . We assume
that there is a natural transformation 𝑎 from the identity of 𝑋 to the constant
functor with value 𝜔, such that the induced morphism 𝑎𝜔 : 𝜔 → 𝜔 is the
identity in ho(𝑋). Then 𝜔 is a final object of 𝑋 .

Proof The natural transformation 𝑎 determines an homotopy

ℎ : Δ1 × 𝑋 → 𝑋 .

We can modify ℎ so that its restriction to Δ1 × {𝜔} is constant with value 𝜔.
Indeed, by assumption on 𝑎, the restriction of ℎ onΔ1 ≃ Δ1×{𝜔} is the identity
of𝜔 in ho(𝑋). This means that there exists a map 𝜇 : Δ2 → 𝑋 whose boundary
is a triangle of the following shape.

𝜔

𝜔 𝜔

𝑎𝜔

1𝜔

1𝜔

We consider the map

ℎ̃ : Λ2
1 × 𝑋 → 𝑋

whose restriction to Δ{0,1} × 𝑋 is the constant homotopy with value 1𝑋 and
whose restriction to Δ{1,2} × 𝑋 is ℎ. This defines a map

(𝜇, ℎ̃) : Δ2 × {𝜔} ∪ Λ2
1 × 𝑋 → 𝑋
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which is the restriction of some map of the form

𝑘 : Δ2 × 𝑋 → 𝑋

(because the inclusion of Δ2 × {𝜔} ∪ Λ2
1 × 𝑋 into the product Δ2 × 𝑋 is inner

anodyne). The restriction of 𝑘 to Δ{0,2} × 𝑋 thus defines an homotopy

𝐻 : Δ1 × 𝑋 → 𝑋

from the identity of 𝑋 to the constant map with value 𝜔, whose restriction
on Δ1 × {𝜔} is constant with value 𝜔. In other words, the map 𝐻 defines by
transposition a map

𝐻 : 𝑋 → 𝑋//𝜔 ⊂ Hom(Δ1, 𝑋)

which is a section of the canonical projection 𝑋//𝜔→ 𝑋 and which sends𝜔 to
1𝜔 . We observe that the canonical equivalence (hence final functor) from 𝑋/𝜔
to 𝑋//𝜔 provided by Proposition 4.2.9 sends the final object of 𝑋/𝜔 to the
identity of 𝜔. In particular, 1𝜔 is a final object of 𝑋//𝜔. The map 𝜔 : Δ0 → 𝑋

being a retract of the right anodyne extension 1𝜔 : Δ0 → 𝑋//𝜔, it is a right
anodyne extension as well. Therefore, 𝜔 is a final object of 𝑋 . □

Theorem 4.3.11 (Joyal). Let 𝑋 be an ∞-category. We consider an object 𝜔
in 𝑋 , and write 𝜋 : 𝑋/𝜔 → 𝑋 for the canonical projection. The following
conditions are equivalent.

(i) The object 𝜔 is final in 𝑋 .
(ii) For any object 𝑥 in 𝑋 , the∞-groupoid of maps 𝑋 (𝑥, 𝜔) is contractible.
(iii) The map 𝜋 : 𝑋/𝜔→ 𝑋 is a trivial fibration.
(iv) The map 𝜋 : 𝑋/𝜔→ 𝑋 is an equivalence of∞-categories.
(v) The map 𝜋 : 𝑋/𝜔→ 𝑋 has a section which sends 𝜔 to 1𝜔 .
(vi) Any morphism 𝜕Δ𝑛 → 𝑋 , such that 𝑛 > 0 and 𝑢(𝑛) = 𝜔, is the restriction

of a morphism 𝑣 : Δ𝑛 → 𝑋 .

Proof We already know that conditions (i) and (v) are equivalent, by Propo-
sition 4.3.7. Since 𝜋 is a fibration between fibrant objects of the Joyal model
category structure, it is a weak equivalence of this model structrure if and only
if it is a trivial fibration. Therefore, conditions (iii) and (iv) are equivalent. On
the other hand, the map 𝜋 is also a fibration between fibrant objects of the con-
travariant model category structure over 𝑋 . Hence it is a trivial fibration if and
only if it is a weak equivalence of the contravariant model category structure.
By virtue of Theorem 4.1.16, and of Corollary 4.2.10, conditions (ii) and (iii)
all are equivalent. Condition (vi) is equivalent to condition (iii): this is because
𝜕Δ𝑛 = Δ𝑛−1 ∗ ∅ ∪ 𝜕Δ𝑛−1 ∗ Δ0, using Lemma 3.4.20.
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If 𝜋 is a trivial fibration, then it is final, and since final maps are stable by
composition, the map 𝜔 : Δ0 → 𝑋 is final, by Corollary 4.3.8. Conversely,
if 𝜔 is a final object, then condition (vi) holds, which implies that the map 𝜋
has a section which sends 𝜔 to a final object (namely 1𝜔 , by Corollary 4.3.8).
By virtue of Proposition 4.3.3, such a section is a right anodyne extension.
This means that 𝜋 is a weak equivalence of the contravariant model category
structure over 𝑋 , hence a trivial fibration as well. Therefore, conditions (i) and
(iii) are equivalent. □

Corollary 4.3.12. If 𝜔 is a final object in an ∞-category 𝑋 , then it is a final
object in the category 𝜏(𝑋).

Proof This follows right away from condition (ii) above and from Proposition
3.7.2. □

Corollary 4.3.13. The final objects of an ∞-category 𝑋 form an ∞-groupoid
which is either empty or equivalent to the point.

Proof Let 𝐹 be the full subcategory of 𝑋 which consists of final objects: this is
the subobject of the simplicial set 𝑋 whose simplices are the maps 𝑠 : Δ𝑛 → 𝑋

such that 𝑠(𝑖) is a final object for 0 ≤ 𝑖 ≤ 𝑛. Condition (ii) says that the map
𝐹 → Δ0 is fully faithful. Therefore, if 𝐹 is not empty, such a functor is an
equivalence of∞-categories. □

Corollary 4.3.14. Let 𝑥 be a final object in an∞-category 𝑋 . For any simplicial
set 𝐴, the constant functor 𝐴→ 𝑋 with value 𝑥 is a final object of Hom(𝐴, 𝑋).

Proof This follows from Proposition 4.2.12, by using the characterisation of
final objects given by condition (iv) of Theorem 4.3.11. □

Lemma 4.3.15. Let 𝑋 be a simplicial set such that, for any finite partially
ordered set 𝐸 , any map 𝑁 (𝐸) → 𝑋 is Δ1-homotopic to a constant map. Then
the map 𝑋 → Δ0 is a weak homotopy equivalence.

Proof It follows from Lemmas 3.1.25 and 3.1.26 that, for any integers 𝑛 ≥ 0

and 𝑖 > 0, the iterated subdivision Sd𝑖 (𝜕Δ𝑛) is the nerve of a partially ordered
set. Therefore, any map 𝜕Δ𝑛 → Ex∞ (𝑋) is homotopic to a constant map:
indeed, such a map factors through a map 𝜕Δ𝑛 → Ex𝑖 (𝑋) with 𝑖 > 0, which
corresponds by adjunction to a map of the form Sd𝑖 (Δ𝑛) → 𝑋 . In particular,
𝜋0 (𝑋) has exactly one element.1 This also implies that the homotopy groups
𝜋𝑛 (𝑋, 𝑥) are all trivial (they do not depend on the base point, since all objects are
isomorphic in the groupoid 𝜏(Ex∞ (𝑋))). Therefore, the Kan complex Ex∞ (𝑋)
1 The map 𝑢 : ∅ → Ex∞𝑋 is homotopic to a constant map. This means that there exists an

element 𝑥0 of 𝑋0 such that 𝑢(𝑥 ) = 𝑥0 for any element 𝑥 of ∅. In particular, 𝑋 is not empty.
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is contractible, by Propositions 3.8.10 and 3.8.11. Since we have a canonical
trivial cofibration 𝑋 → Ex∞ (𝑋), this achieves the proof. □

Theorem 4.3.16. Let 𝜔 be an object in an ∞-category 𝑋 . The following
conditions are equivalent.

(i) The object 𝜔 is final.
(ii) For any simplicial set 𝐴, the constant functor from 𝐴 to 𝑋 with value 𝜔

is a final object in the category 𝜏(Hom(𝐴, 𝑋)).
(iii) For any simplicial set 𝐴 which is isomorphic to the nerve of a finite

partially ordered set, the constant functor from 𝐴 to 𝑋 with value 𝜔 is a
final object in the category 𝜏(Hom(𝐴, 𝑋)).

Proof Corollaries 4.3.12 and 4.3.14 show that condition (i) implies condition
(ii). Since condition (iii) is obviously a particular case of condition (ii), it
remains to prove that condition (iii) implies that 𝜔 is a final object of 𝑋 . Let
us assume that 𝜔 (or the constant functor with value 𝜔) is a final object of
𝜏(Hom(𝐴, 𝑋)) for any 𝐴 of the form 𝐴 = 𝑁 (𝐸), with 𝐸 a finite partially
ordered set. We want to prove that, for any object 𝑥 in 𝑋 , the ∞-groupoid
𝑋 (𝑥, 𝜔) is equivalent to the point. For any simplicial set 𝐴, since it commutes
with limits and preserves Kan fibrations as well as trivial fibrations, the functor
Hom(𝐴,−) commutes with the formation of homotopy fibres of Kan fibrations
between Kan complexes. Therefore, it follows from Corollary 4.2.10 that the
Kan complex Hom(𝐴, 𝑋 (𝑥, 𝜔)) is the homotopy fibre of the canonical map

Hom(𝐴, 𝑋/𝜔) → Hom(𝐴, 𝑋) .

Hence, by virtue of Proposition 4.2.12, the Kan complex Hom(𝐴, 𝑋 (𝑥, 𝜔)) is
homotopy equivalent to the Kan complexHom(𝐴, 𝑋) (𝑥, 𝜔) (where 𝑥 and𝜔 also
denote the corresponding constant functors). Therefore, the set of connected
components 𝜋0 (Hom(𝐴, 𝑋 (𝑥, 𝜔))) has exactly one element (being the set of
maps from 𝑥 to𝜔 in 𝜏(Hom(𝐴, 𝑋))). The preceding lemma implies that 𝑋 (𝑥, 𝜔)
is contractible. We conclude thanks to Theorem 4.3.11. □

Remark 4.3.17. There is a 2-category of ∞-categories: the objects are the
∞-categories and the categories of morphisms Hom(𝐴, 𝐵) are the categories
𝜏(Hom(𝐴, 𝐵)). The preceding theorem means that the property of having a
final object may be detected in this 2-category. This is a particular case of a
more general feature of the theory of∞-categories: the notion of adjunction is
2-categorical; see Theorem 6.1.23 below (we recall that having a final object is
equivalent to the property that the map to the final category has a right adjoint).
We also observe that the notion of equivalence of∞-categories is 2-categorical
as well: this follows from Theorems 3.6.8 and 3.6.9.
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4.4 Grothendieck base change formulas and Quillen’s
Theorem A

Definition 4.4.1 (Grothendieck). A morphism of simplicial sets 𝑝 : 𝐴→ 𝐵 is
proper if, for any Cartesian squares of the form

(4.4.1.1)
𝐴′′ 𝐴′ 𝐴

𝐵′′ 𝐵′ 𝐵

𝑢′

𝑝′′

𝑢

𝑝′ 𝑝

𝑣′ 𝑣

if 𝑣′ is final, so is 𝑢′.

The proof of the following proposition is an easy exercise left to the reader.

Proposition 4.4.2. The class of proper morphisms is stable under composition
and under base change.

Lemma 4.4.3. For any 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛, the inclusion of {𝑛} in Λ𝑛
𝑘

is a
right anodyne extension.

Proof In the proof of Lemma 3.1.3, we saw that Λ𝑛
𝑘

is a retract of Δ1 × Λ𝑛
𝑘
∪

{1} × Δ𝑛. We observe that this is a retraction of pointed simplicial sets, where
the base points are 𝑛 and (1, 𝑛), respectively. Since right anodyne extensions
are stable under retracts, this shows that it is sufficient to check that (1, 𝑛) is a
final object of Δ1 ×Λ𝑛

𝑘
∪ {1} ×Δ𝑛. By definition, we have a coCartesian square

of the form
{1} × Λ𝑛

𝑘
{1} × Δ𝑛

Δ1 × Λ𝑛
𝑘

Δ1 × Λ𝑛
𝑘
∪ {1} × Δ𝑛

whose first vertical arrow is a right anodyne extension. Therefore, the second
vertical arrow is a right anodyne extension as well, and it remains to check that
(1, 𝑛) is a final object of {1} × Δ𝑛, which is obvious. □

Proposition 4.4.4. For a morphism of simplicial sets 𝑝 : 𝐴→ 𝐵, the following
conditions are equivalent.

(i) The morphism 𝑝 is proper.
(ii) For any Cartesian squares of the form (4.4.1.1), if 𝐵′′ has a final object

whose image by 𝑣′ is a final object of 𝐵′, the map 𝑢′ if final.
(iii) For any Cartesian squares of the form (4.4.1.1), if 𝐵′′ = Δ0 and if 𝑣′ is a

final object of 𝐵′, the map 𝑢′ if final.
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(iv) For any Cartesian squares of the form (4.4.1.1), if 𝑣′ is a right anodyne
extension, so is 𝑢′.

(v) For any Cartesian squares of the form (4.4.1.1) in which the map 𝑣′ is
the canonical inclusion of Λ𝑛

𝑘
into Δ𝑛, for 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛, the map

𝑢′ is a right anodyne extension.

Proof A monomorphism is final if and only if it is a right anodyne extension
(see Corollary 4.1.9). Therefore, condition (i) implies condition (iv). We also
know that a morphism of simplicial sets is final if and only if it admits a
factorisation into a right anodyne extension followed by a trivial fibration.
Since the class of trivial fibrations is stable under base change, one deduces
that condition (iv) implies (i). It is clear that condition (iv) implies condition
(v). Since any map of the form 1𝑏 : Δ0 → 𝐵/𝑏 is final (Corollary 4.3.8), we
see that condition (iii) is equivalent to condition (ii) as follows. It is clear that
condition (ii) implies condition (iii). Conversely, for any Cartesian squares of
the form 4.4.1.1, if 𝐵′′ has a final object 𝜔 whose image by 𝑣′ is a final object
of 𝐵′, if we write 𝐴′′𝜔 for the fibre of 𝑝′′ at 𝜔, there is a commutative triangle
of the form

𝐴′𝜔

𝐴′′ 𝐴′

𝑖𝑖′

𝑢′

in which, assuming (iii), the maps 𝑖 and 𝑖′ are right anodyne extensions. Corol-
lary 4.1.9 thus implies that 𝑢′ is a right anodyne extension. Condition (ii)
implies (iv): by virtue of the preceding lemma, for 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛, the
object 𝑛 is final in both Λ𝑛

𝑘
and Δ𝑛. Since condition (i) clearly implies condition

(iii). It is now sufficient to prove that condition (v) implies condition (i).
Let C be the class of maps 𝑣′ : 𝐵′′ → 𝐵′ such that, for any map 𝑣 : 𝐵′ → 𝐵,

if we form the Cartesian squares as in diagram (4.4.1.1), the induced map
𝑢′ : 𝐴′′ → 𝐴′ is final. Since pulling back along 𝑝 preserves monomorphisms
and commutes with colimits over 𝐴, we see that the class of monomorphisms
which are in C is saturated. Assuming condition (v), the class C contains all
inclusions of the form Λ𝑛

𝑘
into Δ𝑛, for 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛. Therefore, it

contains all right anodyne extensions. The class C is closed under composition,
and, for any pair of morphisms 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 , if both 𝑓 and 𝑔 𝑓
are in C, so is 𝑔. These latter conditions are verified because the class of final
maps has these properties. And since the class of final maps is the smallest class
with these stability properties containing right anodyne extensions, the second
part of Corollary 4.1.9 implies that any final map is in C. Hence the map 𝑝 is
proper. □
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4.4.5. For any morphism of simplicial sets 𝑝 : 𝐴→ 𝐵, the functor

(4.4.5.1) 𝑝! : sSet/𝐴→ sSet/𝐵 , (𝑋 → 𝐴) ↦→ (𝑋 → 𝐵)

has a right adjoint

(4.4.5.2) 𝑝∗ : sSet/𝐵→ sSet/𝐴 , (𝑋 → 𝐵) ↦→ (𝑋 ×𝐵 𝐴→ 𝐴) .

Since it commutes with small colimits, the latter functor also has a right adjoint

(4.4.5.3) 𝑝∗ : sSet/𝐴→ sSet/𝐵 .

Applying Proposition 2.4.40 twice, we obtain the following two statements.

Proposition 4.4.6. For any morphism of simplicial sets 𝑝 : 𝐴 → 𝐵, the pair
(𝑝!, 𝑝∗) is a Quillen adjunction for the contravariant model category structures.

Proposition 4.4.7. If a morphism of simplicial sets 𝑝 : 𝐴 → 𝐵 is proper,
the pair (𝑝∗, 𝑝∗) is a Quillen adjunction for the contravariant model category
structures.

4.4.8. Let RFib(𝐴) be the homotopy category of the contravariant model ca-
tegory structure on sSet/𝐴. As seen in the proof of Theorem 4.1.16, it can be
described as the category whose objects are the right fibrant objects over 𝐴,
and such that, for two such right fibrant objects 𝐹 and 𝐺,

(4.4.8.1) HomRFib(𝐴) (𝐹, 𝐺) = 𝜋0 (Map𝐴(𝐹, 𝐺)) .

For any morphism of simplicial sets 𝑝 : 𝐴 → 𝐵, we thus have a derived
adjunction

(4.4.8.2) 𝑝! = L𝑝! : RFib(𝐴) ⇄ RFib(𝐵) : R𝑝∗ .

For any map 𝑓 : 𝑋 → 𝐴, we have 𝑝! (𝑋 → 𝐴) = (𝑋 → 𝐵), and, for any right
fibration 𝑔 : 𝑌 → 𝐵, we have R𝑝∗ (𝑌 → 𝑋) = (𝐴 ×𝐵 𝑌 → 𝐴).

If the map 𝑝 is proper we also have a derived adjunction

(4.4.8.3) 𝑝∗ = L𝑝∗ : RFib(𝐵) ⇄ RFib(𝐴) : R𝑝∗ ,

where 𝑝∗ = L𝑝∗ = R𝑝∗. Proposition 4.4.7 can be interpreted as a base change
formula. Indeed, for any commutative square of simplicial sets

(4.4.8.4)
𝐴′ 𝐴

𝐵′ 𝐵

𝑢

𝑞 𝑝

𝑣

there is a canonical base change map

(4.4.8.5) L𝑞!R𝑢
∗ (𝑋) → R𝑣∗L𝑝! (𝑋)
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defined as follows, for any object 𝑋 of RFib(𝐴). By adjunction, it corresponds
to a map

R𝑢∗ (𝑋) → R𝑞∗R𝑣∗L𝑝! (𝑋) ≃ R(𝑣𝑞)∗L𝑝! (𝑋)
= R(𝑝𝑢)∗L𝑝! (𝑋)
≃ R𝑢∗R𝑝∗L𝑝! (𝑋)

which is the pull-back along 𝑢 of the unit map 𝑋 → R𝑝∗L𝑝! (𝑋). Similarly,
there is a base change map

(4.4.8.6) L𝑢!R𝑞
∗ (𝑌 ′) → R𝑝∗L𝑣! (𝑌 ′)

for any object 𝑌 ′ of RFib(𝐵′).

Corollary 4.4.9. For any Cartesian square of the form (4.4.8.4) in which the
map 𝑝 is proper, the base change map (4.4.8.6) is an isomorphism for all objects
𝑌 ′ of RFib(𝐵′).

Proof Since L𝑝∗ = R𝑝∗ whenever 𝑝 is proper, since the formation of total
left derived functors commutes with composition of left Quillen functors, it is
sufficient to prove the analogue of this assertion in the non derived case, which
consists essentially in seeing that Cartesian squares are stable by composition.

□

Lemma 4.4.10. Let 𝑖 : 𝐾 → 𝐿 be a monomorphism of simplicial sets. Assume
that there exists a retraction 𝑟 : 𝐿 → 𝐾 of 𝑖 as well as a simplicial homotopy
ℎ : Δ1 × 𝐿 → 𝐿 which is constant on 𝐾 , from 1𝐿 to 𝑖𝑟 (i.e., such that ℎ(1Δ1 × 𝑖)
is the composition of the projection from Δ1 × 𝐾 to 𝐾 with the map 𝑖, and such
that ℎ({0} × 𝐿) = 1𝐿 and ℎ({1} × 𝐿) = 𝑖𝑟). Then the map 𝑖 is a right anodyne
extension.

Proof We have a commutative diagram

𝐾 Δ1 × 𝐾 ∪ {1} × 𝐿 𝐾

𝐿 Δ1 × 𝐿 𝐿

𝑢

𝑖

𝑘

𝑖

𝑣 ℎ

in which 𝑣 corresponds to the identification of 𝐿 with {0} × 𝐿, and 𝑢 and 𝑘
are the restrictions of 𝑣 and ℎ, respectively. The map 𝑖 thus is a retract of the
middle vertical inclusion, which is a right anodyne extension, by Proposition
3.4.3. □

A good supply of proper morphisms comes from the following two proposi-
tions.
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Proposition 4.4.11. Any left fibration is proper.

Proof Let 𝐶 be the class of monomorphisms 𝑗 : 𝑌 ′ → 𝑌 such that, for any
Cartesian square of the form

𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝑖

𝑞 𝑝

𝑗

in which 𝑝 is a left fibration, the map 𝑖 is a right anodyne extension. This class
𝐶 is saturated, and for any monomorphisms 𝑓 : 𝑌 ′ → 𝑌 and 𝑓 ′ : 𝑌 ′′ → 𝑌 ′

such that 𝑓 ′ is in 𝐶, we have 𝑓 ′ in 𝐶 if and only if 𝑓 𝑓 ′ is in 𝐶. Using Lemma
3.1.3 and Corollary 4.1.10, we see that it is sufficient to prove that the class 𝐶
contains the inclusions of {1} × 𝑌 into Δ1 × 𝑌 for 𝑌 = 𝜕Δ𝑛 or 𝑌 = Δ𝑛. Let us
consider a Cartesian square of the form

𝑋 ′ 𝑋

𝑌 Δ1 × 𝑌

𝑖

𝑞 𝑝

𝑗

in which 𝑝 is a left fibration, and 𝑗 is the inclusion of {1} × 𝑌 into Δ1 × 𝑌 .
Let 𝑟 : Δ1 × 𝑌 → 𝑌 be the projection, and ℎ : Δ1 × Δ1 × 𝑌 → Δ1 × 𝑌 be the
product of 𝑌 with the homotopy from the identity of Δ1 to the constant map
with value 1. The proof of Proposition 2.5.7 can be repeated mutatis mutandis
and we see that the map 𝑖 satisfies the hypothesis of Lemma 4.4.10, hence is
right anodyne. □

Proposition 4.4.12. For any simplicial sets 𝐴 and 𝐵, the canonical projection
map 𝐴 × 𝐵→ 𝐵 is proper.

Proof Since the class proper morphisms is stable under pull-back, we may
assume, without loss of generality, that 𝐵 = Δ0. Using property (v) of Propo-
sition 4.4.4, it is now sufficient to observe that, by Proposition 3.4.3, for any
𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛, the induced map 𝐴 × Λ𝑛

𝑘
→ 𝐴 × Δ𝑛 is a right anodyne

extension. □

In order to go further, we need to consider the dual version of the notions of
final maps and of proper maps.

Definition 4.4.13. A morphism of simplicial sets 𝑋 → 𝑌 is cofinal if the
induced morphism 𝑋op → 𝑌op is final. An object 𝑥 of a simplicial set 𝑋 is
initial if the corresponding map 𝑥 : Δ0 → 𝑋 is cofinal.

A left fibrant object over a simplicial set 𝐶 is a left fibration of the form
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𝐹 → 𝐶, seen as an object of sSet/𝐶. A morphism of left fibrant objects 𝐹 → 𝐺

over 𝐶 is a fibrewise equivalence if, for any object 𝑐 of 𝐶, the induced maps on
the fibers 𝐹𝑐 → 𝐺𝑐 is an equivalence of∞-groupoids.

Theorem 4.4.14 (Joyal). There is a unique model category structure on the
category sSet/𝐶 whose cofibrations are the monomorphisms, and whose fibrant
objects are the left fibrant objects over 𝐶. Moreover, a morphism between left
fibrant objects over 𝐶 is a fibration if and only if it is a left fibration. Finally,
a morphism between between left fibrant objects is a weak equivalence if and
only if it is a fibrewise equivalence.

This model category structure will be called the covariant model category
structure over 𝐶.

Proof This comes from translating Theorems 4.1.5 and 4.1.16 through the
equivalence of categories 𝑋 ↦→ 𝑋op. □

Definition 4.4.15. A morphism of simplicial sets 𝑝 : 𝐴 → 𝐵 is smooth if the
induced morphism 𝐴op → 𝐵op is proper.

Remark 4.4.16. The dual version of 4.4.4 holds; we leave to the reader the task
of translating the precise statement and proof. Similarly, the dual versions of
Propositions 4.4.11 and 4.4.12 give us examples of smooth maps: any right
fibration is smooth, and so is any Cartesian projection 𝐴 × 𝐵→ 𝐵.

Proposition 4.4.17. For any morphism of simplicial sets 𝑝 : 𝐴→ 𝐵, the pair
(𝑝!, 𝑝∗) is a Quillen adjunction for the covariant model category structures.

Proposition 4.4.18. If a morphism of simplicial sets 𝑝 : 𝐴 → 𝐵 is smooth,
the pair (𝑝∗, 𝑝∗) is a Quillen adjunction for the covariant model category
structures.

4.4.19. Let LFib(𝐴) be the homotopy category of the covariant model category
structure on sSet/𝐴. Since the functor 𝑋 ↦→ 𝑋op is a Quillen equivalence from
the contravariant model structure over 𝐴op to the covariant model category
structure over 𝐴, we have a canonical equivalence of categories

(4.4.19.1) RFib(𝐴op) ≃ LFib(𝐴) .

The constructions of paragraph 4.4.8 correspond to the following ones. For any
morphism of simplicial sets 𝑝 : 𝐴→ 𝐵, we thus have a derived adjunction

(4.4.19.2) 𝑝! = L𝑝! : LFib(𝐴) ⇄ LFib(𝐵) : R𝑝∗ .

If the map 𝑝 is smooth we also have a derived adjunction

(4.4.19.3) 𝑝∗ = L𝑝∗ : RFib(𝐵) ⇄ RFib(𝐴) : R𝑝∗ ,
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where 𝑝∗ = L𝑝∗ = R𝑝∗.
For any commutative square of simplicial sets

(4.4.19.4)
𝐴′ 𝐴

𝐵′ 𝐵

𝑢

𝑞 𝑝

𝑣

there is a canonical base change map

(4.4.19.5) L𝑞!R𝑢
∗ (𝑋) → R𝑣∗L𝑝! (𝑋)

for any object 𝑋 of LFib(𝐴). There is also a base change map

(4.4.19.6) L𝑢!R𝑞
∗ (𝑌 ′) → R𝑝∗L𝑣! (𝑌 ′)

for any object 𝑌 ′ of LFib(𝐵′).

Corollary 4.4.20. For any Cartesian square of the form (4.4.19.4) in which
the map 𝑣 is smooth, the base change map (4.4.19.6) is an isomorphism for all
objects 𝑋 of LFib(𝐴).

4.4.21. For a simplicial set 𝑋 and an object 𝐹 of LFib(𝑋), we define

(4.4.21.1)
∫
𝐴

𝐹 = L𝑝! (𝐹)

where 𝑝 : 𝐴→ Δ0 denotes the structural map. We define the category ho(sSet)
as the homotopy category of the Kan-Quillen model category structure. In other
words, we have

(4.4.21.2) ho(sSet) = LFib(Δ0) = RFib(Δ0) .

The object
∫
𝐴
𝐹 is thus an object of ho(sSet).

Lemma 4.4.22. Let 𝐴 be a simplicial set endowed with a final object 𝑎. Then
there is a canonical isomorphism R𝑎∗ (𝐹) ≃

∫
𝐴
𝐹 in the homotopy category

ho(sSet).

Proof Up to isomorphism, we may assume that 𝐹 is represented by a left
fibration 𝑝 : 𝑋 → 𝐴 whose fibre over 𝑎 will be written 𝑋𝑎. Since, by virtue
of Proposition 4.4.11, 𝑝 is proper, and since 𝑎 : Δ0 → 𝐴 is a right anodyne
extension, the induced map 𝑋𝑎 → 𝑋 is a right anodyne extension, hence an
anodyne extension, and therefore defines an invertible morphism from 𝑋𝑎 to 𝑋
in ho(sSet). But, by construction, we have

∫
𝐴
𝐹 = 𝑋 and R𝑎∗ (𝐹) = 𝑋𝑎. □
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Lemma 4.4.23. Let 𝑝 : 𝑋 → 𝐴 be a proper morphism, and 𝑎 an object of 𝐴.
For any object 𝐹 of LFib(𝑋), the base change morphism∫

𝑋𝑎

𝐹|𝑋𝑎 → R𝑎∗L𝑝! (𝐹)

is invertible, where 𝐹|𝑋𝑎 = R𝑖∗ (𝐹), with 𝑖 : 𝑋𝑎 → 𝑋 the embedding of the fibre
of 𝑝 over 𝑎.

Proof Let us choose a fibrant replacement 𝑎 : 𝐴/𝑎 → 𝐴 of 𝑎 : Δ0 → 𝐴 in the
contravariant model category structure over 𝐴. In particular, the map 𝑎 factors
through a final map ℓ𝑎 : Δ0 → 𝐴/𝑎. We form the following Cartesian squares.

𝑋𝑎 𝐴/𝑎 ×𝐴 𝑋 𝑋

Δ0 𝐴/𝑎 𝐴

𝑖 𝜉

𝑞 𝑝

ℓ𝑎 𝑎

Since 𝑎 is a right fibration, it is smooth. Therefore, the base change map

L𝑞!R𝜉
∗ (𝐹) → R𝑎∗L𝑝! (𝐹)

is invertible in LFib(𝐴/𝑎). Hence we have an invertible map in ho(sSet) of the
form: ∫

�̃�/𝑎×𝐴𝑋
R𝜉∗ (𝐹) ≃

∫
�̃�/𝑎

L𝑞!R𝜉
∗ (𝐹) →

∫
�̃�/𝑎

R𝑎∗L𝑝! (𝐹) .

The preceding lemma provides a canonical isomorphism

R𝑎∗L𝑝! (𝐹) ≃ Rℓ∗𝑎R𝑎
∗L𝑝! (𝐹) →

∫
�̃�/𝑎

R𝑎∗L𝑝! (𝐹) .

On the other hand, we may assume that 𝐹 is represented by a left fibration
of the form 𝜋 : 𝑌 → 𝑋 . Then 𝑝𝜋 : 𝑌 → 𝐴 is proper (as the composition of
two proper maps), which implies that the inclusion 𝑋𝑎 ×𝑋 𝑌 → 𝐴/𝑎 ×𝐴 𝑌 is a
(right) anodyne extension, hence an invertible map in ho(sSet). This map thus
provides an invertible map of the form∫

𝑋𝑎

𝐹|𝑋𝑎 →
∫
�̃�/𝑎×𝐴𝑋

R𝜉∗ (𝐹)

in ho(sSet). Since the square∫
𝑋𝑎
𝐹|𝑋𝑎

∫
�̃�/𝑎×𝐴𝑋

R𝜉∗ (𝐹)

R𝑎∗L𝑝! (𝐹)
∫
�̃�/𝑎

R𝑎∗L𝑝! (𝐹)

∼

≀

∼
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commutes in ho(sSet) (because it is the image of a commutative square in sSet),
this proves the lemma. □

Theorem 4.4.24. For any Cartesian square of the form (4.4.19.4) in which
the map 𝑝 is proper, the base change map (4.4.19.5) is an isomorphism for all
objects 𝑋 of LFib(𝐴).

Proof A map in LFib(𝐵′) is invertible if and only if its image by the functor
R𝑥∗ is invertible in LFib(Δ0) = ho(sSet) for any object 𝑥 of 𝐵′. Indeed, we
may assume that such a map comes from a morphism between left fibrant
objects over 𝐵′, and we see that we are reformulating the last assertion of
Theorem 4.4.14. Therefore, to prove that the base change map (4.4.8.6) is an
isomorphism, it is sufficient to prove that, for any object 𝑥 in 𝐵′, the induced
map

R𝑥∗L𝑞!R𝑢
∗ (𝑋) → R𝑥∗R𝑣∗L𝑝! (𝑋) ≃ R𝑣(𝑥)∗L𝑝! (𝑋)

is invertible. But, applying the preceding lemma twice, we see that this map is
isomorphic to the identity of

∫
𝐴𝑣(𝑥)

𝑋 |𝐴𝑣(𝑥) . □

Corollary 4.4.25. Let 𝑝 : 𝐴 → 𝐵 be a proper morphism, and consider a
commutative square of simplicial sets of the form

𝑋 𝐴

𝑌 𝐵

𝜙

𝑓 𝑝

𝜓

in which both 𝜙 and 𝜓 are left fibrations and 𝑓 is a cofinal map. Then, for any
map 𝑣 : 𝐵′ → 𝐵, the induced map

𝑔 : 𝑋 ′ = 𝐵′ ×𝐵 𝑋 → 𝑌 ′ = 𝐵′ ×𝐵 𝑌

is cofinal.

Proof We form the pull-back square

𝐴′ 𝐴

𝐵′ 𝐵

𝑢

𝑞 𝑝

𝑣

and then apply the preceding theorem: the base change map

L𝑞!R𝑢
∗ (𝑋) → R𝑣∗L𝑝! (𝑋)

is an isomorphism in LFib(𝐵′). Unpacking the construction of the involved
derived functors, we see that this base change map is the image in LFib(𝐵′)
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of the map 𝑔. Therefore, the morphism 𝑔 is a weak equivalence with fibrant
codomain of the covariant model category structure over 𝐵′. The dual version
of Proposition 4.1.11 tells us that 𝑔 must be cofinal. □

Dually, we have the following two statements.

Theorem 4.4.26. For any Cartesian square of the form (4.4.8.4) in which the
map 𝑣 is smooth, the base change map (4.4.8.5) is an isomorphism for all
objects 𝑋 of RFib(𝐴).

Corollary 4.4.27. Let 𝑝 : 𝐴 → 𝐵 be a smooth morphism, and consider a
commutative square of simplicial sets of the form

𝑋 𝐴

𝑌 𝐵

𝜙

𝑓 𝑝

𝜓

in which both 𝜙 and 𝜓 are right fibrations and 𝑓 is a final map. Then, for any
map 𝑣 : 𝐵′ → 𝐵, the induced map

𝑔 : 𝑋 ′ = 𝐵′ ×𝐵 𝑋 → 𝑌 ′ = 𝐵′ ×𝐵 𝑌

is final.

Corollary 4.4.28. Let us consider the commutative triangle of simplicial sets
below.

𝑋 𝑌

𝐴

𝑓

𝑝 𝑞

We assume that 𝑝 and 𝑞 are proper (smooth, respectively). Then the map
𝑓 is a weak equivalence of the covariant model category structure (of the
contravariant model category structure, respectively) if and only if it is a
fibrewise weak homotopy equivalence.

Proof We consider the case where 𝑝 and 𝑞 are proper (the smooth case will
follow by duality). We factor the map 𝑞 into a cofinal map 𝑗 : 𝑌 → 𝑌 ′ followed
by a left fibraton 𝑞′ : 𝑌 ′ → 𝐴. Similarly, we factor the map 𝑗 𝑓 into an cofinal
map 𝑖 : 𝑋 → 𝑋 ′ followed by a left fibration 𝑝′ : 𝑋 ′ → 𝑌 ′. For each object 𝑎 of
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𝐴, we obtain a commutative square of the form

𝑋𝑎 𝑌𝑎

𝑋 ′𝑎 𝑌 ′𝑎

𝑓𝑎

𝑖𝑎 𝑗𝑎

𝑝′𝑎

in which the vertical maps are cofinal, by Corollary 4.4.25. Therefore, the map
𝑓 is a fibrewise weak homotopy equivalence over 𝐴 if and only if the map 𝑝′
has the same property. We also have the property that 𝑓 is a weak equivalence
of the covariant model structure over 𝐴 if and only if 𝑝′ is a weak equivalence.
Therefore, it is sufficient to prove the corollary when 𝑝 and 𝑞 are left fibrations,
in which case this is already known: this is the last assertion of Theorem
4.4.14. □

4.4.29. Let 𝐴 be a simplicial set. Given two objects 𝐸 and 𝐹 of sSet/𝐴,
corresponding to maps 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴, respectively, we define

(4.4.29.1) ⟨𝐸, 𝐹⟩ = 𝑋 ×𝐴 𝑌 .

This defines a functor

(4.4.29.2) ⟨−,−⟩ : sSet/𝐴 × sSet/𝐴→ sSet .

If 𝐸 is a right fibration, then the functor ⟨𝐸,−⟩ is a left Quillen functor from the
covariant model category structure over 𝐴 to the Kan-Quillen model category
structure; similarly, if 𝐹 is a left fibration, the functor ⟨−, 𝐹⟩ is a left Quillen
functor from the contravariant model category structure over 𝐴 to the Kan-
Quillen model category structure. In particular, the functor (4.4.29.2) preserves
weak equivalences between fibrant objects on the product sSet/𝐴 × sSet/𝐴,
where we consider the contravariant model category structure on the first factor,
and the covariant model structure on the second factor. Therefore, we have a
total right derived functor

(4.4.29.3) R⟨−,−⟩ : RFib(𝐴) × LFib(𝐴) → ho(sSet) .

When either 𝐸 is a right fibration or 𝐹 is a left fibration, we have a canonical
isomorphism

(4.4.29.4) ⟨𝐸, 𝐹⟩ ≃ R⟨𝐸, 𝐹⟩

in ho(sSet). Given an object 𝑎 of 𝐴 and an object 𝐹 of LFib(𝐴), we define

(4.4.29.5) 𝐹/𝑎 = R⟨(Δ0, 𝑎), 𝐹⟩ .
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Dually, for an object 𝐸 of RFib(𝐴), we define

(4.4.29.6) 𝐸𝑎/ = R⟨𝐸, (Δ0, 𝑎)⟩ .

In other words, we may construct 𝐹/𝑎 = 𝐴/𝑎 ×𝐴 𝑌 and 𝐸𝑎/ = 𝑋 ×𝐴 𝐴𝑎/,
where 𝐴/𝑎 → 𝐴 and 𝐴𝑎/ → 𝐴 are fibrant replacements of 𝑎 : Δ0 → 𝐴 in the
contravariant and covariant model category structure over 𝐴, respectively. We
observe that, for an object 𝐹 of LFib(𝐴) (for an object 𝐸 of RFib(𝐴)), there is
a canonical isomorphism

(4.4.29.7) 𝐹/𝑎 ≃ R𝑎∗ (𝐹) (𝐸𝑎/ ≃ R𝑎∗ (𝐸), respectively)

in ho(sSet). Indeed, if 𝐹 corresponds to a map 𝑝 : 𝑋 → 𝐴, we may choose
a factorisation of 𝑝 into a cofinal map 𝑖 : 𝑋 → 𝑌 followed by a left fibration
𝑞 : 𝑌 → 𝐴. Then the map 𝑖 induces a cofinal map 𝑋 ×𝐴 𝐴/𝑎 → 𝑌 ×𝐴 𝐴/𝑎
because the map 𝐴/𝑎 → 𝐴 is a right fibration hence is smooth. Similarly the
inclusion map 𝑌𝑎 → 𝑌 ×𝐴 𝐴/𝑎 is right anodyne since 𝑞 is a left fibration hence
proper. Finally, 𝑌𝑎 and 𝑋 ×𝐴 𝐴/𝑎 are isomorphic in ho(sSet). The case of an
object of RFib(𝐴) is obtained by duality.

Proposition 4.4.30 (Joyal). Let us consider a morphism 𝜑 : 𝐹 → 𝐺 in
LFib(𝐴). The following conditions are equivalent.

(i) The morphism 𝜑 is an isomorphism in LFib(𝐴).
(ii) For any object𝐸 of RFib(𝐴), the induced morphismR⟨𝐸, 𝐹⟩ → R⟨𝐸, 𝐺⟩

is an isomorphism in ho(sSet).
(iii) For any object 𝑎 of 𝐴, the induced map 𝜑/𝑎 : 𝐹/𝑎 → 𝐺/𝑎 is an isomor-

phism in ho(sSet).

Proof By virtue of identification (4.4.29.7), the equivalence between condi-
tions (i) and (iii) is a reformulation of Theorem 4.1.16. Since the implications
(i)⇒(ii)⇒(iii) are obvious, this proves the proposition. □

Corollary 4.4.31. A functor between∞-categories 𝑢 : 𝐴→ 𝐵 is cofinal if and
only if, for any object 𝑏 of 𝐵, the ∞-category 𝐴/𝑏 = 𝐵/𝑏 ×𝐵 𝐴 has the weak
homotopy type of the point.

Proof Let 𝐹 be the object of LFib(𝐵) defined as 𝐹 = (𝐴, 𝑢). The map 𝑢 is
final if and only if 𝐹 is a final object of LFib(𝐵). By virtue of the preceding
proposition, this is equivalent to say that 𝐹/𝑏 is a final object of ho(sSet) for any
object 𝑏 of 𝐵. But, by virtue of Theorem 4.3.9, a canonical fibrant replacement
of (Δ0, 𝑏) in the contravariant model category structure over 𝐵 is the canonical
map 𝐵/𝑏 → 𝐵. Therefore, we have a canonical isomorphism 𝐴/𝑏 = 𝐹/𝑏 in the
homotopy category ho(sSet). □
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Corollary 4.4.32 (Quillen’s Theorem A). Let 𝑢 : 𝐴 → 𝐵 a functor between
small categories. Assume that, for any object 𝑏 of 𝐵, the nerve of 𝐴/𝑏 =

𝐵/𝑏 ×𝐵 𝐴 has the weak homotopy type of the point. Then the nerve of 𝑢 is a
weak homotopy equivalence.

Proof We have 𝑁 (𝐵)/𝑏 = 𝑁 (𝐵/𝑏). Therefore, the hypothesis implies that
𝑁 (𝑢) : 𝑁 (𝐴) → 𝑁 (𝐵) is a cofinal map, hence a weak equivalence of the
Kan-Quillen model structure. □

Proposition 4.4.33. Let 𝑢 : 𝐴→ 𝐵 be a morphism of simplicial sets. For any
objects 𝐸 in RFib(𝐴) and 𝐹 in LFib(𝐵), there is a canonical isomorphism

R⟨𝐸,R𝑢∗ (𝐹)⟩ ≃ R⟨L𝑢! (𝐸), 𝐹⟩

in the homotopy category ho(sSet). Similarly, for any object 𝐹′ in RFib(𝐵) and
any object 𝐸 ′ in LFib(𝐴), there is a canonical isomorphism

R⟨𝐹′,L𝑢! (𝐸 ′)⟩ ≃ R⟨R𝑢∗ (𝐹′), 𝐸 ′⟩ .

Proof Cartesian diagrams of the form

𝑋 ×𝐵 𝑌 𝐴 ×𝐵 𝑌 𝑌

𝑋 𝐴 𝐵

𝑞

𝑝 𝑢

show that, for 𝐸 = (𝑋, 𝑝) and 𝐹 = (𝑌, 𝑞), we have

⟨𝐸, 𝑢∗ (𝐹)⟩ = ⟨𝑢! (𝐸), 𝐹⟩ .

When 𝑞 is a left fibration, this proves the first isomorphism. Using the identifi-
cation

⟨𝐸, 𝐹⟩op ≃ ⟨𝐹op, 𝐸op⟩ ,

where 𝐸op = (𝑋op, 𝑝op), this also implies the second one. □

Proposition 4.4.34. Let 𝑝 : 𝐴 → 𝐵 be a morphism of simplicial sets. The
following conditions are equivalent.

(i) The morphism 𝑝 is proper.
(ii) For any pull-back squares of the form

(4.4.34.1)
𝐴′′ 𝐴′ 𝐴

𝐵′′ 𝐵′ 𝐵

𝑢′

𝑝′′

𝑢

𝑝′ 𝑝

𝑣′ 𝑣
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and for any object 𝐹 of LFib(𝐴′), the base change map

L𝑝′′! R𝑢
′∗ (𝐹) → R𝑣′∗L𝑝′! (𝐹)

is an isomorphism in LFib(𝐵′′).
(iii) For any pull-back squares of the form (4.4.34.1), and for any object 𝐸 in

RFib(𝐵′′), the base change map

L𝑢′!R𝑝
′′∗ (𝐸) → R𝑝′∗L𝑣′! (𝐸)

is an isomorphism in RFib(𝐴′).

Proof For 𝐸 and 𝐹 corresponding to a right fibration 𝑋 → 𝐴 and a left
fibration 𝑌 → 𝐴, respectively, we have the following commutative diagram.

R⟨𝐸,L𝑝′′! R𝑢
′∗ (𝐹)⟩ R⟨𝐸,R𝑣′∗L𝑝′! (𝐹)⟩

R⟨L𝑢′!R𝑝
′′∗ (𝐸), 𝐹⟩ R⟨R𝑝′∗L𝑣′! (𝐸), 𝐹⟩

≀ ≀

Using Propositions 4.4.30 and 4.4.33, we see easily that conditions (ii) and (iii)
are equivalent. We already know that condition (i) implies conditions (ii) (by
Corollary 4.4.9) and (iii) (by Theorem 4.4.24).2 It is thus sufficient to prove
that condition (ii) implies condition (i).

Let us consider Cartesian squares of the form (4.4.34.1) in which we have
𝐵′′ = Δ0 with 𝑣′ final. It is sufficient to prove that the map 𝑢 is final, by
Proposition 4.4.4. In other words, we must show that the map 𝑢 is a weak
equivalence of the contravariant model category structure over 𝐴′. The dual
version of Proposition 4.4.30 shows that is is sufficient to prove that, for any
object 𝑎′ of 𝐴′, if 𝐴′

𝑎′/ → 𝐴′ denotes a fibrant replacement of 𝑎′ : Δ0 → 𝐴′with
respect to the covariant model category structure over 𝐴′, then the projection
from 𝐴′′

𝑎′/ = 𝐴
′′ ×𝐴′ 𝐴′𝑎′/ to 𝐴′

𝑎′/ is a weak equivalence of the Kan-Quillen
model category structure. Let 𝐹 be the object of LFib(𝐴′) corresponding to the
map 𝐴′

𝑎′/ → 𝐴′. Then there is a canonical isomorphism
∫
𝐹 ≃

∫
L𝑝′! (𝐹), and,

since 𝑣′ is final, Lemma 4.4.22 ensures that we have a canonical isomorphism
R𝑣′∗L𝑝′! (𝐹) ≃

∫
𝐹. On the other hand, assuming condition (ii), we have a base

change isomorphism in ho(sSet):

𝐴′′
𝑎′/ ≃

∫
R𝑢′∗ (𝐹) = L𝑝′′! R𝑢

′∗ (𝐹) → R𝑣′∗L𝑝′! (𝐹) ≃
∫

𝐹 ≃ 𝐴′
𝑎′/

This ends the proof. □

2 Remark that (i)⇒(iii)⇒(ii) gives another proof of Theorem 4.4.24.
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4.4.35. Let 𝑝 : 𝐴 → 𝐵 be a morphism of simplicial sets. We consider a
morphism 𝑣 : 𝑏0 → 𝑏1 in 𝐵, as well as an object 𝑎0 of 𝐴 such that 𝑝(𝑎0) = 𝑏0.
We may see the map 𝑣 as a morphism from 𝑣 to 1𝑏1 in the slice 𝐵/𝑏1, hence
as a morphism of simplicial sets 𝑣 : Δ1 → 𝐵/𝑏1. We then form the following
pull-back squares.

(4.4.35.1)
𝐴𝑏1 𝐴′ 𝐴/𝑏1 𝐴

{1} Δ1 𝐵/𝑏1 𝐵

𝑢

𝑝

𝑣

We denote by (𝑣, 𝑏0) the object of 𝐵/𝑏1 corresponding to 𝑣 : Δ0∗Δ0 = Δ1 → 𝐵,
and we write (𝑣, 𝑎0) = ((𝑣, 𝑏0), 𝑎0) for the corresponding object in the fibre
product 𝐵/𝑏1 ×𝐵 𝐴 = 𝐴/𝑏1. Similarly, we have the object 𝑎′ = (0, 𝑎0) of
𝐴′ = Δ1 ×𝐵 𝐴. Since the map 𝑢 sends 𝑎′ to (𝑣, 𝑎0), we have a canonical
commutative square of the following form.

(4.4.35.2)
𝑎′\𝐴′ (𝑣, 𝑎0)\(𝐴/𝑏1)

0\Δ1 (𝑣, 𝑏0)\(𝐵/𝑏1)

This square is Cartesian, since the functor (𝑋, 𝑥) ↦→ 𝑥\𝑋 is right adjoint to the
functor𝐶 ↦→ Δ0 ∗𝐶, and, therefore, commutes with small limits. Since we also
have Cartesian squares of the form

(4.4.35.3)
𝐴𝑏1 0\𝐴′ (𝑣, 𝑏0)\(𝐴/𝑏1) 𝐴/𝑏1

{1} 0\Δ1 (𝑣, 𝑏0)\(𝐵/𝑏1) 𝐵/𝑏10<1

we deduce that there is the Cartesian square below.

(4.4.35.4)
𝑎′\𝐴′ (𝑣, 𝑎0)\(𝐴/𝑏1)

0\𝐴′ (𝑣, 𝑏0)\(𝐴/𝑏1)

In particular, there is a canonical monomorphism

(4.4.35.5) 𝑎′\𝐴𝑏1 → (𝑣, 𝑎0)\𝐴𝑏1

which can be identified with the inclusion

𝐴𝑏1 ×(𝑣,𝑏0 )\(𝐴/𝑏1 ) (𝑣, 𝑎0)\(𝐴/𝑏1) ⊂ 𝐴𝑏1 ×𝐴/𝑏1 (𝑣, 𝑎0)\(𝐴/𝑏1) .
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In the case where 𝑝 is a an inner fibration between∞-categories, one can show
that the map (4.4.35.5) is an equivalence of ∞-categories as follows: up to
equivalences of ∞-categories (due to Proposition 4.2.9) it corresponds to the
identification

𝐴𝑏1 ×(𝑣,𝑏0 )\\(𝐴//𝑏1 ) (𝑣, 𝑎0)\\(𝐴//𝑏1) = 𝐴𝑏1 ×𝐴//𝑏1 (𝑣, 𝑎0)\\(𝐴//𝑏1) .

Theorem 4.4.36 (Grothendieck). Let 𝑝 : 𝐴→ 𝐵 be an inner fibration between
∞-categories. The following conditions are equivalent.

(i) The functor 𝑝 is proper.
(ii) For any object 𝑏 of 𝐵, the canonical map 𝐴𝑏 → 𝐴/𝑏 is final.
(iii) For any Cartesian squares of the form

𝐴′′ 𝐴′ 𝐴

{1} Δ1 𝐵

𝑢′ 𝑢

𝑝

𝑣

the functor 𝑢′ is final.
(iv) For any Cartesian squares of the form

𝐴′′ 𝐴′ 𝐴

Δ0 𝐵′ 𝐵

𝑢′

𝑝′′

𝑢

𝑝′ 𝑝

𝑣′ 𝑣

in which 𝐵′ is an∞-category, if 𝑣′ is final, so is 𝑢′.

Proof Proposition 4.4.4 shows that condition (i) implies both conditions (ii)
and (iii): the map 𝑢′ is the pull-back along 𝑝 of the final map {1} → Δ1, while
𝐴𝑏 → 𝐴/𝑏 is the inverse image by 𝑝 of the final map 𝑏 : Δ0 → 𝐵/𝑏. Let us
check that conditions (ii) and (iii) are equivalent.

Let 𝑣 : Δ1 → 𝐵 be a morphism from 𝑏0 to 𝑏1 in 𝐵. An object 𝑎′ of
𝐴′ = Δ1 ×𝐵 𝐴 is a pair (𝜀, 𝑎) where 𝑎 is an object of 𝐴, and 𝜀 = 0, 1, such
that 𝑝(𝑎) = 𝑏𝜀 . The object 𝑎′ belongs to 𝐴′′ = 𝐴𝑏1 if and only if 𝜀 = 1. For
any object 𝑎 such that 𝑝(𝑎) = 𝑏1, since 𝑎′ = (1, 𝑎) belongs to 𝐴′′, the fibre
product 𝐴′′ ×𝐴′ 𝑎′\𝐴′ is isomorphic to the slice 𝑎′\𝐴′′, and thus has an initial
object. This proves in particular that the ∞-category 𝐴′′ ×𝐴′ (𝑎′\𝐴′) has an
initial object and thus is weakly equivalent to the point. In other words, by
virtue of Corollary 4.4.31, the map 𝐴′′ → 𝐴′ is final if and only if, for any
object 𝑎0 of 𝐴 such that 𝑝(𝑎0) = 𝑏0, if we put 𝑎′ = (0, 𝑎0), the ∞-category
𝐴′′ ×𝐴′ 𝑎′\𝐴′ is weakly contractible. The pair (𝑣, 𝑏0) can be seen as an object
of 𝐴/𝑏1 = 𝐵/𝑏1 ×𝐵 𝐴. Therefore, condition (ii) is equivalent to the property
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that the∞-category 𝐴𝑏1 ×𝐴/𝑏1 ((𝑣, 𝑏0)\(𝐴/𝑏1)) is weakly contractible for any
𝑣 and 𝑎0 as above. The equivalence (4.4.35.5) thus proves that conditions (ii)
and (iii) are equivalent.

We now prove that condition (iii) implies condition (iv). Let us consider
Cartesian squares of the following form.

𝐴′′ 𝐴′ 𝐴

Δ0 𝐵′ 𝐵

𝑢′

𝑝′′

𝑢

𝑝′ 𝑝

𝑣′ 𝑣

in which 𝐵′ is assumed to an ∞-category, with 𝑣′ final. If 𝑝 satisfies condition
(iii), so does 𝑝′. Therefore, the functor 𝑝′ also satisfies condition (ii). In other
words, the map 𝐴′′ = 𝐴′𝑣 → 𝐴′/𝑣 is final. Since the map 𝐵′/𝑣→ 𝐵′ is a trivial
fibration, so is the induced map 𝐴′/𝑣 = 𝐵′/𝑣 ×𝐵′ 𝐴′ → 𝐴′. As any trivial
fibration is final, the composed map 𝑢′ is final.

To finish the proof, it remains to prove that condition (iv) implies that 𝑝 is
proper. Let C be the class of monomorphisms 𝑣′ : 𝐵′′ → 𝐵′ such that, for any
map 𝑣 : 𝐵′ → 𝐵, the induced map 𝑢′ : 𝐵′′ ×𝐵 𝐴→ 𝐵′ ×𝐵 𝐴 is a right anodyne
extension. The class C is saturated. Moreover, for any pair of monomorphisms
𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 , if both 𝑓 and 𝑔 𝑓 are in C, so is 𝑔: this follows
right away from the fact that the class of right anodyne extensions has this
property; see Corollary 4.1.10. In particular, condition (iv) implies that the
class C contains any monomorphism 𝑣′ : 𝐵′′ → 𝐵′ such that both 𝐵′ and 𝐵′′
are ∞-categories, and such that there exists a final object in 𝐵′′ whose image
by 𝑣 is a final object of 𝐵′. Therefore, it contains all the inclusions of the form
{1}×Δ𝑛 ⊂ Δ1×Δ𝑛, for 𝑛 ≥ 0. This implies that it contains all inclusions of the
form {1} × 𝑋 → Δ1 × 𝑋 , for any simplicial set 𝑋 . To prove this, by Corollary
1.3.10, it is sufficient to prove that the class of such simplicial sets is saturated
by monomorphisms. The stability by small sums is obvious. Let us consider a
coCartesian square of the form

𝑋0 𝑋1

𝑋2 𝑋3

and assume that the map {1} × 𝑋𝑖 → Δ1 × 𝑋𝑖 is in C for 𝑖 = 0, 1, 2. For any
map Δ1 × 𝑋3 → 𝐵, by virtue of Corollary 2.3.17, the induced map

({1} × 𝑋3) ×𝐵 𝐴→ (Δ1 × 𝑋3) ×𝐵 𝐴

is a trivial cofibration of the contravariant model category structure over the
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fibre product (Δ1 × 𝑋3) ×𝐵 𝐴, and is thus a final monomorphism, hence a right
anodyne extension. The case of a countable unions is proved similarly.

For any integer 𝑛 ≥ 0, the inclusion of {1}×Δ𝑛 into Δ1×𝜕Δ𝑛∪{1}×Δ𝑛 is in
C, because it is the push-out of the inclusion of {1} × 𝜕Δ𝑛 into Δ1 × 𝜕Δ𝑛. Since
{1} ×Δ𝑛 ⊂ Δ1 ×Δ𝑛 is in C, this shows that the inclusion of Δ1 ×Δ𝑛 ∪ {1} ×Δ𝑛
into Δ1 × Δ𝑛 is in C. Lemma 3.1.3 thus implies that inclusions Λ𝑛

𝑘
→ Δ𝑛 are

all in C for 0 < 𝑘 ≤ 𝑛. This shows that 𝑝 satisfies condition (v) of Proposition
4.4.4, hence is proper. □

Remark 4.4.37. The proof that conditions (i) and (iv) of Theorem 4.4.36 are
equivalent does not require that 𝐴 and 𝐵 are∞-categories. It would deserve to
be inserted in Proposition 4.4.4.

4.5 Fully faithful and essentially surjective functors, revisited

Proposition 4.5.1. Let 𝑢 : 𝐴 → 𝐵 be a morphism of simplicial sets. The
following conditions are equivalent.

(i) For any objects 𝐸 in RFib(𝐴), the unit map 𝐸 → R𝑢∗L𝑢! (𝐸) is an
isomorphism.

(ii) For any object 𝑎 of 𝐴, the unit map ℎ𝑎 → R𝑢∗L𝑢! (ℎ𝑎) is an isomorphism
in RFib(𝐴), where ℎ𝑎 = (Δ0, 𝑎).

(iii) For any objects 𝐹 in LFib(𝐴), the unit map 𝐹 → R𝑢∗L𝑢! (𝐹) is an
isomorphism.

Proof We shall use Propositions 4.4.30 and 4.4.33 repeatedly. Condition (i) is
equivalent to the condition that, for any objects 𝐸 in RFib(𝐴) and 𝐹 in LFib(𝐴),
the induced map

R⟨𝐸, 𝐹⟩ → R⟨R𝑢∗L𝑢! (𝐸), 𝐹⟩ ≃ R⟨L𝑢! (𝐸),L𝑢! (𝐹)⟩ ≃ R⟨𝐸,R𝑢∗L𝑢! (𝐹)⟩

is invertible in ho(sSet). This is equivalent to the assertion that, for any object
𝑎 of 𝐴 and any object 𝐹 in LFib(𝐴), the induced map

R⟨ℎ𝑎, 𝐹⟩ → R⟨ℎ𝑎,R𝑢∗L𝑢! (𝐹)⟩ ≃ R⟨R𝑢∗L𝑢! (ℎ𝑎), 𝐹⟩

is invertible. □

Proposition 4.5.2. Let 𝑢 : 𝐴→ 𝐵 be a functor of∞-categories. The following
conditions are equivalent.

(i) The functor 𝑢 is fully faithful.
(ii) The functor L𝑢! : RFib(𝐴) → RFib(𝐵) is fully faithful.
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(iii) The functor L𝑢! : LFib(𝐴) → LFib(𝐵) is fully faithful.

Proof We already know from Proposition 4.5.1 that conditions (ii) and (iii)
are equivalent. To prove that condition (i) is equivalent to condition (ii), we shall
verify that 𝑢 is fully faithful if and only if condition (ii) of Proposition 4.5.1 is
satisfied. Let 𝑎 be an object of 𝐴. Then L𝑢! (ℎ𝑎) = ℎ𝑢(𝑎) . Since 𝐴 and 𝐵 are∞-
categories, fibrant replacements of ℎ𝑎 and ℎ𝑢(𝑎) are given by 𝐴/𝑎 and 𝐵/𝑢(𝑎)
in the contravariant model category structures over 𝐴 and 𝐵, respectively. The
map ℎ𝑎 → R𝑢∗L𝑢! (ℎ𝑎) is thus the natural morphism 𝐴/𝑎 → 𝐴 ×𝐵 𝐵/𝑢(𝑎).
By Corollary 4.2.10, for any object 𝑥 of 𝐴, the induced map on the homotopy
fibers is the natural morphism 𝐴(𝑥, 𝑎) → 𝐵(𝑢(𝑥), 𝑢(𝑎)). Therefore, 𝑢 is fully
faithful if and only if the functor L𝑢! is fully faithful on RFib(𝐴). □

Remark 4.5.3. Let 𝐴 be a simplicial set, and 𝑎 an object of 𝐴. For any object
𝐹 of RFib(𝐴), there is a canonical isomorphism

(4.5.3.1) R⟨𝐹, ℎ𝑎⟩ ≃ R𝑎∗ (𝐹)

in ho(sSet). Indeed, it is sufficient to prove this for 𝐹 fibrant, i.e., for 𝐹 corre-
sponding to a right fibration 𝑝 : 𝑋 → 𝐴. In this case, R𝑎∗ (𝐹) = 𝑋𝑎 = ⟨𝐹, ℎ𝑎⟩
is simply the fibre of 𝑋 over 𝑎.

Any map 𝑢 : 𝑎 → 𝑏 in 𝐴 induces a natural morphism 𝑢∗ : R𝑏∗ (𝐹) →
R𝑎∗ (𝐹). Indeed, for 𝐹 fibrant as above, one can also describe R𝑎∗ (𝐹) as the
mapping space Map𝐴(ℎ𝑎, 𝑋) ≃ 𝑋𝑎, where ℎ𝑎 = (Δ0, 𝑎). Since the inclusion
{1} → Δ1 is a right anodyne extension, the canonical map

Map𝐴((Δ1, 𝑢), 𝑋) → 𝑋𝑏

is a trivial fibration. The choice of a section of the latter, composed with the
map Map𝐴((Δ1, 𝑢), 𝑋)) → 𝑋𝑎, defines a morphism

(4.5.3.2) 𝑢∗ : R𝑏∗ (𝐹) ≃ Map𝐴(ℎ𝑏, 𝑋) → Map𝐴(ℎ𝑎, 𝑋) ≃ R𝑎∗ (𝐹)

in ho(sSet).

Lemma 4.5.4. Let us assume that 𝐴 is an∞-category. If the map 𝑢 : 𝑎 → 𝑏 is
invertible in 𝐴, for any object 𝐹 of RFib(𝐴), the induced map 𝑢∗ : R𝑏∗ (𝐹) →
R𝑎∗ (𝐹) is an isomorphism in ho(sSet).

Proof Since Δ2 = Δ1 ∗ Δ0 = Δ0 ∗ Δ1, the map

𝑣 : Δ2
𝜎1

0−−→ Δ1 𝑢−→ 𝐴

can be interpreted in two ways: as a map 𝑢 : Δ1 → 𝐴/𝑏, and as a map
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𝑎 : Δ0 → 𝐴/𝑢. We then have the following commutative diagram.

{0} 𝐴/𝑢 𝐴/𝑎

{1} Δ1 𝐴/𝑏

𝑎

𝑢

The map 𝐴/𝑢 → 𝐴/𝑎 is a trivial fibration because the inclusion {0} → Δ1 is a
left anodyne extension; see Lemma 3.4.21. Therefore, 𝑎 is a final object of 𝐴/𝑢,
because its image in 𝐴/𝑎 is final. Similarly, the map 𝑢 is final because it sends
the final object 1 of Δ1 to the final object 1𝑏 of 𝐴/𝑏. If is thus sufficient to prove
that the canonical map 𝐴/𝑢 → 𝐴/𝑏 has contractible fibres over 𝐴 (this maps is
a morphism of right fibrations over 𝐴, so that this will ensure that it is a weak
equivalence of the contravariant model category structure over 𝐴, by Theorem
4.1.16, and this will allow to apply Proposition 4.1.14). Proposition 4.2.9 shows
that we may as well consider the fibres of the canonical map 𝐴//𝑢 → 𝐴//𝑏
over 𝐴. For each object 𝑥 of 𝐴 we have a trivial fibration 𝐴(𝑥, 𝑎) ← (𝐴//𝑢)𝑥 ,
and a canonical map (𝐴//𝑢)𝑥 → 𝐴(𝑥, 𝑏). Therefore, we obtain a map

Homho(𝐴) (𝑥, 𝑎) = 𝜋0 (𝐴(𝑥, 𝑎)) → 𝜋0 (𝐴(𝑥, 𝑏)) = Homho(𝐴) (𝑥, 𝑏)

which is nothing else than the composition by 𝑓 in ho(𝐴) ≃ 𝜏(𝐴). Since 𝑢 is
invertible, the latter map is bĳective. But, since the image of an invertible map
is invertible, we also know that 𝑢, seen as a morphism of constant diagrams,
is invertible in the∞-category Hom(𝐾, 𝐴) for any simplicial set 𝐾 . Therefore,
since Hom(𝐾, 𝐴) (𝑥, 𝑎) = Hom(𝐾, 𝐴(𝑥, 𝑎)) for 𝑥 and 𝑎 as above, seen as
constant diagrams, what precedes also proves that the induced map

𝜋0 (Hom(𝐾, 𝐴(𝑥, 𝑎))) ≃ 𝜋0 Hom(𝐾, (𝐴//𝑢)𝑥) → 𝜋0 (Hom(𝐾, 𝐴(𝑥, 𝑏)))

is bĳective for any simplicial set 𝐾 . For any simplicial set 𝐾 and any Kan
complex𝑇 , there is a canonical bĳectionHomho(sSet) (𝐾,𝑇) ≃ 𝜋0 (Hom(𝐾,𝑇)).
Therefore, the Yoneda Lemma applied to the homotopy category ho(sSet)
implies that the map (𝐴//𝑢)𝑥 → 𝐴(𝑥, 𝑏) is a simplicial homotopy equivalence.

□

Proposition 4.5.5. If a functor of ∞-categories 𝑢 : 𝐴 → 𝐵 is essentially
surjective, then the derived pull-back functor R𝑢∗ : RFib(𝐵) → RFib(𝐴) is
conservative.

Proof If a map 𝐸 → 𝐹 in RFib(𝐴) induces an isomorphism R𝑢∗ (𝐸) ≃
R𝑢∗ (𝐹), then it induces an isomorphism

R𝑢(𝑎)∗ (𝐸) ≃ R𝑎∗R𝑢∗ (𝐸) ≃ R𝑎∗R𝑢∗ (𝐹) ≃ R𝑢(𝑎)∗ (𝐹)



4.6 Locally constant functors and Quillen’s Theorem B 175

for any object 𝑎 of 𝐴. But, since 𝑢 is essentially surjective, any object 𝑏 of 𝐵 is
equivalent to an object of the form 𝑢(𝑎). Hence the functor R𝑏∗ is isomorphic
to R𝑢(𝑎)∗, by the preceding lemma. Therefore, Theorem 4.1.16 implies that
the map 𝐸 → 𝐹 is an isomorphism. □

Corollary 4.5.6. Any equivalence of ∞-categories 𝑢 : 𝐴 → 𝐵 induces equiv-
alences of categories

L𝑢! : RFib(𝐴) → RFib(𝐵) and L𝑢! : LFib(𝐴) → LFib(𝐵) .

Proof If 𝑢 is an equivalence of∞-categories, it is fully faithful and essentially
surjective. Therefore, by virtue of Propositions 4.5.2 and 4.5.5, the functor L𝑢!
is fully faithful on RFib(𝐴), and its right adjoint R𝑢∗ is conservative, hence
both functors are equivalences of categories and are quasi-inverse to each
other. The other equivalence comes from the natural identification RFib(𝐴) ≃
LFib(𝐴op). □

Remark 4.5.7. There is a much more direct way to prove Corollary 4.5.6: one
proves rather easily that any trivial fibration of the Joyal model ategory structure
𝑢 : 𝐴 → 𝐵 induces an equivalence of categories L𝑢! : RFib(𝐴) ≃ RFib(𝐵)
and we use Brown’s Lemma (Proposition 2.2.7) for the Joyal model category
structure. Although this is non-trivial, it will be seen later that there is no need to
restrict ourselves to equivalences between∞-categories; see Theorem 5.2.14.

4.6 Locally constant functors and Quillen’s Theorem B

For a simplicial set 𝑋 , we have three model category structures on the category
sSet/𝑋: the contravariant model category structure, the covariant model cate-
gory structure, and the model category structure induced by the Kan-Quillen
model category structure. Since we want to interpret the contravariant model
category structure as a theory of presheaves over 𝑋 , and since any Kan fibration
of codomain 𝑋 is a fibrant object in the contravariant model category structure,
it is natural to ask what is the meaning of Kan fibrations in this semantic inter-
pretation of the theory of presheaves. This is what we shall investigate in this
chapter.

Proposition 4.6.1. Let𝑊 be a class of morphisms of simplicial sets. We assume
that𝑊 has the following properties.

(i) For any morphisms of the form 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 , with 𝑓 in𝑊 ,
then 𝑔 is in𝑊 if and only if 𝑔 𝑓 is in𝑊 .

(ii) The class of monomorphisms which are in𝑊 is saturated.
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(iii) Any trivial fibration is in𝑊 .
(iv) For any integer 𝑛 ≥ 0, any map Δ0 → Δ𝑛 is in𝑊 .

Then any weak homotopy equivalence is in𝑊 .

Proof We first prove that any inclusion of the form Λ𝑛
𝑘
→ Δ𝑛, 𝑛 ≥ 1,

0 ≤ 𝑘 ≤ 𝑛, is in 𝑊 . In fact, we already saw a proof: we just have to use
the same combinatorial arguments as in the proof of Proposition 3.1.18 (this
only requires conditions (i), (ii) and (iv)). Condition (ii) thus implies that any
anodyne extension is in𝑊 . Since any weak homotopy equivalence is the com-
position of an anodyne extension with a trivial fibration, condition (iv) implies
that any weak homotopy equivalence is in𝑊 . □

Proposition 4.6.2. Let 𝑝 : 𝑋 → 𝑌 be a morphism of simplicial sets. The
following conditions are equivalent.

(i) For any Cartesian squares of the form

(4.6.2.1)
𝑋 ′′ 𝑋 ′ 𝑋

𝑌 ′′ 𝑌 ′ 𝑌

𝑢′

𝑝′′

𝑢

𝑝′ 𝑝

𝑣′ 𝑣

if 𝑣′ is a weak homotopy equivalence, so is 𝑢′.
(ii) As in (i), but only when 𝑌 ′′ = Δ0.
(iii) As in (ii), but only when 𝑌 ′ = Δ𝑛.
(iv) As in (i), but only when 𝑣′ is an inclusion of the form Λ𝑛

𝑘
→ Δ𝑛 for 𝑛 ≥ 1

and 0 ≤ 𝑘 ≤ 𝑛.
(v) Any Cartesian square of the form

(4.6.2.2)
𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝑢

𝑝′ 𝑝

𝑣

is homotopy Cartesian in the Kan-Quillen model category structure.

Proof We prove first that conditions (i) and (v) are equivalent. If condition
(v) is verified, then any Cartesian squares of the form (4.6.2.1) are homotopy
Cartesian, and, since weak equivalences are stable under homotopy pull-backs;
this proves that (v)⇒(i). The converse follows right away from Corollary 3.8.4.
Let us assume condition (i). Given any Cartesian square of the form (4.6.2.2),
we choose a factorisation of the map 𝑣 into an anodyne extension 𝑖 : 𝑌 ′ → 𝑇
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followed by a Kan fibration 𝑠 : 𝑇 → 𝑌 , and we form the Cartesian squares
below.

𝑋 ′ 𝑈 𝑋

𝑌 ′′ 𝑇 𝑌

𝑖 𝑟

𝑝

𝑗 𝑠

Then both maps 𝑖 and 𝑗 are weak homotopy equivalences, and the right hand
square is homotopy Cartesian, which implies that the commutative square
(4.6.2.2) has the same property.

Let 𝑊 be the class of morphisms of simplicial sets 𝐴 → 𝐵 such that,
for any map 𝐵 → 𝑌 , the induced map 𝐴 ×𝑌 𝑋 → 𝐵 ×𝑌 𝑋 is an anodyne
extension. Since pulling back along 𝑝 preserves monomorphisms and colimits,
we check that the class of monomorphisms which are in𝑊 is saturated. Finally,
the class 𝑊 satisfies the two out of three property and contains the class of
trivial fibrations. Since any weak homotopy equivalence is the composition of
an anodyne extension and of a trivial fibration, condition (i) is equivalent to
the assertion that the pull-back of any anodyne extension along 𝑝 is a trivial
cofibration of the Kan-Quillen model category structure. Since, by definition,
the smallest saturated class of morphisms of simplicial sets which contains
horns Λ𝑛

𝑘
→ Δ𝑛 for 𝑛 ≥ 1 and 0 ≤ 𝑘 ≤ 𝑛 is the class of anodyne extensions,

we see that conditions (i) and (iv) are equivalent.
It is clear that we have (i)⇒(ii)⇒(iii). Proposition 4.6.1 shows that condition

(iii) implies condition (iv). □

Definition 4.6.3. A morphism of simplicial sets is locally constant if it satisfies
the equivalent conditions of Proposition 4.6.2.

Proposition 4.6.4. A proper morphism of simplicial sets 𝑝 : 𝑋 → 𝑌 is locally
constant if and only if, for any map 𝑣 : Δ𝑛 → 𝑌 , the inclusion 𝑋𝑣(0) → Δ𝑛×𝑌 𝑋
is a weak homotopy equivalence.

Proof This is clearly a necessary condition. For the converse, we shall prove
that a proper morphism 𝑝 satisfying this extra condition satisfies condition (iii)
of Proposition 4.6.2. Let us consider Cartesian squares of the form (4.6.2.1)
such that 𝑌 ′′ = Δ0. We want to prove that the map 𝑢′ is a weak equivalence.
We proceed by induction on 𝑛. Since the case 𝑛 = 0 is trivial, we may assume
that 𝑛 > 0. If 𝑣′ is initial, the property we seek is true by assumption. If not,
we may assume that 𝑣′ factors through the final map 𝑤 : Δ𝑛−1 → Δ𝑛 defined
by 𝑤(𝑖) = 𝑖 + 1. Since 𝑝 is proper, the induced map Δ𝑛−1 ×𝑌 𝑋 → Δ𝑛 ×𝑌 𝑋 is
final, hence a weak homotopy equivalence, and the induced map Δ0 ×𝑌 𝑋 →
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Δ𝑛−1 ×𝑌 𝑋 is a weak homotopy equivalence by induction on 𝑛. Therefore, 𝑢′ is
the composition of two weak homotopy equivalences. □

Corollary 4.6.5. Any morphism of simplicial sets which is both smooth and
proper is locally constant.

Proof If 𝑝 : 𝑋 → 𝑌 is smooth then, for any map 𝑣 : Δ𝑛 → 𝑌 , the map
𝑋𝑣(0) → Δ𝑛×𝑌 𝑋 is cofinal, hence a weak homotopy equivalence. Therefore, if
𝑝 is also proper, the preceding proposition ensures that it is locally constant. □

Corollary 4.6.6. Any Kan fibration is locally constant.

Proof Any right fibration is smooth, and any left fibration is proper. □

Remark 4.6.7. The proof above is a little pedantic, since, for Kan fibrations, one
can check several of the conditions of Proposition 4.6.2 directly. For instance, as
explained in the proof of loc. cit. condition (v) follows right away from Corollary
3.8.4 (which is itself a rather direct consequence of the good properties of the
functor Ex∞).

Definition 4.6.8. Let 𝐴 be a simplicial set. An object 𝐹 of RFib(𝐴) is locally
constant if, for any map 𝑢 : 𝑎 → 𝑏 in 𝐴, the induced map 𝑢∗ : R𝑏∗ (𝐹) →
R𝑎∗ (𝐹) (as defined in Remark 4.5.3) is an isomorphism in ho(sSet).

Lemma 4.6.9. Let 𝑝 : 𝑋 → 𝐴 be a right fibration, and 𝑢 : 𝑎 → 𝑏 be a
morphism in 𝐴. We form the following Cartesian squares.

𝑋𝑏 𝑋𝑢 𝑋

Δ0 Δ1 𝐴

𝑖

𝑝

1 𝑢

If 𝐹 = (𝑋, 𝑝) denotes the object of RFib(𝐴) associated to 𝑝, then there are a
canonical isomorphisms

𝑋𝑏 ≃ R𝑏∗ (𝐹) and 𝑋𝑢 ≃ R𝑎∗ (𝐹)

in ho(sSet). Furthermore, under these identifications, the map 𝑖 corresponds in
ho(sSet) to the canonical map R𝑏∗ (𝐹) → R𝑎∗ (𝐹) of Remark 4.5.3.

Proof Since 0 is an initial object of Δ1 and since 𝑝 is smooth, the inclusion
𝑗 : 𝑋𝑎 → 𝑋𝑢 is cofinal, hence a weak homotopy equivalence. It remains to
check the compatibility of the map 𝑖 with the construction of Remark 4.5.3. We
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want to check that the diagram

𝑋𝑏 𝑋𝑎

𝑋𝑢

𝑢∗

𝑖 𝑗

commutes in ho(sSet).
In other words, we want to check that, for any simplicial set 𝐾 , the diagram

𝜋0 (Hom(𝐾, 𝑋𝑏)) 𝜋0 (Hom(𝐾, 𝑋𝑎))

𝜋0 (Hom(𝐾, 𝑋𝑢))

𝑢∗

𝑖 𝑗

commutes in the category of sets.
For a given simplicial set 𝐾 , let 𝑞 : 𝐾 × 𝐴 → 𝐴 be the second projection.

since 𝑞 is proper, the pair (𝑞∗, 𝑞∗) is a Quillen adjunction for the contravariant
model category structures, and we write 𝑝𝐾 : 𝑋𝐾 → 𝐴 for the map whose
corresponding object of sSet/𝐴 is 𝑞∗𝑞∗ (𝑋, 𝑝). There is a Cartesian square of
simplicial sets of the form

𝑋𝐾 Hom(𝐾, 𝑋)

𝐴 Hom(𝐾, 𝐴)

𝑝𝐾 𝑝∗

where the lower horizontal map is the one induced by 𝐾 → Δ0. Remark that,
for any map 𝑤 : 𝐴′ → 𝐴, if 𝑝′ : 𝑋 ′ = 𝐴′ ×𝐴 𝑋 → 𝐴′ denotes the pull-back of
𝑝 along 𝑤, then we have a canonical Cartesian square of the following form.

𝑋 ′𝐾 𝑋𝐾

𝐴′ 𝐴

𝑝′𝐾 𝑝𝐾

In particular, the fibre of 𝑝𝐾 at 𝑎 ∈ 𝐴0 is Hom(𝐾, 𝑋𝑎). We also have, for any
simplicial set 𝐸 over 𝐴, a canonical isomorphism of simplicial sets

Hom(𝐾,Map𝐴(𝐸, 𝑋)) ≃ Map𝐴(𝐸, 𝑋𝐾 ) .

This shows that the construction of the map 𝑢∗ is compatible with the operation
𝑋 ↦→ 𝑋𝐾 . We remark finally that the map 𝑋𝐾𝑢 → Hom(𝐾, 𝑋𝑢) is a weak homo-
topy equivalence: this is the inverse image of the inclusion Δ1 → Hom(𝐾,Δ1)
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along the right fibration Hom(𝐾, 𝑋𝑢) → Hom(𝐾,Δ1). Since any right fibra-
tion is smooth, it is sufficient to prove that Δ1 → Hom(𝐾,Δ1) is cofinal. This
follows from the fact that the object 0 is initial in both Δ1 and Hom(𝐾,Δ1).
This shows that, up a canonical weak homotopy equivalence, the formation of
the maps 𝑖 and 𝑗 is compatible with the operation 𝑋 ↦→ 𝑋𝐾 .

In other words, we may replace 𝑋 by 𝑋𝐾 , and it is sufficient to prove that
𝜋0 ( 𝑗)𝜋0 (𝑢∗) = 𝜋0 (𝑖). In fact, both 𝜋0 (𝑢∗) and 𝜋0 ( 𝑗)−1𝜋0 (𝑖) have the following
explicit description. Given a connected component 𝐶 of 𝑋𝑏, we choose an
element 𝑥 ∈ 𝐶. We then have the solid commutative square below

{1} 𝑋

Δ1 𝐴

𝑥

𝑝

𝑢

ℎ

a dotted filler of which always exists (because 1 is final in Δ1 and 𝑝 is a
right fibration), and the image of 𝐶 in 𝜋0 (𝑋𝑎) is the connected component of
ℎ(0). Each of the map 𝜋0 (𝑢∗) and 𝜋0 ( 𝑗)−1𝜋0 (𝑖) is determined by a choice,
for each connected component 𝐶, of a point 𝑥 in 𝐶, and of such a lift ℎ.
Nevertheless, the filler ℎ is unique in the following sense. If we endow the
category of pointed simplicial sets over 𝐴 with the model structure induced by
the contravariant model category structure over 𝐴, the map ℎ is a morphism from
the cofibrant object (Δ1, 1, 𝑢) to the fibrant object (𝑋, 𝑥, 𝑝). Since (Δ1, 1, 𝑢) is
weakly equivalent to the initial object, such a map ℎ is unique up to homotopy
in the category of pointed simplicial sets over 𝐴. In particular, the connected
component of ℎ(0) in the fibre 𝑋𝑎 does not depend on the choice of the lift ℎ.
It remains to check that it does not depend on the choice of the point 𝑥 in 𝐶.
Since 𝐶 is the connected component of a Kan complex, if there are two points
𝑥 and 𝑥′ in 𝐶, there is a map 𝜉 : 𝑥′ → 𝑥 in 𝐶. The pair (𝜉, ℎ) can be seen as a
diagram of the form

𝑥′

ℎ(0) 𝑥

𝜉

ℎ

hence as a map (𝜉, ℎ) : Λ2
2 → 𝑋 . The obvious commutative triangle

𝑏

𝑎 𝑏

1𝑏

𝑢

𝑢

given by the map 𝑢𝜎1
2 : Δ2 → 𝐴 thus provides a solid commutative square of
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simplicial sets

Λ2
2 𝑋

Δ2 𝐴

( 𝜉 ,ℎ)

𝑝

𝜎1
2𝑢

𝑡

which admits a filler 𝑡. The restriction of 𝑡 toΔ{0,1} defines a map ℎ′ : ℎ(0) → 𝑥′

in 𝑋 such that 𝑝(ℎ′) = 𝑢, which shows that the choice of a point of 𝐶 does not
affect the final result in 𝜋0 (𝑋𝑎). □

Theorem 4.6.10. Let 𝑝 : 𝑋 → 𝐴 be a right fibration, and 𝐹 = (𝑋, 𝑝) the
corresponding object in RFib(𝐴). The following conditions are equivalent.

(i) The map 𝑝 is locally constant.
(ii) The object 𝐹 of RFib(𝐴) is locally constant.
(iii) The map 𝑝 is a Kan fibration.

Proof We already know that (iii)⇒(i). It follows right away from Lemma
4.6.9 that (i)⇒(ii). It remains to prove that (ii)⇒(iii).

Let us assume that 𝐹 is locally constant. For any map 𝑢 : Δ𝑛 → 𝐴, and any
element 𝑖 of [𝑛], the induced map

Map𝐴((Δ𝑛, 𝑢), 𝐹) → Map𝐴((Δ0, 𝑢(𝑖)), 𝐹) = 𝑋𝑢(𝑖)

is a trivial fibration. Indeed, by Proposition 4.1.13, this map is always a Kan
fibration, and, by Proposition 4.1.14, the map

Map𝐴((Δ𝑛, 𝑢), 𝐹) → Map𝐴((Δ0, 𝑢(𝑛)), 𝐹) = 𝑋𝑢(𝑛)

is a trivial fibration. Under the latter identification, the corresponding map

𝑋𝑢(𝑛) = R𝑢(𝑛)∗ (𝐹) → R𝑢(𝑖)∗ (𝐹) = 𝑋𝑢(𝑖)

in ho(sSet) is the canonical map induced by the map 𝑢(𝑖) → 𝑢(𝑛) in 𝐴. Let𝑊
be the class of maps 𝑢 : 𝐾 → 𝐿 such that, for any map 𝑣 : 𝐿 → 𝐴, the induced
morphism

𝑢∗ : Map𝐴((𝐿, 𝑣), 𝐹) → Map𝐴((𝐾, 𝑣𝑢), 𝐹)

is an equivalence of∞-groupoids. This class satisfies the hypothesis of Propo-
sition 4.6.1 and thus contains all weak homotopy equivalences. In particular,
for any anodyne extension 𝑢 : 𝐾 → 𝐿 and any map 𝑣 : 𝐿 → 𝐴, the map

𝑢∗ : Map𝐴((𝐿, 𝑣), 𝐹) → Map𝐴((𝐾, 𝑣𝑢), 𝐹)
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is a trivial fibration. A section of the latter, at the level of objects, provides a
lift in any solid commutative square of the form below.

𝐾 𝑋

𝐿 𝐴

𝑢 𝑝

𝑣

This implies that 𝑝 is a Kan fibration. □

Proposition 4.6.11. Let 𝑢 : 𝐴 → 𝐵 be a morphism of simplicial sets. The
following conditions are equivalent.

(i) The pair (𝐴, 𝑢) is locally constant as an object of RFib(𝐵).
(ii) For any Cartesian squares of the form

(4.6.11.1)
𝐴′′ 𝐴′ 𝐴

𝐵′′ 𝐵′ 𝐵

𝑓 ′

𝑢′′

𝑓

𝑢′ 𝑢

𝑔′ 𝑔

if 𝑔 and 𝑔𝑔′ are left fibrations and if both 𝐵′ and 𝐵′′ have initial objects,
then the map 𝑓 ′ is a weak homotopy equivalence.

(iii) Any Cartesian square of the form

(4.6.11.2)
𝐴′ 𝐴

𝐵′ 𝐵

𝑓

𝑢′ 𝑢

𝑔

in which the map 𝑔 is a left fibration is homotopy Cartesian in the Kan-
Quillen model category structure.

Proof In a Cartesian square of the form (4.6.11.2), if 𝑔 is a left fibration and
if 𝐵′ has an initial object whose image in 𝐵 is denoted by 𝑏, then R𝑏∗ (𝐴, 𝑢)
is canonically isomorphic to 𝐴′ in ho(sSet). Using Lemma 4.6.9, one sees that
conditions (i) and (ii) are equivalent. Since the homotopy pull-back of a weak
equivalence is a weak equivalence, condition (iii) implies condition (ii). Let
𝑖 : 𝐴→ 𝐶 be a right anodyne extension followed by a right fibration 𝑝 : 𝐶 → 𝐵

such that 𝑢 = 𝑝𝑖. Since (𝐴, 𝑢) and (𝐶, 𝑝) are isomorphic in RFib(𝐵), one is
locally constant if and only if the other has the same property. By virtue of
Theorem 4.6.10, condition (i) is equivalent to the condition that 𝑝 is a Kan
fibration. Let us consider a Cartesian square of the form (4.6.11.2). If we put
𝐶′ = 𝐵′ ×𝐵 𝐶, the map 𝑖′ : 𝐴′ → 𝐶′ induced by 𝑖 is a right anodyne extension
because it is the pull-back of 𝑖 by the left fibration 𝑔, hence by a proper map.



4.6 Locally constant functors and Quillen’s Theorem B 183

Since 𝐶′ is the homotopy pull-back of 𝐶 and 𝐵′ over 𝐵 (because 𝑝 is a Kan
fibration), this proves that the square (4.6.11.2) is homotopy Cartesian. □

Corollary 4.6.12 (Quillen’s Theorem B). Let 𝑢 : 𝐴→ 𝐵 be a functor between
small categories. Assume that, for any map 𝑏0 → 𝑏1 in 𝐵, the nerve of the
induced functor 𝑏1\𝐴→ 𝑏0\𝐴 is a weak homotopy equivalence. Then, for any
object 𝑏 of 𝐵, the Cartesian square

𝑁 (𝑏\𝐴) 𝑁 (𝐴)

𝑁 (𝑏\𝐵) 𝑁 (𝐵)

𝑁 (𝑢)

is homotopy Cartesian in the Kan-Quillen model category structure.

Proof For any left fibration 𝐵′ → 𝑁 (𝐵), if 𝐵′ has an initial object 𝑏′ whose
image in 𝐵 is denoted by 𝑏, the canonical maps 𝑏′\𝐵′ → 𝑁 (𝑏\𝐵) = 𝑏\𝑁 (𝐵)
and 𝑏′\𝐵′ → 𝐵′ are trivial fibrations. Therefore, the pull-backs of any of
these maps along any morphism 𝑋 → 𝑁 (𝐵) will remain a weak homotopy
equivalence. One deduces from there that the nerve of 𝑢 satisfies condition (ii)
of the previous Proposition, hence also condition (iii). □
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Our aim is here to construct the∞-category of∞-groupoids S (with a smallness
condition determined by a given universe, to keep S small itself). The way we
will define S will be so that any ∞-groupoid can be interpreted tautologically
as an object of S. This gives rise to the question of turning the assignment

(𝑥, 𝑦) ↦→ 𝐴(𝑥, 𝑦)

into a functor 𝐴op × 𝐴→ S for any∞-category 𝐴. Equivalently, to the question
of defining the Yoneda embedding ℎ𝐴 : 𝐴 → 𝐴 for any ∞-category 𝐴 (with
appropriate smallness assumptions). A related question consists in interpreting
each left fibration 𝑝 : 𝑋 → 𝐴 as a functor 𝐹 : 𝐴 → S (the value of 𝐹 at
𝑎 being the fibre of 𝑝 at 𝑎). The way we shall define S will make the latter
correspondence true by definition. Significant efforts will be necessary to prove
that this defines an∞-category (as opposed to a mere simplicial set), and then
to prove that this correspondence is not only syntactic, but also homotopy
theoretic: given two left fibrations 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 corresponding
to functors 𝐹, 𝐺 : 𝐴 → S, we shall have to compare the mapping space
Map𝐴(𝑋,𝑌 ) with the∞-groupoid Hom(𝐴, S) (𝐹, 𝐺).

The first section is a complement to Section 2.4 of Chapter 2: this is a general
theory of minimal fibrations in a model category on a category of presheaves,
under appropriate combinatorial assumptions. One proves that any fibration
may be approximated by a minimal fibration, and that weak equivalences be-
tween minimal fibrations always are isomorphisms. These properties mean that
some coherence problems can be solved whenever they have solutions up to
a weak equivalence. This will be used in Section 5.2, where we define the
universal left fibration with small fibres 𝑝univ : S• → S. We also prove that
the homotopy theory of left fibrations over a simplicial set 𝑋 is invariant under
weak categorical equivalences 𝑋 → 𝑌 (Theorem 5.2.14).

We then prove in Section 5.3 that the correspondence between left fibra-

184
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tions over 𝐴 and functors 𝐴 → S is also homotopy theoretic in the sense
sketched above. This involves a correspondence between the ∞-groupoid of
invertible maps between two functors with values in S and the space of fibre-
wise equivalences between the associated left fibrations. Section 5.4 extends
this correspondence to possibly non-invertible morphisms.

In order to define the Yoneda embedding, we develop in the fifth section a
homotopy theory of left bifibrations in the category of bisimplicial sets. This
section is quite technical and may be avoided at first: it is used only twice
in Section 5.6, in the proof (but not in the formulation of) Propositions 5.6.2
and 5.6.5, which explain how to see mapping spaces in families, using the
language of left fibrations. However, this theory of left bifibrations might be
useful for other purposes as well: it relies on a generalisation to Joyal’s covariant
model structures, of the well known fact that the diagonal of a levelwise weak
homotopy equivalence of bisimplicial sets is a weak homotopy equivalence.
It also provides a source of left fibrations under the form of diagonals of left
bifibrations (and it is this latter property that we really use in the text).

Section 5.7 compares various versions of the notion of locally small ∞-
category. Discussing such a set-theoretic issue is essential, simply to properly
formulate and use the Yoneda Lemma. Practical criteria for local smallness will
also be provided later in Section 7.10.

Finally, Section 5.8 is devoted to the construction of the Yoneda embedding
and to the proof of the Yoneda Lemma itself: Theorem 5.8.13. We emphazise
that, as can be seen in its proof, the Yoneda Lemma really is a cofinality
statement; this is explicitely formulated in Lemma 5.8.11 below.

5.1 Minimal fibrations

5.1.1. In this section, we fix once and for all an Eilenberg-Zilber category 𝐴;
see Definition 1.3.1 (in practice, 𝐴will be of the formΔΔΔ/𝑌 for a fixed simplicial
set𝑌 ). Given a representable presheaf 𝑎 on 𝐴, we shall write 𝜕𝑎 for the maximal
proper subobject of 𝑎.

We consider given a model category structure on 𝐴, whose cofibrations are
precisely the monomorphisms.

We also choose an exact cylinder 𝐼 such that the projection 𝐼 ⊗ 𝑋 → 𝑋

is a weak equivalence for any presheaf 𝑋 on 𝐴 (e.g., we can take for 𝐼 the
Cartesian product with the subobject classifier of the topos 𝐴). As usual, we
write 𝜕𝐼 = {0} ⨿ {1} ⊂ 𝐼 for the inclusion of the two end-points of 𝐼.

5.1.2. Let ℎ : 𝐼 ⊗ 𝑋 → 𝑌 be a homotopy. For 𝑒 = 0, 1, we write ℎ𝑒 for the
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composite

𝑋 = {𝑒} ⊗ 𝑋 → 𝐼 ⊗ 𝑋 ℎ−−→ 𝑌 .

Given a subobject 𝑆 ⊂ 𝑋 , we say that ℎ is constant on 𝑆 if the restriction ℎ |𝐼⊗𝑆
is the canonical projection 𝐼 ⊗ 𝑆 → 𝑆.

Given a presheaf 𝑋 , a section of 𝑋 is a map 𝑥 : 𝑎 → 𝑋 with 𝑎 a representable
presheaf. The boundary of such a section 𝑥 is the map

𝜕𝑥 : 𝜕𝑎 → 𝑎
𝑥−−→ 𝑋 .

Definition 5.1.3. Let 𝑋 be an object of 𝐴.
Two sections 𝑥, 𝑦 : 𝑎 → 𝑋 are 𝜕-equivalent if the following conditions are

satisfied.

(i) These have the same boundaries: 𝜕𝑥 = 𝜕𝑦.
(ii) There exists a homotopy ℎ : 𝐼 ⊗ 𝑎 → 𝑋 which is constant on 𝜕𝑎, and

such that ℎ0 = 𝑥 and ℎ1 = 𝑦.

We write 𝑥 ∼ 𝑦 whenever 𝑥 and 𝑦 are 𝜕-equivalent.
A minimal complex is a fibrant object 𝑆 such that, for any two sections

𝑥, 𝑦 : 𝑎 → 𝑆, if 𝑥 and 𝑦 are 𝜕-equivalent, then 𝑥 = 𝑦.
A minimal model of 𝑋 is a trivial cofibration 𝑆 → 𝑋 with 𝑆 a minimal

complex.

Proposition 5.1.4. Let 𝑋 be a fibrant object. The 𝜕-equivalence relation is
an equivalence relation on the set of sections of 𝑋 , and this relation does not
depend on the choice of the exact cylinder 𝐼.

Proof Let 𝑎 be a representable presheaf on 𝐴, and let 𝑥 and 𝑦 be two sections
of 𝑋 over 𝑎 such that 𝜕𝑥 = 𝜕𝑦. One can see 𝑥 and 𝑦 as maps from the
cofibrant object 𝑎 to the fibrant object 𝑋 of 𝜕𝑎\𝐴, with the obvious induced
model category structure. Since the relation of homotopy between maps from
a cofibrant object to a fibrant object is always an equivalence relation which is
independent of the choice of a cylinder object, this shows the proposition. □

Proposition 5.1.5. Let 𝜀 ∈ {0, 1}, and consider a fibrant object 𝑋 , together
with two maps ℎ, 𝑘 : 𝐼 ⊗ 𝑎 → 𝑋 , with 𝑎 representable, such that the restrictions
of 𝑘 and ℎ coincide on 𝐼⊗𝜕𝑎∪{1−𝜀}⊗𝑎. If, furthermore, we have 𝜕ℎ𝜀 = 𝜕𝑘 𝜀 ,
then the sections ℎ𝜀 and 𝑘 𝜀 are 𝜕-equivalent.

Proof Put 𝑧 = ℎ1−𝜀 = 𝑘1−𝜀; we also write ℓ for the restriction of ℎ (and of 𝑘)
on 𝐼⊗𝜕𝑎. We define 𝜑 : 𝐼⊗(𝐼⊗𝜕𝑎∪{1−𝜀}⊗𝑎) → 𝑋 as the constant homotopy
at the map (ℓ, 𝑧) : 𝐼 ⊗ 𝜕𝑎 ∪ {1− 𝜀} ⊗ 𝑎 → 𝑋 , and 𝜓 : 𝜕𝐼 ⊗ (𝐼 ⊗ 𝑎) → 𝑋 as the



5.1 Minimal fibrations 187

map whose restrictions to {0} ⊗ 𝐼 ⊗ 𝑎 and {1} ⊗ 𝐼 ⊗ 𝑎 are ℎ and 𝑘 , respectively.
Since 𝜕ℎ𝜀 = 𝜕𝑘 𝜀 , this defines a map

𝑓 = (𝜑, 𝜓) : (𝐼 ⊗ (𝐼 ⊗ 𝜕𝑎 ∪ {1 − 𝜀} ⊗ 𝑎)) ∪ (𝜕𝐼 ⊗ (𝐼 ⊗ 𝑎)) → 𝑋 .

Since the embedding of the source of 𝑓 into 𝐼 ⊗ 𝐼 ⊗ 𝑎 is a trivial cofibration, the
map 𝑓 is the restriction of some map 𝐹 : 𝐼 ⊗ 𝐼 ⊗ 𝑎 → 𝑋 . We define a morphism
𝐻 : 𝐼 ⊗ 𝑎 → 𝑋 as the restriction of 𝐹 on 𝐼 ⊗ {𝜀} ⊗ 𝑎. This is an homotopy
from ℎ𝜀 to 𝑘 𝜀 which is constant on 𝜕𝑎. □

Lemma 5.1.6. Let 𝑋 be any presheaf on 𝐴, and 𝑥0, 𝑥1 : 𝑎 → 𝑋 two degenerate
sections. If 𝑥0 and 𝑥1 are 𝜕-equivalent, then they are equal.

Proof For 𝜀 = 0, 1, there is a unique couple (𝑝𝜀 , 𝑦𝜀), where 𝑝𝜀 : 𝑎 → 𝑏𝜀

is a split epimorphism in 𝐴 and 𝑦𝜀 : 𝑏𝜀 → 𝑋 is a non-degenerate section of
𝑋 such that 𝑥𝜀 = 𝑦𝜀 𝑝𝜀 . Let us choose a section 𝑠𝜀 of 𝑝𝜀 . As 𝑥0 and 𝑥1 are
degenerate and since 𝜕𝑥0 = 𝜕𝑥1, we have 𝑥0𝑠0 = 𝑥1𝑠0 and 𝑥0𝑠1 = 𝑥1𝑠1. On the
other hand, we have 𝑦𝜀 = 𝑥𝜀𝑠𝜀 . We thus have the equalities 𝑦0 = 𝑦1𝑝1𝑠0 and
𝑦1 = 𝑦0𝑝0𝑠1. These imply that the maps 𝑝𝜀𝑠1−𝜀 : 𝑏1−𝜀 → 𝑏𝜀 are in 𝐴+ and
that 𝑏0 and 𝑏1 have the same dimension. This means that 𝑝𝜀𝑠1−𝜀 is the identity
for 𝜀 = 0, 1. In other words, we have 𝑏0 = 𝑏1 and 𝑦0 = 𝑦1, and we also have
proven that 𝑝0 and 𝑝1 have the same sections, hence are equal, by Condition
EZ3 of Definition 1.3.1. □

Theorem 5.1.7. Any fibrant object has a minimal model.

Proof Let 𝑋 be a fibrant object. A subobject 𝑆 of 𝑋 will be called thin if it
satisfies the following two conditions.

a) If 𝑥 and 𝑦 are two sections of 𝑆 which are 𝜕-equivalent as sections of 𝑋 ,
then 𝑥 = 𝑦;

b) If 𝑥 is a section of 𝑆 whose image in 𝑋 is 𝜕-equivalent to a degenerate
section of 𝑋 , then 𝑥 is degenerate.

Let 𝐸 be the set of thin subobjects of 𝑋 . We observe that 𝐸 is not empty: it
follows from Lemma 5.1.6 that the 0-skeleton of 𝑋 is an element of 𝐸 (but the
empty subobject is good as well). By Zorn’s lemma, we can choose a maximal
element 𝑆 of 𝐸 (with respect to inclusion). We shall first observe that any
section 𝑥 : 𝑎 → 𝑋 whose boundary 𝜕𝑥 factors through 𝑆 must be 𝜕-equivalent
to a section of 𝑆. Indeed, if 𝑥 is degenerate, then it factors through 𝜕𝑎 hence
through 𝑆. Otherwise, let us consider 𝑆′ = 𝑆∪Im(𝑥). A non-degenerate section
of 𝑆′ must either factor through 𝑆 or be precisely equal to 𝑥. If 𝑆′ is thin, then
the maximality of 𝑆 implies that 𝑆 = 𝑆′. Otherwise 𝑆′ is not thin. In this case,
if 𝑦 is a section of 𝑆′ 𝜕-equivalent to a degenerate section 𝑧 of 𝑋 , with 𝑦 ≠ 𝑧,
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then 𝑦 does not belong to 𝑆. This means that 𝑦 = 𝑥𝜎 where 𝜎 : 𝑏 → 𝑎 is a
map in 𝐴+. By Lemma 5.1.6, the section 𝑦 must also be non-degenerate. In
other words, we must have 𝑥 = 𝑦. But since 𝜕𝑥 = 𝜕𝑧 factors through 𝑆 with 𝑧
degenerate, we must have 𝑧 in 𝑆. This means that, for 𝑆′ not to be thin, either
𝑥 is 𝜕-equivalent to a degenerate section of 𝑆, either we have the existence of
two 𝜕-equivalent sections 𝑦0 and 𝑦1 of 𝑆′ which are not equal. In the second
situation, condition a) for 𝑆 implies that one of the sections, say 𝑦0, must be out
of 𝑆. This implies as above that 𝑦0 must be of the form 𝑥𝜎, with 𝜎 : 𝑎0 → 𝑎 in
𝐴+. If 𝜎 is not an identity, then condition b) implies that 𝑦1 is degenerate, and
thus, by virtue of Lemma 5.1.6, we must have 𝑦0 = 𝑦1, which is not possible, or
that 𝑦1 is not in 𝑆 and non-degenerate, i.e., that 𝑦1 = 𝑥. But then, since 𝑦0 and
𝑦1 must have the same domain, we must also have 𝑦0 = 𝑥, which contradicts
that fact that 𝑦0 ≠ 𝑦1. Therefore, we must have 𝑦0 = 𝑥 and 𝑦1 in 𝑆, which proves
that 𝑥 is 𝜕-equivalent to a section of 𝑆 anyway.

We will prove that 𝑆 is a retract of 𝑋 and that the inclusion 𝑆 → 𝑋 is an
𝐼-homotopy equivalence. This will show that 𝑆 is fibrant and thus a minimal
model of 𝑋 . Let us write 𝑖 : 𝑆 → 𝑋 for the inclusion map. Consider triples
(𝑇, ℎ, 𝑝), where𝑇 is a subobject of 𝑋 which contains 𝑆, 𝑝 : 𝑇 → 𝑆 is a retraction
(i.e. the restriction of 𝑝 to 𝑆 is the identity), and ℎ : 𝐼 ⊗ 𝑇 → 𝑋 is a homotopy
which is constant on 𝑆, and such that ℎ0 is the inclusion map 𝑇 → 𝑋 , while
ℎ1 = 𝑖𝑝. Such triples are ordered in the obvious way: (𝑇, ℎ, 𝑝) ≤ (𝑇 ′, ℎ′, 𝑝′)
if 𝑇 ⊂ 𝑇 ′, with ℎ′ |𝐼⊗𝑇 = ℎ and 𝑝′ |𝑇 = 𝑝. By Zorn’s lemma, we can choose a
maximal triple (𝑇, ℎ, 𝑝). To finish the proof, it is sufficient to prove that 𝑇 = 𝑋 .
In other words, it is sufficient to prove that any non-degenerate section of 𝑋
belongs to𝑇 . Let 𝑥 : 𝑎 → 𝑋 be a non-degenerate section which does not belong
to 𝑇 . Assume that the dimension of 𝑎 is minimal for this property. Then 𝜕𝑥
must factor through 𝑇 , so that, if we define 𝑇 ′ to be the union of 𝑇 and of the
image of 𝑥 in 𝑋 , then, by Theorem 1.3.8, we have a biCartesian square of the
following form.

𝜕𝑎 𝑇

𝑎 𝑇 ′

𝜕𝑥

𝑥

We have a commutative square

{0} ⊗ 𝜕𝑎 𝐼 ⊗ 𝜕𝑎

{0} ⊗ 𝑎 𝑋

ℎ(1⊗𝜕𝑥 )

𝑥

If we put 𝑢 = (ℎ(1 ⊗ 𝜕𝑥), 𝑥) : 𝐼 ⊗ 𝜕𝑎 ∪ {0} ⊗ 𝑎 → 𝑋 , we can choose a map
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𝐻 : 𝐼 ⊗ 𝑎 → 𝑋 such that 𝐻0 = 𝑥, while 𝐻 |𝐼⊗𝜕𝑎 = ℎ(1 ⊗ 𝜕𝑥). If we write
𝑦0 = 𝐻1, as ℎ1 factors through 𝑆, we see that the boundary 𝜕𝑦0 must factor
through 𝑆. Let 𝑦 be the section of 𝑆 which is 𝜕-equivalent to 𝑦0. We choose a
homotopy 𝐾 : 𝐼 ⊗ 𝑎 → 𝑋 which is constant on 𝜕𝑎 and such that 𝐾0 = 𝑦0 and
𝐾1 = 𝑦. Let

𝑓 : 𝐼 ⊗ 𝜕𝐼 ⊗ 𝑎 ∪ 𝐼 ⊗ 𝐼 ⊗ 𝜕𝑎 ∪ {1} ⊗ 𝐼 ⊗ 𝑎 → 𝑋

be the map whose restriction to 𝐼 ⊗ 𝑎 = 𝐼 ⊗ {𝜀} ⊗ 𝑎 is 𝐻 for 𝜀 = 0 and 𝐾 for
𝜀 = 1, while the restriction on 𝐼 ⊗𝑎 = {1} ⊗ 𝐼 ⊗𝑎 is the constant homotopy with
value 𝑦0, and the restriction on 𝐼 ⊗ 𝐼 ⊗ 𝜕𝑎 is the composition with ℎ(1 ⊗ 𝜕𝑥)
of the projection 𝐼 ⊗ 𝐼 ⊗ 𝜕𝑎 → 𝐼 ⊗ 𝜕𝑎 which is constant on the second factor.
Since the embedding of the source of 𝑓 into 𝐼 ⊗ 𝐼 ⊗ 𝑎 is a trivial cofibration,
there is a map

𝑔 : 𝐼 ⊗ 𝐼 ⊗ 𝑎 → 𝑋

which restricts to 𝑓 . This defines a homotopy

𝐿 : 𝐼 ⊗ 𝑎 → 𝑋

as the restriction of 𝑔 on {0} ⊗ 𝐼 ⊗ 𝑎 = 𝐼 ⊗ 𝑎. By construction, we have
𝐿0 = 𝐻0 = 𝑥 and 𝐿1 = 𝐾1 = 𝑦. We obtain the commutative diagram

𝐼 ⊗ 𝜕𝑎 𝐼 ⊗ 𝑇

𝐼 ⊗ 𝑎 𝑋

1𝐼⊗𝜕𝑥

ℎ

𝐿

so that, identifying 𝐼 ⊗ 𝑇 ′ with 𝐼 ⊗ 𝑎 ⨿𝐼⊗𝜕𝑎 𝐼 ⊗ 𝑇 , we define a new homotopy
ℎ′ = (𝐿, ℎ) : 𝐼 ⊗ 𝑇 ′ → 𝑋 . Similarly, the commutative diagram

𝜕𝑎 𝑇

𝑎 𝑆

𝜕𝑥

𝑝

𝑦

defines a map 𝑝′ = (𝑦, 𝑝) : 𝑇 ′ = 𝑎 ⨿𝜕𝑎 𝑇 → 𝑆. It is clear that the triple
(𝑇 ′, ℎ′, 𝑝′) extends (𝑇, ℎ, 𝑝), which leads to a contradiction. □

Proposition 5.1.8. Let 𝑋 be a fibrant object and 𝑖 : 𝑆 → 𝑋 a minimal resolution
of 𝑋 . Consider a map 𝑟 : 𝑋 → 𝑆 such that 𝑟𝑖 = 1𝑆 (such a map always exists
because 𝑖 is a trivial cofibration with fibrant domain). Then the map 𝑟 is a
trivial fibration.

Proof There exists a map ℎ : 𝐼 ⊗ 𝑋 → 𝑋 which is constant on 𝑆 and such that
ℎ0 = 𝑖𝑟 and ℎ1 = 1𝑋: we can see 𝑖 as a trivial cofibation between cofibrant and
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fibrant objects in the model category of objects under 𝑆, and 𝑟 is then an inverse
up to homotopy in this relative situation. Consider the commutative diagram
below.

𝜕𝑎 𝑋

𝑎 𝑆

𝑢

𝑟

𝑣

We want to prove the existence of a map 𝑤 : 𝑎 → 𝑋 such that 𝑤 |𝜕𝑎 = 𝑢 and
𝑟𝑤 = 𝑣. As 𝑋 is fibrant, there exists a map 𝑘 : 𝐼 ⊗ 𝑎 → 𝑋 whose retriction to
𝐼 ⊗ 𝜕𝑎 is ℎ(1𝐼 ⊗ 𝑢), while 𝑘0 = 𝑖𝑣. Let us put 𝑤 = 𝑘1. Then

𝜕𝑤 = 𝑤 |𝜕𝑎 = (ℎ(1𝐼 ⊗ 𝑢))1 = ℎ1𝑢 = 𝑢 .

It is thus sufficient to prove that 𝑣 = 𝑟𝑤. But 𝑘 and ℎ(1𝐼 ⊗ 𝑤) coincide on
𝐼 ⊗ 𝜕𝑎 ∪ {1} ⊗ 𝑎 and thus, by virtue of Proposition 5.1.5, we must have
𝑘0 ∼ (ℎ(1𝐼 ⊗ 𝑤))0. In other words, since 𝜕𝑖𝑣 = 𝑖𝑟𝑢 = 𝜕𝑖𝑟𝑤, we have 𝑖𝑣 ∼ 𝑖𝑟𝑤.
As 𝑟𝑖 = 1𝑆 , this implies that 𝑣 ∼ 𝑟𝑤, and, by minimality of 𝑆, that 𝑣 = 𝑟𝑤. □

Lemma 5.1.9. Let 𝑋 be a minimal complex and 𝑓 : 𝑋 → 𝑋 a map which is
𝐼-homotopic to the identity. Then 𝑓 is an isomorphism.

Proof Let us choose, once and for all, a map ℎ : 𝐼 ⊗ 𝑋 → 𝑋 such that ℎ0 = 1𝑋
and ℎ1 = 𝑓 . We will prove that the map 𝑓𝑎 : 𝑋𝑎 → 𝑋𝑎 is bĳective by induction
on the dimension 𝑑 of 𝑎. If 𝑎 is of dimension < 0, there is nothing to prove
because there is no such 𝑎. Assume that the map 𝑓𝑏 : 𝑋𝑏 → 𝑋𝑏 is bĳective for
any object 𝑏 of dimension < 𝑑. Consider two sections 𝑥, 𝑦 : 𝑎 → 𝑋 such that
𝑓 (𝑥) = 𝑓 (𝑦). Then, as 𝑓 is injective in dimension lesser than 𝑑, the equations

𝑓 𝜕𝑥 = 𝜕 𝑓 (𝑥) = 𝜕 𝑓 (𝑦) = 𝑓 𝜕𝑦

imply that 𝜕𝑥 = 𝜕𝑦. On the other hand, we can apply Proposition 5.1.5 to
the maps ℎ(1𝐼 ⊗ 𝑥) and ℎ(1𝐼 ⊗ 𝑦) for 𝜀 = 0, and we deduce that 𝑥 ∼ 𝑦.
As 𝑋 is minimal, this proves that 𝑥 = 𝑦. It remains to prove the surjectivity.
Let 𝑦 : 𝑎 → 𝑋 be a section. For any map 𝜎 : 𝑏 → 𝑎 in 𝐴 such that 𝑏
is of degree lesser than 𝑑, there is a unique section 𝑥𝜎 : 𝑏 → 𝑋 such that
𝑓 (𝑥𝜎) = 𝜎∗ (𝑦) = 𝑦𝜎. This implies that there is a unique map 𝑧 : 𝜕𝑎 → 𝑋

such that 𝑓 𝑧 = 𝜕𝑦. The map 𝐼 ⊗ 𝜕𝑎 1𝐼⊗𝑧−−−−→ 𝐼 ⊗ 𝑎 ℎ−−→ 𝑋 , together with the map
{1} ⊗ 𝑎 = 𝑎

𝑦
−−→ 𝑋 , define a map 𝜑 = (ℎ(1𝐼 ⊗ 𝑧), 𝑥), and we can choose a
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filling 𝑘 in the diagram below.

𝐼 ⊗ 𝜕𝑎 ∪ {1} ⊗ 𝑎 𝑋

𝐼 ⊗ 𝑎

𝜑

𝑘

Let us put 𝑥 = 𝑘0. Then 𝜕𝑥 = 𝑧, and thus 𝜕 𝑓 (𝑥) = 𝜕𝑦. Applying Proposition
5.1.5 to the maps 𝑘 and ℎ(1𝐼 × 𝑥) for 𝜀 = 1, we conclude that 𝑓 (𝑥) ∼ 𝑦. The
object 𝑋 being a minimal complex, this proves that 𝑓 (𝑥) = 𝑦. □

Proposition 5.1.10. Let 𝑋 and 𝑌 be two minimal complexes. Then any weak
equivalence 𝑓 : 𝑋 → 𝑌 is an isomorphism of presheaves.

Proof If 𝑓 : 𝑋 → 𝑌 is a weak equivalence, as both 𝑋 and 𝑌 are cofibrant
and fibrant, there exists 𝑔 : 𝑌 → 𝑋 such that 𝑓 𝑔 and 𝑔 𝑓 are homotopic to the
identify of 𝑌 and of 𝑋 , respectively. By virtue of the preceding lemma, the
maps 𝑔 𝑓 and 𝑓 𝑔 must be isomorphisms, which imply right away that 𝑓 is an
isomorphism. □

Theorem 5.1.11. Let 𝑋 be a fibrant object of 𝐴. The following conditions are
equivalent.

(i) The object 𝑋 is a minimal complex.
(ii) Any trivial fibration of the form 𝑋 → 𝑆 is an isomorphim.
(iii) Any trivial cofibration of the form 𝑆 → 𝑋 , with 𝑆 fibrant, is an isomor-

phism.
(iv) Any weak equivalence 𝑋 → 𝑆, with 𝑆 a minimal complex, is an isomor-

phism.
(v) Any weak equivalence 𝑆 → 𝑋 , with 𝑆 a minimal complex, is an isomor-

phism.

Proof It follows immediately from Proposition 5.1.10 that condition (i) is
equivalent to condition (iv) as well as to condition (v). Therefore, condition (v)
implies condition (iii): if 𝑖 : 𝑆 → 𝑋 is a trivial cofibration with 𝑆 fibrant and 𝑋
minimal, then 𝑆 must be minimal as well, so that 𝑖 has to be an isomorphism.
Let us prove that condition (iii) implies condition (ii): any trivial fibration
𝑝 : 𝑋 → 𝑆 admits a section 𝑖 : 𝑆 → 𝑋 which has to be a trivial cofibration
with fibrant domain, and thus an isomorphism. It is now sufficient to prove that
condition (ii) implies condition (i). By virtue of Theorem 5.1.7, there exists a
minimal model of 𝑋 , namely a trivial cofibration 𝑆 → 𝑋 with 𝑆 a minimal
complex. This cofibration has a retraction which, by virtue of Proposition 5.1.8,
is a trivial fibration. Condition (ii) implies that 𝑆 is isomorphic to 𝑋 , and thus
that 𝑋 is minimal as well. □
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It may be convenient to work with a restricted class of fibrant objects in the
following sense.

Definition 5.1.12. A class 𝐹 of fibrant presheaves on 𝐴 is said to be admissible
if it has the following stability properties.

(a) It is closed under retracts: for any map 𝑝 : 𝑋 → 𝑌 , which has a section,
if 𝑋 belongs to 𝐹, so does 𝑌 .

(b) For any trivial fibration 𝑝 : 𝑋 → 𝑌 , if 𝑌 is in 𝐹, then 𝑋 is in 𝐹.

The following proposition shows that we can work up to a weak equivalence,
while considering such classes of presheaves.

Proposition 5.1.13. Let 𝐹 be an admissible class of fibrant presheaves on 𝐴.
For any weak equivalence between fibrant presheaves 𝑓 : 𝑋 → 𝑌 , the presheaf
𝑋 is in 𝐹 is and only if 𝑌 is in 𝐹.

Proof We choose a factorisation of the weak equivalence 𝑓 into a trivial
cofibration 𝑖 : 𝑋 → 𝑇 followed by a trivial fibration 𝑝 : 𝑇 → 𝑌 . Since 𝑋 is
fibrant, the map 𝑖 is the section of some map 𝑟 : 𝑇 → 𝑋 . If 𝑌 is in 𝐹, then,
since 𝑝 is a trivial fibration, so is 𝑇 . Therefore, 𝑋 belongs to 𝐹, as retract of an
element of 𝐹. For the converse, applying what precedes to the map 𝑟 we see
that, if 𝑋 is in 𝐹, so is 𝑇 . Since any trivial fibration between cofibrant objects
has a section, this implies that 𝑌 is in 𝐹 as well, □

Definition 5.1.14. A fibration 𝑝 : 𝑋 → 𝑌 in 𝐴 is minimal if it is a minimal
complex as an object of 𝐴/𝑌 ≃ 𝐴/𝑌 for the induced model category structure
(whose, weak equivalences, fibrations and cofibrations are the maps which have
the corresponding property in 𝐴, by forgetting the base).

Proposition 5.1.15. The class of minimal fibrations is stable by pull-back.

Proof Consider a pull-back square

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑢

𝑝 𝑝′

𝑣

in which 𝑝′ is a minimal fibration. Let 𝑥, 𝑦 : 𝑎 → 𝑋 two global sections which
are 𝜕-equivalent over𝑌 (i.e. 𝜕-equivalent in 𝑋 , seen as a fibrant object of 𝐴/𝑌 ).
Then 𝑢(𝑥) and 𝑢(𝑦) are 𝜕-equivalent in 𝑋 ′ over 𝑌 ′, and thus 𝑢(𝑥) = 𝑢(𝑦). As
𝑝(𝑥) = 𝑝(𝑦), this means that 𝑥 = 𝑦. In other words, 𝑝 is a minimal fibration. □

Remark 5.1.16. The class of minimal fibrations is not stable by composition in
general.
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Everything we proved so far about minimal complexes has its counterpart in
the language of minimal fibrations. Let us mention the properties that we will
use later.

Theorem 5.1.17. For any fibration 𝑝 : 𝑋 → 𝑌 , there exists a trivial fibration
𝑟 : 𝑋 → 𝑆 and a minimal fibration 𝑞 : 𝑆 → 𝑌 such that 𝑝 = 𝑞𝑟.

Proof By virtue of Theorem 5.1.7 applied to 𝑝, seen as a fibrant presheaf over
𝐴/𝑌 , there exists a trivial cofibration 𝑖 : 𝑆 → 𝑋 such that 𝑞 = 𝑝 |𝑆 : 𝑆 → 𝑌 is
a minimal fibration. As both 𝑋 and 𝑆 are fibrant (as presheaves over 𝐴/𝑌 ), the
embedding 𝑖 is a strong deformation retract, so that, by virtue of Proposition
5.1.8 (applied again in the context of presheaves over 𝐴/𝑌 ), there exists a trivial
fibration 𝑟 : 𝑋 → 𝑆 such that 𝑟𝑖 = 1𝑆 , and such that 𝑞𝑟 = 𝑝. □

Remark 5.1.18. In the factorisation 𝑝 = 𝑞𝑟 given by the preceding theorem, 𝑞
is necessarily a retract of 𝑝. Therefore, if 𝑝 belongs to a class of maps which
is stable under retracts, the minimal fibration 𝑞 must have the same property.
Similarly, as 𝑟 is a trivial fibration, if 𝑝 belongs to a class which is defined up to
weak equivalences, then so does 𝑞. This means that this theorem can be used to
study classes of fibrations which are more general than classes of fibrations of
model category structures. This is were statements such as Proposition 5.1.13
might be useful.

Proposition 5.1.19. For any minimal fibrations 𝑝 : 𝑋 → 𝑌 and 𝑝′ : 𝑋 ′ → 𝑌 ,
any weak equivalence 𝑓 : 𝑋 → 𝑋 ′ such that 𝑝′ 𝑓 = 𝑝 is an isomorphism.

Proof This is a reformulation of Proposition 5.1.10 in the context of pre-
sheaves over 𝐴/𝑌 . □

Lemma 5.1.20. For any cofibration 𝑣 : 𝑌 → 𝑌 ′ and any trivial fibration
𝑝 : 𝑋 → 𝑌 , there exists a trivial fibration 𝑝′ : 𝑋 ′ → 𝑌 ′ and a pull-back square
of the following form.

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑢

𝑝 𝑝′

𝑣

Proof The pull-back functor 𝑣∗ : 𝐴/𝑌 ′ → 𝐴/𝑌 has a left adjoint 𝑣! and a
right adjoint 𝑣∗. We see right away that 𝑣∗𝑣! is isomorphic to the identity (i.e.
that 𝑣! is fully faithful), so that, by transposition, 𝑣∗𝑣∗ is isomorphic to the
identity as well. Moreover, the functor 𝑣∗ preserves trivial fibrations because its
left adjoint 𝑣∗ preserves monomorphisms. We define the trivial fibration 𝑝′ as
𝑣∗ (𝑝 : 𝑋 → 𝑌 ). □
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Proposition 5.1.21. Let F be a class of morphisms of presheaves over 𝐴 with
the following properties:

(i) any element of F is a fibration;

(ii) any trivial fibration is in F;

(iii) the class F is closed under retracts and under compositions.

Consider a commutative diagram of the form

𝑋0 𝑋1 𝑋 ′1

𝑌 𝑌 ′

𝑤

𝑝0

𝑖1

𝑝1 𝑝′1
𝑗

in which 𝑝0, 𝑝1 and 𝑝′1 are in F, 𝑤 is a weak equivalence, 𝑗 is a cofibration,
and the square is Cartesian. Then there exists a cartesian square

𝑋0 𝑋 ′0

𝑌 𝑌 ′

𝑖0

𝑝0 𝑝′0
𝑗

in which 𝑝′0 is a fibration in F, as well as a weak equivalence 𝑤′ : 𝑋 ′0 → 𝑋 ′1
such that 𝑝′1𝑤 = 𝑝′0 and 𝑖1𝑤 = 𝑤′𝑖0.

Proof We observe that if there are two fibrations 𝑝 : 𝑋 → 𝑆 and 𝑞 : 𝑌 → 𝑆 as
well as a weak equivalence 𝑢 : 𝑋 → 𝑌 over 𝑆, then 𝑝 is in F if and only if 𝑞 is
in F: this is a particular instance of Proposition 5.1.13 applied to the category
of presheaves on 𝐴/𝑆 for the class 𝐹 of fibrations 𝑇 → 𝑆 which are elements
of F. This means that we may assume, without loss of generality, that the class
F consists of all fibrations.

By virtue of Theorem 5.1.17, we can choose a trivial fibration 𝑟 ′1 : 𝑋 ′1 → 𝑆′

and a minimal fibration 𝑞′ : 𝑆 → 𝑌 ′ such that 𝑝′1 = 𝑞′𝑟 ′1. Let us write
𝑆 = 𝑌 ×𝑌 ′ 𝑆′, and 𝑘 : 𝑆 → 𝑆′ for the second projection. The canonical map
𝑟1 : 𝑋1 → 𝑆 is a trivial fibration (being the pull-back of such a thing), and the
projection 𝑞 : 𝑆 → 𝑌 is a minimal fibration by Proposition 5.1.15. We have
thus a factorisation 𝑝1 = 𝑞𝑟1. Moreover, the map 𝑟0 = 𝑟1𝑤 is a trivial fibration.
To see this, let us choose a minimal model 𝑢 : 𝑇 → 𝑋0. Then the map 𝑟1𝑤𝑢
is a weak equivalence between minimal fibrations and is thus an isomorphism
by Proposition 5.1.19. This means that 𝑟0 is a trivial fibration by Proposition
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5.1.8. The diagram we started from has the following form.

𝑋0 𝑋1 𝑋 ′1

𝑆 𝑆′

𝑌 𝑌 ′

𝑤

𝑟0

𝑖1

𝑟1 𝑟 ′1

𝑘

𝑞 𝑞′

𝑗

Moreover, both squares are Cartesian. This means that we can replace 𝑗 by 𝑘 . In
other words, without loss of generality, it is sufficient to prove the proposition
in the case where 𝑝0, 𝑝1 and 𝑝′1 are trivial fibrations. Under these additional
assumptions, we obtain a cartesian square

𝑋0 𝑋 ′0

𝑌 𝑌 ′

𝑖0

𝑝0 𝑝′0
𝑗

in which 𝑝′0 is a trivial fibration by Lemma 5.1.20. The lifting problem

𝑋0 𝑋1 𝑋 ′1

𝑋 ′0 𝑌 ′

𝑖0

𝑤 𝑖1

𝑝′1
𝑝′0

𝑤′

has a solution because 𝑖0 is a cofibration and 𝑝′1 a trivial fibration. Moreover,
any lift 𝑤′ must be a weak equivalence because both 𝑝′0 and 𝑝′1 are trivial
fibrations. □

Remark 5.1.22. Inner fibrations are not necessarily fibrations of the Joyal model
structure (e.g. the nerve of any functor between connected groupoids which is
not surjective on objects is not an isofibration). However, one may still consider
minimal inner fibrations (this is done by Lurie in [Lur09, 2.3.3]). Indeed, we
observe first that, since any invertible map inΔ𝑛 is an identity (𝑛 ≥ 0), any inner
fibration of the form 𝑝 : 𝑋 → Δ𝑛, is an isofibration between ∞-categories,
hence a fibration of the Joyal model category structure (Theorem 3.6.1). This
implies that, as an object of sSet/𝑌 , any inner fibration 𝑝 : 𝑋 → 𝑌 has the right
lifting property with respect to inclusions of the form

𝐽 × 𝐾 ∪ {𝜀} × 𝐿 → 𝐽 × 𝐿 𝜀 = 0, 1,

where 𝐾 → 𝐿 is a monomorphism of simplicial sets over 𝑌 , while 𝐽 × 𝐿 is
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considered as a simplicial set over 𝑌 with structural map given by the compo-
sition of the second projection 𝐽 × 𝐿 → 𝐿 with the structural map 𝐿 → 𝑌 :
indeed, it is sufficient to prove this lifting property in the case where 𝐿 = Δ𝑛

and 𝐾 = 𝜕Δ𝑛, in which case we may pull back 𝑝 along the given structural
map Δ𝑛 → 𝑌 . In particular, any inner fibration 𝑋 → 𝑌 is a fibrant object of
the model structure of Theorem 2.4.19 with the homotopical structure on the
category of presheaves on 𝐴 = ΔΔΔ/𝑌 associated to exact cylinder 𝐽 × (−) and the
minimal class of 𝐽-anodyne extensions (i.e. the one obtained by performing the
construction of Example 2.4.13 for 𝑆 = ∅).1 We may thus apply Theorem 5.1.7
and Proposition 5.1.8 for 𝐴 = ΔΔΔ/𝑌 and get a factorisation of 𝑝 into a trivial
fibration 𝑟 : 𝑋 → 𝑆 followed by a minimal inner fibration 𝑞 : 𝑆 → 𝑌 . We
also observe that property (ii) of Theorem 5.1.11 is independent of the model
structure we choose to work with on the category of presheaves over 𝐴 = ΔΔΔ/𝑌 .

5.2 The universal left fibration

Proposition 5.2.1. For 0 < 𝑘 < 𝑛, the inclusion 𝑖 : Λ𝑛
𝑘
→ Δ𝑛 induces an

equivalence of categories

L𝑖! : RFib(Λ𝑛𝑘)
∼−→ RFib(Δ𝑛) .

Proof Since 𝑖 is bĳective on objects, it follows from Theorem 4.1.16 that the
functor R𝑖∗ is conservative. Therefore, it is sufficient to prove that the functor
L𝑖! is fully faithful. By virtue of Proposition 4.5.1, it is sufficient to prove that,
for any object 𝑎 of Δ𝑛, the map

ℎ𝑎 → R𝑖∗L𝑖! (ℎ𝑎)

is an isomorphism in RFib(Λ𝑛
𝑘
). For 𝑎 ∈ {0, . . . , 𝑛}, a fibrant resolution of

the image of (Δ0, 𝑎) by 𝑖! is Δ𝑎 = Δ𝑛/𝑎. The object R𝑖∗L𝑖! (ℎ𝑎) is thus the
intersection of Λ𝑛

𝑘
with Δ𝑎, the structural map to Λ𝑛

𝑘
being the inclusion. To

finish the proof, it remains to check that 𝑎 is final in Λ𝑛
𝑘
∩ Δ𝑎. If 𝑎 < 𝑛, then

Δ𝑎 is contained in the image of the face which avoids 𝑛, and therefore, since
𝑘 < 𝑛, we have Δ𝑎 ⊂ Λ𝑛

𝑘
, which implies in turn that Λ𝑛

𝑘
∩ Δ𝑎 = Δ𝑎. Since it

is obvious that 𝑎 is final in Δ𝑎, we only have to check the case where 𝑎 = 𝑛.
In this case, we have Λ𝑛

𝑘
∩ Δ𝑛 = Λ𝑛

𝑘
, and, as 𝑘 > 0, Lemma 4.4.3 finishes the

proof. □

1 Despite the appearances, this is not a special case of the construction of paragraph 2.5.1.
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Corollary 5.2.2. Let us consider a commutative square of the form

𝑋 𝑌

Λ𝑛
𝑘

Δ𝑛

�̃�

𝑝 𝑞

𝑖

where 0 < 𝑘 < 𝑛. We also assume that �̃� is final (cofinal) and that both 𝑝 and 𝑞
are right (left) fibrations. Then the induced map 𝑋 → Λ𝑛

𝑘
×Δ𝑛 𝑌 is a fibrewise

equivalence.

Proof In the case where �̃� is final and 𝑝 and 𝑞 are right fibrations, this is a
reformulation of the fully faithfulness of the functor L𝑖!, by Proposition 4.1.16.
The dual version is obtained by applying the functor 𝑇 ↦→ 𝑇op in an appropriate
way. □

Definition 5.2.3. We fix a Grothendieck universe U. A set is U-small is it
belongs to U. One defines ΔΔΔ so that its set of arrows is U-small. We define the
simplicial set𝑈 of morphisms of simplicial sets with U-small fibres as follows.
An element of𝑈𝑛 is a map 𝑝 : 𝑋 → Δ𝑛, such that 𝑋 takes its values in U-small
sets, together with a choice, for any map 𝑓 : Δ𝑚 → Δ𝑛, of a Cartesian square
of U-small simplicial sets of the following form.

𝑓 ∗ (𝑋) 𝑋

Δ𝑚 Δ𝑛

𝑓

𝑓 ∗ 𝑝 𝑝

𝑓

with the constraint that 1∗
Δ𝑛
(𝑋) = 𝑋 and 1̃Δ𝑛 = 1𝑋.

One defines the simplicial set S of left fibrations with specifiedU-small fibers
as the sub-object of𝑈 whose elements correspond to left fibrations of codomain
Δ𝑛 with specified pull-back squares of U-small simplicial sets as above.

One checks immediately that Sop can be interpreted as the simplicial set of
right fibrations with specified U-small fibers, i.e., is canonically isomorphic to
the sub-object of 𝑈 whose elements are the right fibrations of codomain Δ𝑛

with suitably specified pull-back squares.
There is a pointed version of𝑈, which we denote by𝑈•. A map Δ𝑛 → 𝑈• is

a map 𝑝 : 𝑋 → Δ𝑛 with 𝑋 a presheaf of U-small sets, equipped with pull-backs
as above, together with a section 𝑠 : Δ𝑛 → 𝑋 of 𝑝. Forgetting the section 𝑠
defines a morphism of simplicial sets

𝜋 : 𝑈• → 𝑈 .
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One defines similarly

𝑝univ : S• → S

as the pull-back of 𝜋 : 𝑈• → 𝑈 along the inclusion S ⊂ 𝑈.

The proof of the following proposition is straightforward, and the details are
left to the reader.

Proposition 5.2.4. Given a morphism of simplicial sets 𝑓 : 𝑋 → 𝑌 , specifying
a Cartesian square of the form

𝑋 𝑈•

𝑌 𝑈

𝐹

𝑓 𝜋

𝐹

is equivalent to choose, for each map 𝜑 : Δ𝑛 → 𝑌 , a Cartesian square

𝜑∗ (𝑋) 𝑋

Δ𝑛 𝑌

𝜑

𝜑∗ ( 𝑓 ) 𝑓

𝜑

where 𝜑∗ (𝑋) is a U-small simplicial set.

Definition 5.2.5. In the situation of the preceding proposition, we say that the
morphism 𝐹 classifies the map 𝑓 .

A morphism of simplicial sets 𝑓 : 𝑋 → 𝑌 is said to have U-small fibres if
there exists a map 𝐹 : 𝑌 → 𝑈 which classifies 𝑓 .

We observe that a morphism of simplicial sets 𝑓 : 𝑋 → 𝑌 has U-small fibres
if and only if, for any non-negative integer 𝑛 and any map 𝑓 : Δ𝑛 → 𝑌 , the
fibre product 𝑍 = Δ𝑛 ×𝑌 𝑋 is isomorphic to a U-small simplicial set (i.e. the
cardinal of each set 𝑍𝑖 , 𝑖 ≥ 0, is smaller than the cardinal of 𝑈). The excluded
middle principle has the following consequence.

Corollary 5.2.6. Let us consider a Cartesian square of simplicial sets

𝑋 𝑋 ′

𝐴 𝐴′

𝑓 𝑓 ′

𝑖

in which the map 𝑖 is a monomorphism. If the map 𝑓 is classified by a morphism
of simplicial sets 𝐹 : 𝐴 → 𝑈, and if 𝑓 ′ has U-small fibres, there exists a
morphism 𝐹′ : 𝐴′ → 𝑈 which classifies 𝑓 ′, such that 𝐹′𝑖 = 𝐹.
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Proposition 5.2.7. A morphism of simplicial sets 𝑝 : 𝑋 → 𝑌 is a right (left)
fibration if and only if, for any map Δ𝑛 → 𝑌 , the induced map Δ𝑛 ×𝑌 𝑋 → Δ𝑛

is a right (left) fibration, respectively.

Proof This follows right away from the fact that the property of being a right
(left) fibration is determined by the right lifting property with respect to a set
of maps with representable codomains. □

Corollary 5.2.8. The canonical map 𝑝univ : S• → S is a left fibration. More-
over, a morphism of simplical sets 𝑝 : 𝑋 → 𝑌 with U-small fibres is a left
fibration if and only if it is classified by a map 𝑏 : 𝑌 → 𝑈 which factors
through S. In particular, any left fibration with U-small fibres 𝑝 : 𝑋 → 𝑌

arises from a Cartesian square of the form below.

𝑋 S•

𝑌 S

𝐹

𝑝 𝑝univ

𝐹

Lemma 5.2.9. Given integers 0 < 𝑘 < 𝑛, for any minimal left fibration with
U-small fibres 𝑝 : 𝑋 → Λ𝑛

𝑘
, there exists a minimal left fibration with U-small

fibres 𝑞 : 𝑌 → Δ𝑛, and a pull-back square of the following form.

𝑋 𝑌

Λ𝑛
𝑘

Δ𝑛

�̃�

𝑝 𝑞

𝑖

Proof Let us factor the map 𝑖𝑝 as a left anodyne extension 𝑖0 : 𝑋 → 𝑌0

followed by a left fibration 𝑝0 : 𝑋0 → Δ𝑛. By virtue of Theorem 5.1.17
(applied to the covariant model category structure over Δ𝑛), we can factor
𝑝0 into a trivial fibration 𝑞0 : 𝑋0 → 𝑌 followed by a minimal left fibration
𝑞 : 𝑌 → Δ𝑛 (see also Remark 5.1.22). On checks that one can construct all
these factorisations in such a way that all the maps have U-small fibres. If we
put �̃� = 𝑞0𝑖0, we thus get the commutative square below.

(5.2.9.1)
𝑋 𝑌

Λ𝑛
𝑘

Δ𝑛

�̃�

𝑝 𝑞

𝑖

The projection Λ𝑛
𝑘
×Δ𝑛 𝑌 → Λ𝑛

𝑘
is a minimal left fibration (Proposition 5.1.15).

On the other hand, by Corollary 5.2.2, the comparison map 𝑋 → Λ𝑛
𝑘
×Δ𝑛 𝑌

is a fibrewise equivalence over Λ𝑛
𝑘
. Therefore, Proposition 5.1.10 (applied to
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the covariant model structure over Λ𝑛
𝑘
) implies that this comparison map is an

isomorphism, and thus that (5.2.9.1) is Cartesian. □

The following theorem was stated as a conjecture by Nichols-Barrer [NB07].

Theorem 5.2.10. The simplicial set S is an∞-category whose objects are the
U-small∞-groupoids.2

Proof By virtue of Proposition 5.2.7 and Corollary 5.2.6, to prove that S is
an ∞-category, we only have to prove that, given integers 0 < 𝑘 < 𝑛, for any
left fibration with U-small fibres 𝑝 : 𝑋 → Λ𝑛

𝑘
, there exists a left fibration with

U-small fibres 𝑞 : 𝑌 → Δ𝑛 and a pull-back square of the form (5.2.9.1). By
virtue of Theorem 5.1.17, there exists a factorisation of 𝑝 as 𝑝 = 𝑝0𝑟 with 𝑟
a trivial fibration and 𝑝0 a minimal left fibration. We can extend 𝑝0 and then
𝑟, using Lemmas 5.2.9 and 5.1.20 successively. The objects of S correspond to
left fibrations with U-small fibres whose codomain is Δ0, which are nothing
but U-small Kan complexes, or, equivalently, U-small∞-groupoids. □

Corollary 5.2.11 (Joyal). Let 𝑖 : 𝐴 → 𝐵 be a trivial cofibration of the Joyal
model category structure (e.g., an inner anodyne extension). Then, for any
left (right) fibration with U-small fibres 𝑝 : 𝑋 → 𝐴, there exists a left (right)
fibration withU-small fibres 𝑞 : 𝑌 → 𝐵, and a Cartesian square of the following
form.

𝑋 𝑌

𝐴 𝐵

�̃�

𝑝 𝑞

𝑖

Proof By virtue of Corollary 5.2.6, we are only expressing the fact that the
map S→ Δ0 has the right lifting property with respect to 𝑖, which follows from
the preceding theorem and from Theorem 3.6.1. □

Lemma 5.2.12. Given an anodyne extension 𝐾 → 𝐿, for any Kan fibration
with U-small fibres 𝑝 : 𝑋 → 𝐾 , there exists a Kan fibration with U-small fibres
𝑞 : 𝑌 → 𝐿, and a pull-back square of the following form.

(5.2.12.1)
𝑋 𝑌

𝐾 𝐿

�̃�

𝑝 𝑞

𝑖

2 The last assertion is not completely correct. The objects of S are U-small∞-groupoids 𝑋
endowed with a choice, for any integer 𝑛 ≥ 0, of an abstract category-theoretic U-small
Cartesian product Δ𝑛 × 𝑋.
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Proof There is a simplicial subset K ⊂ S such that a map 𝐹 : 𝐴→ S factors
through K if and only if 𝐹 classifies a Kan fibration. We want to prove that K
is a Kan complex. That means that it is sufficient to prove this lemma in the
case where the anodyne extension 𝐾 → 𝐿 is a horn inclusion. Therefore, we
may assume, without loss of generality, that 𝐿 itself is U-small. By virtue of
Theorem 5.1.17, there exists a factorisation of 𝑝 as 𝑝 = 𝑝0𝑟 with 𝑟 a trivial
fibration and 𝑝0 a minimal Kan fibration. Lemma 5.1.20 thus shows that it is
sufficient to consider the special case where 𝑝 is a minimal Kan fibration.

Let us factor the map 𝑖𝑝 as an anodyne extension 𝑖0 : 𝑋 → 𝑌0 followed
by a Kan fibration 𝑝0 : 𝑋0 → 𝐿. By virtue of Theorem 5.1.17, we can factor
𝑝0 into a trivial fibration 𝑞0 : 𝑋0 → 𝑌 followed by a minimal left fibration
𝑞 : 𝑌 → 𝐿. If we put �̃� = 𝑞0𝑖0, we thus get a commutative square of the form
(5.2.12.1). Since any Kan fibration is locally constant (Corollary 4.6.6), the
map 𝑋 → 𝐾 ×𝐿 𝑌 is a weak homotopy equivalence over 𝐾 . Propositions 5.1.15
and 5.1.19 imply that this square is Cartesian. □

Proposition 5.2.13. Let 𝐹 : 𝐴 → S be a morphism which classifies a left
fibration 𝑝 : 𝑋 → 𝐴. Then 𝐹 factors though the maximal ∞-groupoid 𝑘 (S) if
and only if the map 𝑝 is a Kan fibration. In particular, for any Kan fibration
𝑝 : 𝑋 → 𝐴, there exists a Cartesian square of the following form.

(5.2.13.1)
𝑋 𝑘 (S•)

𝐴 𝑘 (S)

𝑝 𝑘 (𝑝univ )
𝐹

Proof We have a canonical Cartesian square

𝑘 (S•) S•

𝑘 (S) S

𝑘 (𝑝univ ) 𝑝univ

because the map 𝑝univ, being a left fibration, is conservative. The map 𝑘 (𝑝univ)
is a left fibration whose codomain is a Kan complex, hence it is a Kan fibration.
Therefore, if the classifying map 𝐹 : 𝐴 → S of a left fibration factors through
𝑘 (S), we have a Cartesian square of the form (5.2.13.1) which proves that 𝑝
is a Kan fibration. Conversely, if 𝑝 : 𝑋 → 𝐴 is a Kan fibration, then Lemma
5.2.12 ensures that there exists a Cartesian square of the form

𝑋 𝑌

𝐴 Ex∞ (𝐴)

𝑝 𝑞

𝛽𝐴
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where 𝛽𝐴 is the canonical anodyne extension (3.1.22.5), and 𝑞 is some Kan
fibration. In particular, any classifying map of 𝑝 factors through the∞-groupoid
Ex∞ (𝐴), hence through 𝑘 (S). □

Theorem 5.2.14 (Joyal). For any weak categorical equivalence 𝑓 : 𝐴 → 𝐵,
the functor L 𝑓! : RFib(𝐴) → RFib(𝐵) is an equivalence of categories.

Proof Let W be the class of maps 𝑓 such that L 𝑓! is an equivalence of
categories. We want to prove that W contains the class of weak equivalences of
the Joyal model category structure. By virtue of Proposition 3.6.2 it is sufficient
to prove that W satisfies the following conditions.

(i) The class W has the two-out-of-three property.
(ii) Any inner anodyne extension is in W.
(iii) Any trivial fibration between∞-categories is in W.

Property (i) follows from the facts that the class of equivalences of categories
has the two-out-of-three property, and that the assignment 𝐴 ↦→ RFib(𝐴) is
a functor: given two composable morphisms of simplicial sets 𝑓 and 𝑔, we
have L𝑔!L 𝑓! = L(𝑔 𝑓 )! and L(1𝐴)! = 1RFib(𝐴) . To prove property (ii), we first
remark that any inner anodyne extension is bĳective on objects. Indeed, the
class of morphisms of simplicial sets which induce a bĳective map on objects
is saturated, so that, by the small object argument, it is sufficient to check this
property for the case of the inclusion of Λ𝑛

𝑘
into Δ𝑛 for 0 < 𝑘 < 𝑛, in which

case we obviously have an equality at the level of objects. In particular, as a
consequence of Theorem 4.1.16, for any inner anodyne extension 𝑖 : 𝐴 → 𝐵,
the functor R𝑖∗ is conservative. This means that we only have to prove that
L𝑖! is fully faithful. Given an object 𝐹 of RFib(𝐴), we may assume that 𝐹 is
represented by a right fibration 𝑝 : 𝑋 → 𝐴. By virtue of Corollary 5.2.11, we
can choose a Cartesian square of simplicial sets of the form

𝑋 𝑌

𝐴 𝐵

�̃�

𝑝 𝑞

𝑖

in which 𝑞 is a right fibration. It is now sufficient to prove that the map �̃� is
a right anodyne extension. Indeed, if this is the case, the image in RFib(𝐴)
of the canonical isomorphism from 𝑋 to 𝐴 ×𝐵 𝑌 is then the co-unit map
𝐹 → R𝑖∗L𝑖! (𝐹). In particular, the functor L𝑖! is fully faithful. Let us prove that
�̃� is a right anodyne extension. We first consider the case where 𝑖 is the canonical
inclusion of Λ𝑛

𝑘
into Δ𝑛 for some 0 < 𝑘 < 𝑛. Then we already know that L𝑖! is

an equivalence of categories. The map �̃� is then the co-unit of this adjunction
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and is thus invertible in RFib(Δ𝑛). Therefore, it is a weak equivalence with
fibrant codomain in the contravariant model category structure over Δ𝑛, hence
a right anodyne extension (see Proposition 4.1.11). The case where 𝑖 is a sum of
inclusions of inner horns follows right away. For the general case, assume that
𝑖 is a retract of an inner anodyne extension 𝑖0 : 𝐴0 → 𝐵0. Let 𝑝0 : 𝑋0 → 𝐴0

and 𝑞0 : 𝑌0 → 𝐵0 for the pull-backs of 𝑝 and 𝑞 respectively, so that we get a
new Cartesian square

𝑋0 𝑌0

𝐴0 𝐵0

�̃�0

𝑝0 𝑞0

𝑖0

of which the previous square is a retract. In particular, the map �̃� is a retract
of �̃�0, and it is sufficient to prove that �̃�0 is a right anodyne extension. Using
the small object argument, we can produce such a map 𝑖0 which is a countable
composition of maps

𝐴0
𝑗1−−→ 𝐴1

𝑗2−−→ · · ·
𝑗𝑛−−→ 𝐴𝑛

𝑗𝑛+1−−−→ 𝐴𝑛+1 −→ · · · ,

each map 𝑗𝑛 being obtained through a pushout square of the form∐
𝜆∈𝐿𝑛 Λ

𝑚𝜆
𝑘𝜆

𝐴𝑛−1

∐
𝜆∈𝐿𝑛 Δ

𝑚𝜆 𝐴𝑛

𝑗𝑛

with 0 < 𝑘𝜆 < 𝑚𝜆 for all 𝜆 ∈ 𝐿𝑛. Let 𝑝𝑛 : 𝑋𝑛 → 𝐴𝑛 be the pull-back of 𝑞0
along the inclusion 𝐴𝑛 ⊂ 𝐵0. We then have canonical pull-back squares

𝑋𝑛−1 𝑋𝑛

𝐴𝑛−1 𝐴𝑛

�̃�𝑛

𝑝𝑛−1 𝑝𝑛

𝑗𝑛

and it is sufficient to check that each �̃�𝑛 is a right anodyne extension, because
�̃�0 is the countable composition 𝑋0 → lim−−→𝑛

𝑋𝑛 of the �̃�𝑛’s. But each of these
is the push-out of the pull-back of a sum of inner horn inclusions along a right
fibration, which we already know to be a right anodyne extension. This achieves
the proof that the class W contains all inner anodyne extensions.

It remains to prove that any trivial fibration is in W. Let 𝑞 : 𝐴 → 𝐵 be a
trivial fibration. Since 𝑞 is surjective on objects (it even has at least a section),
the functor R𝑞∗ is also conservative. Therefore, it is sufficient to prove that the
functor L𝑞! is fully faithful. Since trivial fibrations are stable by pull-backs, the
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functor 𝑞∗ also preserves weak equivalences. Therefore, given an object 𝐹 of
RFib(𝐴) represented by a morphism 𝑝 : 𝑋 → 𝐴, the co-unit 𝐹 → R𝑞∗L𝑞! (𝐹)
is the image of the map 𝑓 = (𝑝, 1𝑋) : 𝑋 → 𝐴 ×𝐵 𝑋 . This map is a section of
the trivial fibration 𝐴 ×𝐵 𝑋 → 𝑋 and is thus a right anodyne extension (see
Corollary 2.4.29 and Proposition 4.1.7). □

Remark 5.2.15. An inspection of the proof of Theorems 5.2.10 and 5.2.14
shows that a monomorphism of small simplicial sets 𝑖 : 𝐴 → 𝐵 has the left
lifting property with respect to S → Δ0 (for all universes U) whenever the
induced functor L𝑖! : RFib(𝐴) → RFib(𝐵) is fully faithful.

Corollary 5.2.16 (Joyal). A morphism of simplicial sets 𝑓 : 𝐴→ 𝐵 is a weak
categorical equivalence if and only if it satisfies the following two properties.

(a) The functor 𝜏( 𝑓 ) : 𝜏(𝐴) → 𝜏(𝐵) is essentially surjective.
(b) The functor L 𝑓! : RFib(𝐴) → RFib(𝐵) is fully faithful.

Proof Let us choose a commutative square of the form

𝐴 𝐵

𝐴′ 𝐵′

𝑓

𝑎 𝑏

𝑓 ′

in which both 𝑎 and 𝑏 are weak categorical equivalences, while 𝐴′ and 𝐵′ are
∞-categories. We know that the functor 𝜏 sends weak categorical equivalences
to equivalences of categories (see Proposition 3.3.14), and it follows from the
preceding theorem that the functors L𝑎! and L𝑏! are equivalences of categories.
Therefore, 𝑓 satisfies conditions (a) and (b) if and only if 𝑓 ′ has the same
property. Similarly, 𝑓 is a weak categorical equivalence if and only if 𝑓 ′ is a
weak categorical equivalence. We may thus assume, without loss of generality,
that 𝐴 and 𝐵 are ∞-categories. In this case, it follows from Proposition 4.5.2
that 𝑓 satisfies condition (a) if and only if it is fully faithful. We also know that
𝑓 is essentially surjective if and only if the functor 𝜏( 𝑓 ) has this property (see
Remark 3.9.4). Therefore, Theorem 3.9.7 achieves the proof. □

5.3 Homotopy classification of left fibrations

Proposition 5.3.1. Any weak categorical equivalence is final.

Proof Let 𝑢 : 𝑋 → 𝑌 be weak categorical equivalence. To prove that 𝑢 is
final, it is sufficient to prove that it induces an isomorphism in RFib(𝑌 ); see
Proposition 4.1.11. We may choose an inner anodyne extension 𝑗 : 𝑌 → 𝑌 ′ with
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𝑌 ′ an∞-category. Since, by Theorem 5.2.14, the functorL 𝑗! is an equivalence of
categories, it is sufficient to prove that 𝑗𝑢 induces an isomorphism in RFib(𝑌 ′).
For this, it is sufficient to prove that 𝑗𝑢 is final. In other word, it is sufficient to
prove that 𝑢 is final under the additional assumption that 𝑌 is an ∞-category.
We recall that 𝐽′ is the nerve of the contractible groupoid with sets of objects
{0, 1}. We observe that inclusions of the form

Λ𝑛𝑘 → Δ𝑛 , 𝑛 ≥ 2, 0 < 𝑘 < 𝑛,

or of the form

𝐽′ × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 → 𝐽′ × Δ𝑛 , 𝑛 ≥ 0, 𝜀 = 0, 1,

all are right anodyne extensions (Proposition 4.1.7) as well as weak categorical
equivalences. Applying the small object argument to this family of inclusions,
we obtain a factorisation of 𝑢 of the form 𝑢 = 𝑝𝑖 with 𝑖 both a trivial cofibration
of the Joyal model structure and a right anodyne extension, and 𝑝 an isofibration
(hence a fibration of the Joyal model structure, by Theorem 3.6.1). Therefore,
the map 𝑝 is a trivial fibration, and this shows that 𝑢 is final, by virtue of
Corollary 4.1.9. □

Corollary 5.3.2. Let us consider three composable maps

𝐴′
𝑖−→ 𝐴

𝑓
−→ 𝐵

𝑗
−→ 𝐵′

and assume that 𝑖 and 𝑗 are weak categorical equivalences. Then the map 𝑓 is
final if and only if the map 𝑗 𝑓 𝑖 is final.

Proof The map 𝑓 is final if and only if it defines an isomorphism in the
homotopy category RFib(𝐵); see Proposition 4.1.11. The previous proposition
shows that 𝑖 is final, hence induces an isomorphism in RFib(𝐵). Therefore,
𝑓 is final if and only if 𝑓 𝑖 is final. By Theorem 5.2.14, the functor L 𝑗! is an
equivalence of categories, and it is clear that L 𝑗! ( 𝑓 ) is the map induced by 𝑗 𝑓 .
Since, again by the previous proposition, the map 𝑗 is final, this shows that 𝑓
is final if and only if 𝑗 𝑓 has this property. □

Corollary 5.3.3. Any right fibration is a fibration in the Joyal model category
structure.

Proof By virtue of Theorem 4.1.5, any right fibration 𝑝 : 𝑋 → 𝑌 is a fibration
of the contravariant model category structure over𝑌 . Therefore, by definition of
the latter, such a map has the right lifting property with respect to right anodyne
extensions over 𝑌 . Proposition 5.3.1 thus implies that 𝑝 has the right lifting
property with respect to any trivial cofibration of the Joyal model category
structure. □
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Remark 5.3.4. However, it is not true that any right fibration 𝑋 → 𝑌 over a
given simplicial set𝐶 is a fibration of the contravariant model category structure
over 𝐶, even if 𝐶 is an ∞-groupoid. Indeed, if it was true over Δ0, this would
imply that all right fibrations are Kan fibrations (see paragraph 4.1.6). But the
latter is obviously not true; for instance, the inclusion of {0} into Δ𝑛 is always
a right fibration, but it is not a Kan fibration when 𝑛 > 0.

Proposition 5.3.5. For any Cartesian square

𝑋 𝑌

𝐴 𝐵

𝑓

𝑝 𝑞

𝑓

in which 𝑓 is a weak categorical equivalence and 𝑞 is a right fibration, the map
𝑓 is a weak categorical equivalence.

Proof We check first that the functor L 𝑓! : RFib(𝑋) → RFib(𝑌 ) is fully
faithful. Let 𝑢 : 𝐸 → 𝑋 be a right fibration. We form a commutative square

𝐸 𝐹

𝑋 𝑌

𝑔

𝑢 𝑣

𝑓

in which 𝑣 is a right fibration, and 𝑔 is final. In other words, (𝑌, 𝑞) = L 𝑓! (𝐸, 𝑢)
in RFib(𝑌 ). We will prove that the map 𝐸 → 𝑋 ×𝑌 𝐹 is final as follows.
Since the map 𝑋 ×𝑌 𝐹 → 𝑋 is fibrant in the contravariant model category
structure over 𝑋 (being a pull-back of 𝑣), and since 𝑝 is a right fibration, the
composed map 𝑋 ×𝑌 𝐹 → 𝐴 is a right fibration. By virtue of Proposition
4.1.11, it is sufficient to prove that this map is an isomorphism in RFib(𝐴). We
now observe that 𝑋 ×𝑌 𝐹 is canonically isomorphic to 𝐴 ×𝐵 𝐹. Therefore, the
map 𝐸 → 𝑋 ×𝑌 𝐹 corresponds to the co-unit map (𝐸, 𝑝𝑢) → R 𝑓 ∗L 𝑓! (𝐸, 𝑝𝑢),
which is invertible, since L 𝑓! is fully faithful, by Theorem 5.2.14. On the other
hand, the map 𝐸 → 𝑋 ×𝑌 𝐹, which we now know to be final, can also be
interpreted as the co-unit map (𝐸, 𝑢) → R 𝑓 ∗L 𝑓! (𝐸, 𝑢). Therefore, the latter is
an isomorphism, and this shows that L 𝑓! is fully faithful. By Corollary 5.2.16 it
suffices to check that 𝜏( 𝑓 ) is essentially surjective. Let us choose a commutative
square of the form

𝐴 𝐵

𝐴′ 𝐵′

𝑓

𝑎 𝑏

𝑓 ′
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in which both 𝑎 and 𝑏 are inner anodyne extensions, while 𝐴′ and 𝐵′ are ∞-
categories. By corollary 5.2.11, we can also choose a right fibration of the form
𝑞′ : 𝑌 ′ → 𝐵′ such that there is a pull-back square

𝑌 𝑌 ′

𝐵 𝐵′

𝑏

𝑞 𝑞′

𝑏

and we can form the following pull-back square

𝑋 ′ 𝑌 ′

𝐴′ 𝐵′

𝑓 ′

𝑝′ 𝑞′

𝑓 ′

which happens to be homotopy Cartesian. We then have a commutative square

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑓 𝑓 ′

𝑏

in which the right vertical map is an equivalence of ∞-categories and the two
horizontal maps are bĳective on objects (as pull-backs of the inner anodyne
extensions 𝑎 and 𝑏, respectively). To prove that 𝜏( 𝑓 ) is essentially surjective, it
is thus sufficient to prove that 𝑏 is a weak categorical equivalence. For this, by
virtue of Corollary 5.2.16, it is sufficient to check thatL𝑏! is fully faithful, which
we already know, since 𝑏 is the pull-back of a weak categorical equivalence
along a right fibration. □

Corollary 5.3.6. Any Cartesian square of simplicial sets of the form

𝑋 𝑌

𝐴 𝐵

𝑔

𝑝 𝑞

𝑓

in which the map 𝑞 is a right or left fibration is homotopy Cartesian in the Joyal
model category structure.

Proof Since the functor 𝑇 ↦→ 𝑇op preserves and detects limits and weak cate-
gorical equivalences, and sends right fibrations to left fibrations, it is sufficient
to prove the result in the case of a right fibration. Let us choose an inner anodyne
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extension 𝑏 : 𝐵→ 𝐵′ with 𝐵′ an∞-category, as well as a pull-back square

𝑌 𝑌 ′

𝐵 𝐵′

𝑏

𝑞 𝑞′

𝑏

in which 𝑞′ is a right fibration (see Corollary 5.2.11). We factor the map 𝑏 𝑓
into a trivial cofibration of the Joyal model category structure 𝑎 : 𝐴 → 𝐴′,
followed by a fibration 𝑓 ′ : 𝐴′ → 𝐵′. By forming appropriate pull-backs, we
also complete these data into a commutative cube

𝑋 𝑌

𝑋 ′ 𝑌 ′

𝐴 𝐵

𝐴′ 𝐵′

𝑔

𝑝
𝑞

𝑔′

𝑝′
𝑓

𝑓 ′

𝑞′

in which the non-horizontal faces are Cartesian. The slanted arrows are weak
categorical equivalences: they are pull-backs of weak categorical equivalences
along right fibrations, which allows to apply the preceding proposition. There-
fore, it is sufficient to prove that the front face of the cube is homotopy Cartesian.
Since all the objects of this face are fibrant, this follows from the fact that 𝑓 ′ is
a fibration (see the dual version of Corollary 2.3.28). □

5.3.7. Let 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 be two morphisms of simplicial sets. We
form the map

(5.3.7.1)
Hom𝐴(𝑋,𝑌 )

𝐴

𝜋𝑋,𝑌

corresponding to the internal Hom from (𝑋, 𝑝) to (𝑌, 𝑞) in the category sSet/𝐴.
In other words, given a map 𝑓 : 𝐴′ → 𝐴, morphisms 𝐴′ → Hom𝐴(𝑋,𝑌 ) over
𝐴 correspond to morphisms 𝐴′ ×𝐴 𝑋 → 𝐴′ ×𝐴 𝑌 over 𝐴′. Equivalently, we
have (Hom𝐴(𝑋,𝑌 ), 𝜋𝑋,𝑌 ) = 𝑝∗𝑝∗ (𝑌, 𝑞) as objects of sSet/𝐴.

Proposition 5.3.8. If the morphisms 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝑋 are left
fibrations, then the morphism 𝜋𝑋,𝑌 : Hom𝐴(𝑋,𝑌 ) → 𝐴 is a fibration of the
Joyal model category structure.



5.3 Homotopy classification of left fibrations 209

Proof The functor (𝑌, 𝑞) ↦→ (Hom𝐴(𝑋,𝑌 ), 𝜋𝑋,𝑌 ) is right adjoint to the func-
tor (−)×𝐴𝑋 . The latter preserves monomorphisms, and, by virtue of Proposition
5.3.5, it also preserves the class of weak equivalences of the model category
structure on sSet/𝐴 induced by the Joyal model category structure. In particular,
we have here a Quillen pair. □

Lemma 5.3.9. Let 𝑓 : 𝑋 → 𝑌 be a morphism of simplicial sets. Assume
that there is also a given map 𝑞 : 𝑌 → 𝐴. Then the following conditions are
equivalent.

(i) For any map of the form 𝜎 : Δ𝑛 → 𝐴, for 𝑛 ≥ 0, the induced morphism
Δ𝑛 ×𝐴 𝑋 → Δ𝑛 ×𝐴 𝑌 is a weak categorical equivalence.

(ii) For any map 𝑔 : 𝐵 → 𝐴, the induced morphism 𝐵 ×𝐴 𝑋 → 𝐵 ×𝐴 𝑌 is a
weak categorical equivalence.

In particular, condition (i) implies that the map 𝑓 is a weak categorical equiv-
alence.

Proof The class of simplicial sets 𝐵 over 𝐴 such that 𝐵 ×𝐴 𝑋 → 𝐵 ×𝐴 𝑌 is a
weak categorical equivalence is saturated by monomorphisms: since colimits
are universal in the category of simplicial sets, this follows from Corollaries
2.3.16, 2.3.18 and 2.3.29. Corollary 1.3.10 thus implies that conditions (i) and
(ii) are equivalent. □

5.3.10. A morphism of simplicial sets 𝑋 → 𝑌 over 𝐴 is said to be locally a
weak categorical equivalence over 𝐴 if it satisfies the equivalent conditions of
Lemma 5.3.9. Under the same assumptions as in 5.3.7, we define Eq

𝐴
(𝑋,𝑌 )

as the subobject of Hom𝐴(𝑋,𝑌 ) whose sections over 𝑓 : 𝐴′ → 𝐴 correspond
to maps 𝐴′ ×𝐴 𝑋 → 𝐴′ ×𝐴 𝑌 over 𝐴′ which are locally a weak categorical
equivalence over 𝐴′. We shall still write 𝜋𝑋,𝑌 : Eq

𝐴
(𝑋,𝑌 ) → 𝐴 for the

restriction of the structural map of Hom𝐴(𝑋,𝑌 ). We observe that, in the case
where both 𝑝 and 𝑞 are left fibrations, the object Eq

𝐴
(𝑋,𝑌 ) classifies fibrewise

equivalences; see Theorem 4.1.16 and Remark 4.1.18, keeping in mind that all
theΔ𝑛’s are∞-categories. In fact, in this case, Corollary 5.3.6 and the preceding
lemma show together that a section of Eq

𝐴
(𝑋,𝑌 ) over 𝑓 : 𝐴′ → 𝐴 is simply a

map 𝐴′ ×𝐴 𝑋 → 𝐴′ ×𝐴 𝑌 over 𝐴′ which is a weak categorical equivalence.

Proposition 5.3.11. If both 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 are left fibrations,
then the map 𝜋𝑋,𝑌 : Eq

𝐴
(𝑋,𝑌 ) → 𝐴 is a fibration of the Joyal model category

structure.
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Proof Let us consider a solid commutative square of the form

𝐾 Eq
𝐴
(𝑋,𝑌 )

𝐿 𝐴

𝑢

𝑗 𝜋𝑋,𝑌𝑣

in which 𝑗 is assumed to be a trivial cofibration. The map 𝑢 can be interpreted
as a weak categorical equivalence from 𝐾 ×𝐴 𝑋 to 𝐾 ×𝐴𝑌 over 𝐾 , and we want
to find a weak categorical equivalence 𝑣 from 𝐿 ×𝐴 𝑋 to 𝐿 ×𝐴 𝑌 over 𝐿 such
the following square of simplicial sets commutes.

𝐾 ×𝐴 𝑋 𝐾 ×𝐴 𝑌

𝐿 ×𝐴 𝑋 𝐿 ×𝐴 𝑌

𝑢

𝑗×𝐴𝑋 𝑗×𝐴𝑌
𝑣

Applying twice the dual version of Proposition 5.3.5 ensures that the two maps
𝑗 ×𝐴 𝑋 and 𝑗 ×𝐴 𝑌 are weak categorical equivalences. Since 𝑢 is also a weak
categorical equivalence, we only have to find a map 𝑣 from 𝐿 ×𝐴 𝑋 to 𝐿 ×𝐴 𝑌
over 𝐿 which extends 𝑢 as in the square above. The existence of such a map 𝑣
follows from Proposition 5.3.8. □

5.3.12. There is a universal morphism of left fibrations withU-small fibres. One
considers the Cartesian product S × S, over which there are two canonical left
fibrations withU-small fibresS(0)• → S×S andS(1)• → S×Swhich are classified
by the first and second projection to S, respectively. The isofibration (𝑠, 𝑡) :
HomS×S (S

(0)
• , S

(1)
• ) → S×S classifies morphisms between left fibrations with

U-small fibres: for a simplicial set 𝐴, a map (𝐹, 𝐺) : 𝐴 → S × S essentially
consists of two left fibrations 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴. And a lift 𝜑 of (𝐹, 𝐺)
to HomS×S (S

(0)
• , S

(1)
• ) is equivalent to the datum of a morphism 𝜑 : 𝑋 → 𝑌

over 𝐴. In particular, there is a canonical map S→ HomS×S (S
(0)
• , S

(1)
• ) which

corresponds to the identity of S• over S. Since the identity is a fibrewise
equivalence, we end up with a diagram

(5.3.12.1) S Eq
S×S (S

(0)
• , S

(1)
• ) S × S

idS• (𝑠,𝑡 )

which is a factorisation of the diagonal S → S × S. We know that the map
(𝑠, 𝑡) is an isofibration. The nature of the map idS• is revealed by the following
proposition.

Proposition 5.3.13. The map idS• : S → Eq
S×S (S

(0)
• , S

(1)
• ) is a trivial cofi-

bration of the Joyal model category structure. In other words, the diagram
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(5.3.12.1) is a path object of the ∞-category S in the Joyal model category
structure.

Proof This map is a section of the isofibration 𝑡, and, therefore, it is sufficient
to prove that the map

𝑡 : Eq
S×S (S

(0)
• , S

(1)
• ) → S

is a trivial fibration. Consider a cofibration 𝑗 : 𝑌 → 𝑌 ′. Then a commutative
square

𝑌 Eq
S×S (S

(0)
• , S

(1)
• )

𝑌 ′ S

𝜉

𝑗 𝑡

𝜉 ′

consists essentially of a commutative diagram of the form

𝑋0 𝑋1 𝑋 ′1

𝑌 𝑌 ′

𝑤

𝑝0

𝑖1

𝑝1 𝑝′1
𝑗

in which 𝑝0, 𝑝1 and 𝑝′1 are left fibrations (with U-small fibres), 𝑤 is a weak cat-
egorical equivalence, and the square is Cartesian (where the triple (𝑝0, 𝑤, 𝑝1)
corresponds to 𝜉, the left fibration 𝑝′1 corresponds to 𝜉′, and the Cartesian
square to the equation 𝜉′ 𝑗 = 𝑡𝜉). Since all left fibrations are fibrations of the
Joyal model category structure (by the dual version of Corollary 5.3.3), Propo-
sition 5.1.21 may be applied for F the class of left fibrations. Together with
Corollary 5.2.6, this give a map 𝜁 : 𝑌 ′ → Eq

S×S (S
(0)
• , S

(1)
• ) such that 𝑡𝜁 = 𝜉′

and 𝜁 𝑗 = 𝜉. □

5.3.14. Let 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 be two left fibrations withU-small fibres
over a simplicial set 𝐴, classified by two morphisms 𝐹 and 𝐺, respectively. A
morphism from 𝐹 to 𝐺 in Hom(𝐴, S) is essentially given by a left fibration
𝜋 : 𝑊 → Δ1 × 𝐴, together with isomorphisms 𝑋 ≃ 𝑊0 and 𝑌 ≃ 𝑊1 over 𝐴,
where we denote by 𝜋𝑖 : 𝑊𝑖 → 𝐴 the pull-back of 𝜋 along {𝑖} × 𝐴 ⊂ Δ1 × 𝐴.
We thus have the following solid commutative square

(5.3.14.1)
{0} × 𝑋 𝑊

Δ1 × 𝑋 Δ1 × 𝐴

𝜋

1Δ1×𝑝

𝜑
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which admits a filler 𝜑 because the left hand vertical map is a cofinal monomor-
phism, hence a left anodyne extension, and 𝜋 is a left fibration. Taking the fibre
at 1 turns 𝜑 into a morphism

(5.3.14.2) 𝜑1 : 𝑋 ≃ (Δ1 × 𝑋)1 → 𝑊1 ≃ 𝑌

of left fibrations over 𝐴. We thus get a morphism

(5.3.14.3) 𝜑1 : 𝐴→ HomS×S (S
(0)
• , S

(1)
• )

which lifts the classifying map (𝐹, 𝐺) : 𝐴→ S × S for 𝑝 and 𝑞.

Proposition 5.3.15. The 𝐽-homotopy class over 𝐴 of the map (5.3.14.2) is
independent of the choice of a lift in the solid commutative square (5.3.14.1).
So is the 𝐽-equivalence class of the map (5.3.14.3) over S × S.

Proof A lift of the commutative square (5.3.14.1) is a morphism from a
cofibrant object which is weakly equivalent to the initial object to a fibrant object
in the category 𝑋\sSet/Δ1 × 𝐴, endowed with the model category structure
induced by the covariant model category structure over Δ1 × 𝐴. Therefore, any
two such lifts are equal up to 𝐽-homotopy over Δ1 × 𝐴. Corollary 5.3.6 implies
that passing to the fibres at 1 is weakly equivalent to passing to the homotopy
fibres. Therefore, two choices of lifts of the commutative square (5.3.14.1) give
the same map (5.3.14.2), seen in the homotopy category of the Joyal model
category structure over 𝐴. Since this is a map from a cofibrant object to a fibrant
object, this identification in the homotopy category of sSet/𝐴 is equivalent to
an identification up to homotopy over 𝐴.

A 𝐽-homotopy between maps from 𝑋 to 𝑌 over 𝐴 is a map of the form
ℎ : 𝐽 × 𝑋 → 𝑌 , so that 𝑞ℎ is the composition of 𝑝 with the projection of
𝐽 × 𝑋 onto 𝑋 . This defines a map 𝐻 : 𝐽 × 𝑋 → 𝐽 × 𝑌 over 𝐽 × 𝐴 defined by
the projection of 𝐽 × 𝑋 onto 𝐽 and ℎ, where the structural maps of 𝐽 × 𝑋 and
𝐽 × 𝑌 are 1𝐽 × 𝑝 and 1𝐽 × 𝑞, respectively. The map 𝐻 can be seen as a map
from 𝐽 × 𝐴 to HomS×S (S

(0)
• , S

(1)
• ). One deduces from this observation that

the 𝐽-equivalence class of the map (5.3.14.3) over S × S only depends on the
𝐽-homotopy class over 𝐴 of the map (5.3.14.2). □

Proposition 5.3.16. Under the assumptions of Paragraph 5.3.14, the following
assertions are equivalent.

(i) The morphism 𝜑1 : 𝑋 → 𝑌 is a fibrewise equivalence over 𝐴.
(ii) The map 𝐹 → 𝐺, corresponding to𝑊 , is invertible in the∞-category of

functors Hom(𝐴, S).
(iii) For any object 𝑎 of 𝐴, the morphism 𝜋𝑎 : 𝑊𝑎 → Δ1, obtained by pulling

back 𝜋 along Δ1 × {𝑎} ⊂ Δ1 × 𝐴, is a Kan fibration.
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Proof Since a map of Hom(𝐴, S) is invertible if and only if it is fibrewise
invertible (Corollary 3.5.12), it is sufficient to prove the case where 𝐴 = Δ0 is
a point. Proposition 5.2.13 ensures that conditions (ii) and (iii) are equivalent.
Let us prove that conditions (iii) and (i) are equivalent. If 𝜋 is a Kan fibration,
the maps𝑊𝑖 → 𝑊 are weak homotopy equivalences for 𝑖 = 0, 1. Hence the map
𝜑 : Δ1×𝑋 → 𝑊 must be a weak homotopy equivalence between Kan fibrations
over Δ1, which implies that it is a fibrewise weak homotopy equivalence. In
particular, the map 𝜑1 : 𝑋 → 𝑌 is a weak homotopy equivalence. Conversely,
if 𝜑1 is a weak homotopy equivalence, then 𝜑 is a fibrewise equivalence (recall
that 𝜑0 is an isomorphism), hence the inclusion 𝑋 → 𝑊 is a weak homotopy
equivalence. Lemma 4.6.9 implies that 𝜋op : 𝑊op → (Δ1)op ≃ Δ1 is locally
constant as an object of RFib(Δ1). Theorem 4.6.10 shows that 𝜋op is a Kan
fibration, hence so is 𝜋. □

5.3.17. Recall that there is a subobject ℎ(Δ1, S) ⊂ Hom(Δ1, S) such that
morphisms 𝐴 → ℎ(Δ1, S) correspond to invertible maps in Hom(𝐴, S); see
(3.5.7.2) and Corollary 3.5.12. The evaluation map ev : Δ1×Hom(Δ1, S) → S

corresponds to a morphism

𝐸 : Δ1 → Hom(Hom(Δ1, S), S) .

As explained above, the image of 𝐸 in Hom(ℎ(Δ1, S), S), namely

𝐸ℎ : Δ1 → Hom(ℎ(Δ1, S), S) ,

is an invertible map (it corresponds to the identity of ℎ(Δ1, S)). One may think
of 𝐸 as the universal morphism in an∞-category of the form Hom(𝐴, S), and
of 𝐸ℎ as the universal invertible morphism in such an ∞-category. Indeed,
these morphisms correspond to left fibrations with U-small fibres 𝜋 and 𝜋ℎ,
respectively, obtained by forming the following Cartesian squares.

(5.3.17.1)
𝑊ℎ 𝑊 S•

Δ1 × ℎ(Δ1, S) Δ1 ×Hom(Δ1, S) S

𝜋ℎ 𝜋 𝑝univ

ev

Given a morphism 𝑓 : 𝐹 → 𝐺 in Hom(𝐴, S), seen as a map of the form
𝑓 : 𝐴→ Hom(Δ1, S), we can form a pull-back square

(5.3.17.2)
𝑉 𝑊

Δ1 × 𝐴 Δ1 ×Hom(Δ1, S)

𝑝 𝜋

1Δ1× 𝑓
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and the left fibration 𝑝 : 𝑉 → Δ1 × 𝐴 is the one classified by the morphism
Δ1 × 𝐴 → S corresponding to 𝑓 . The property that 𝑓 is invertible in the ∞-
category Hom(𝐴, S) is equivalent to the property that the map 1Δ1 × 𝑓 factors
through ℎ(Δ1, S). The construction of 5.3.14 applied to the left fibration 𝜋

above provides a lift 𝜑1 : Hom(Δ1, S) → HomS×S (S
(0)
• , S

(1)
• ) of the map

(𝑊0,𝑊1) : Hom(Δ1, S) → S × S which classifies the source and the target of
𝑊 . Furthermore, Proposition 5.3.16 ensures that there is a canonical Cartesian
square of the following form

(5.3.17.3)

ℎ(Δ1, S) Eq
S×S (S

(0)
• , S

(1)
• )

Hom(Δ1, S) HomS×S (S
(0)
• , S

(1)
• )

𝜑1

over the∞-category S × S. Proposition 5.3.15 explains in which way this map
is independent of the choices we made, at least up 𝐽-homotopy over S × S.

Lemma 5.3.18. Let 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 be two left fibrations classified
by morphisms 𝐹 and 𝐺, respectively. There is a canonical Cartesian square

Map𝐴(𝑋,𝑌 ) Hom(𝐴,HomS×S (S
(0)
• , S

(1)
• ))

Δ0 Hom(𝐴, S) ×Hom(𝐴, S)

(𝑠,𝑡 )
(𝐹,𝐺)

where Map𝐴(𝑋,𝑌 ) is the mapping space of simplicial sets over 𝐴 introduced
in (4.1.12.1).

Proof Both the fibre of the map (𝑠, 𝑡) over (𝐹, 𝐺) and the simplicial set
Map𝐴(𝑋,𝑌 ) are identified with the simplicial set whose elements are the maps
𝜑 : Δ𝑛 × 𝑋 → Δ𝑛 × 𝑌 such that the triangle

Δ𝑛 × 𝑋 Δ𝑛 × 𝑌

Δ𝑛 × 𝐴

𝜑

1Δ𝑛×𝑝 1Δ𝑛×𝑞

commutes. □

5.3.19. For two left fibrations 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 classified by
morphisms 𝐹 and 𝐺 as in the previous lemma, we define Equiv𝐴(𝑋,𝑌 ) as
the union of the connected components of the Kan complex Map𝐴(𝑋,𝑌 )
corresponding to the maps 𝜑 : 𝑋 → 𝑌 over 𝐴 which are fibrewise equivalences
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(or equivalently, which become invertible in LFib(𝐴)). We observe that it fits
in the following Cartesian square.

(5.3.19.1)

Equiv𝐴(𝑋,𝑌 ) Hom(𝐴,Eq
S×S (S

(0)
• , S

(1)
• ))

Map𝐴(𝑋,𝑌 ) Hom(𝐴,HomS×S (S
(0)
• , S

(1)
• ))

We also have a canonical Cartesian square

(5.3.19.2)
𝑘 (𝐴, S) (𝐹, 𝐺) Hom(𝐴, ℎ(Δ1, S))

Hom(𝐴, S) (𝐹, 𝐺) Hom(𝐴,Hom(Δ1, S))

which identifies 𝑘 (𝐴, S) (𝐹, 𝐺) with the union of the connected components of
Hom(𝐴, S) (𝐹, 𝐺) corresponding to invertible morphisms from 𝐹 to 𝐺 in the
∞-category Hom(𝐴, S) (see Corollary 3.5.12). Finally, the Cartesian square
(5.3.17.3) provides a Cartesian square of the form below.

(5.3.19.3)
𝑘 (𝐴, S) (𝐹, 𝐺) Equiv𝐴(𝑋,𝑌 )

Hom(𝐴, S) (𝐹, 𝐺) Map𝐴(𝑋,𝑌 )

Note that, although the construction of the horizontal maps relies on a choice,
the formation of this Cartesian square is perfectly functorial in 𝐴 (i.e., defines
a presheaf on the category of simplicial sets over 𝐴 with values in the category
of Cartesian squares of simplicial sets). Furthermore, the choice we made is
irrelevant up to 𝐽-homotopy: as recalled at the end of paragraph 5.3.17, the 𝐽-
homotopy class over S × S of the map 𝜑1 of diagram (5.3.17.3) is independent
of the choice we made, so that passing to the homotopy fibres give a map, as in
the lower horizontal map of (5.3.19.3), whose 𝐽-homotopy class only depends
on the one of 𝜑1 over S × S. Since the square (5.3.19.3) is homotopy Cartesian
in the Kan Quillen model category structure, its upper horizontal map, which
is a morphism of ∞-groupoids, only depends on the 𝐽-homotopy class of the
lower horizontal map.

Proposition 5.3.20. The morphism constructed above

𝑘 (𝐴, S) (𝐹, 𝐺) → Equiv𝐴(𝑋,𝑌 )

is an equivalence of∞-groupoids.
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Proof By virtue of Corollaries 3.6.7 and 3.6.4, and of Proposition 5.3.11, the
diagram

Hom(𝐴, ℎ(Δ1, S)) Hom(𝐴,Eq
S×S (S

(0)
• , S

(1)
• ))

Hom(𝐴, S) ×Hom(𝐴, S) Hom(𝐴, S) ×Hom(𝐴, S)

(𝜑1 )∗

is a morphism of isofibrations between ∞-categories. Furthermore, projecting
to the first factor, the induced maps

Hom(𝐴, ℎ(Δ1, S)) → Hom(𝐴, S)

andHom(𝐴,Eq
S×S (S

(0)
• , S

(1)
• )) → Hom(𝐴, S)

are trivial fibrations: by Corollary 3.6.4, it is sufficient to check this for 𝐴 =

Δ0, in which case this follows from Corollary 3.5.10 and Proposition 5.3.13,
respectively. Therefore, since the map (𝜑1)∗ is a weak equivalence between two
fibrations over the∞-category Hom(𝐴, S) ×Hom(𝐴, S), it must induce a weak
equivalence on the fibres. □

Corollary 5.3.21. For any simplicial set 𝐴, the operation of pulling back along
the map 𝑝univ : S• → S defines a bĳection from the set [𝐴, S] = 𝜋0 (𝑘 (𝐴, S))
onto the set of isomorphism classes of left fibrations with U-small fibres 𝑝 :

𝑋 → 𝐴 in LFib(𝐴).

Remark 5.3.22. Proposition 5.3.20 allows to work up to weak categorical
equivalence. For instance, assuming that we have a homotopy Cartesian square

(5.3.22.1)
𝑋 S•

𝐴 S

𝑝 𝑝univ

𝐺

in which 𝑝 is a left fibration, if we denote by 𝑞 : 𝑌 → 𝐴 the left fibration
classified by 𝐺, there is a canonical morphism 𝜉 : 𝑋 → 𝑌 over 𝐴 which must
be a weak categorical equivalence, hence a fibrewise equivalence: since the
square (5.3.22.1) is homotopy Cartesian, this follows from Corollary 5.3.6. Let
𝐹 : 𝐴 → S be a morphism which classifies the left fibration 𝑝. Proposition
5.3.20 ensures that there is an essentially unique invertible morphism 𝐹 → 𝐺

in Hom(𝐴, S) associated to the weak equivalence 𝜉. Conversely, if there are
two functors 𝐹, 𝐺 : 𝐴 → S which classify two left fibrations 𝑝 : 𝑋 → 𝐴

and 𝑞 : 𝑌 → 𝐴, respectively, for any invertible morphism 𝐹 → 𝐺 in the ∞-
category Hom(𝐴, S), there is an essentially unique associated weak categorical
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equivalence 𝜉 : 𝑋 → 𝑌 over 𝐴. Using 𝜉, one produces a commutative diagram
of the form (5.3.22.1). Corollary 5.3.6 implies that this square is homotopy
Cartesian because, by construction, the comparison map 𝑋 → 𝑌 = 𝐴 ×S S• is
the weak equivalence 𝜉.

5.4 Rectification of morphisms

Lemma 5.4.1. Let 𝜋 : 𝑊 → Δ𝑛 × 𝐴 be a left fibration. We denote by 𝜋𝑖 :
𝑊𝑖 → 𝐴 the fibre of 𝜋 at 𝑖 for 0 ≤ 𝑖 ≤ 𝑛. The inclusion 𝑊𝑛 → 𝑊 is a weak
equivalence of the covariant model category structure over 𝐴. We also choose
a lift 𝜑 in the solid commutative square below.

{0} ×𝑊0 𝑊

Δ𝑛 ×𝑊0 Δ𝑛 × 𝐴

𝜋

1Δ1×𝜋0

𝜑

We write 𝜑𝑛 for the map induced by 𝜑 by passing to fibres over 𝑛. Then, if
we consider this diagram as a commutative square over 𝐴 through the second
projection Δ𝑛 × 𝐴→ 𝐴, for any 𝑖 ∈ {0, . . . , 𝑛}, the diagram

𝑊0 𝑊𝑛

Δ𝑛 ×𝑊0 𝑊

𝜑𝑛

(𝑖,1𝑊0 )
𝜑

commutes in LFib(𝐴). In particular, the map 𝜑𝑛 is equal in LFib(𝐴) to the
composition of the inclusion of𝑊0 → 𝑊 with the inverse of the invertible map
𝑊𝑛 → 𝑊 .

Proof We prove first that the inclusion 𝑊𝑛 → 𝑊 is a weak equivalence of
the covariant model category structure over 𝐴. We remark that this is a map
between proper morphisms of codomain 𝐴: the map𝑊𝑛 → 𝐴 is a pull-back of
the left fibration 𝜋, and the map𝑊 → 𝐴 it he composition of the left fibration 𝜋
with the second projection Δ𝑛×𝐴→ 𝐴, which is proper, by Proposition 4.4.12.
Since this is a map between proper morphisms, Corollary 4.4.28 ensures that
we only have to check that the inclusion of 𝑊𝑛 into 𝑊 is a fibrewise weak
homotopy equivalence. But, fibrewise, it is a final map, since it is the pull-back
of the final map {𝑛} → Δ𝑛 along some left fibration.

It remains to check the commutativity of the diagram in LFib(𝐴). This
is obviously true for 𝑖 = 𝑛. Moreover, since (0, 1𝑊0

) is initial, the second
projection 𝑝 : Δ𝑛 ×𝑊0 → 𝑊0 is a weak equivalence of the covariant model
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category structure over 𝐴. Therefore, any other section of 𝑝 is also a weak
equivalence, and all sections of 𝑝 define the same map in LFib(𝐴). This settles
the case of (𝑖, 1𝑊0

) for 𝑖 ≠ 𝑛. □

5.4.2. Let 𝐴 be a simplicial set. We denote by Arr(sSet/𝐴) the category of
arrows of sSet/𝐴, or, equivalently, of functors from 𝐼 to sSet/𝐴, where 𝐼 is the
category freely generated by the oriented graph 0→ 1.

We consider the injective model structure on Arr(sSet/𝐴) associated to the
covariant model category structure over 𝐴 (see Proposition 2.3.11 for C =

(sSet/𝐴)op). In other words, if 𝑝𝑖 : 𝑋𝑖 → 𝑌𝑖 , 𝑖 = 0, 1, are two morphisms of
sSet/𝐴, a map 𝑓 from 𝑝0 to 𝑝1 is a commutative square of the following form.

(5.4.2.1)
𝑋0 𝑋1

𝑌0 𝑌1

𝑓0

𝑝0 𝑝1

𝑓1

Such a morphism 𝑓 is a weak equivalence (a cofibration, repectively) if and only
if both 𝑓0 and 𝑓1 have this property in the covariant model category structure
over 𝐴. For 𝑓 to be a fibration, we require that 𝑓1 is a left fibration and that the
canonical map 𝑋0 → 𝑌0 ×𝑌1 𝑋1 is a left fibration.

We define an adjunction

(5.4.2.2) 𝑡! : Arr(sSet/𝐴) ⇄ sSet/(Δ1 × 𝐴) : 𝑡∗

as follows. If 𝑝 = pr2 : Δ1 × 𝐴→ 𝐴 denotes the second projection, the functor
𝑝∗ : sSet/𝐴 → sSet/Δ1 × 𝐴 has a right adjoint 𝑝∗. For 𝜀 = 0, 1, the functor
𝑐𝜀 = (𝜀, 1𝐴) : 𝐴→ Δ1 × 𝐴 defines a fully faithful inclusion 𝑐𝜀,! of sSet/𝐴 into
sSet/Δ1 × 𝐴 which sends a simplicial 𝑋 over 𝐴 to 𝑋 = {𝜀} × 𝑋 . Furthermore,
for any simplicial set 𝑋 over 𝐴, there is a natural map 𝑐𝜀,! (𝑋) = {𝜀} × 𝑋 →
Δ1 × 𝑋 = 𝑝∗ (𝑋) over Δ1 × 𝐴. By transposition, this defines a natural map
𝑝∗ (𝑊) → 𝑐∗𝜀 (𝑊) = 𝑊𝜀 for any simplicial set 𝑊 over Δ1 × 𝐴. The functor 𝑡∗
corresponds to the natural transformation 𝑝∗ → 𝑐∗1.

In what follows, the category sSet/Δ1 × 𝐴 is endowed with the covariant
model category structure over Δ1 × 𝐴.

Proposition 5.4.3. The adjunction (5.4.2.2) is a Quillen equivalence.

Proof The adjunction (𝑐𝜀,!, 𝑐∗𝜀) is a Quillen pair, and, since the functor 𝑝 is
smooth, so is (𝑝∗, 𝑝∗); see Propositions 4.4.17 and 4.4.18. For any monomor-
phism 𝑖 : 𝐾 → 𝐿 over 𝐴, and for any map 𝑝 : 𝑋 → 𝑌 over Δ1 × 𝐴, there is a
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correspondence between the following two lifting problems.

𝐾 𝑝∗𝑋

𝐿 𝑋1 ×𝑌1 𝑝∗𝑌

↭

Δ1 × 𝐾 ∪ {1} × 𝐿 𝑋

Δ1 × 𝐿 𝑌

Since Δ1 × 𝐾 ∪ {1} × 𝐿 → Δ1 × 𝐿 is a left anodyne extension whenever
𝐾 → 𝐿 has this property, this shows that 𝑡∗ preserves both fibrations and
trivial fibrations. In other words, (𝑡!, 𝑡∗) is a Quillen pair. Similar arguments
(replacing {1} by {0}) show that the canonical morphism 𝑝∗𝑋 → 𝑐∗0𝑋 = 𝑋0

is a trivial fibration: for any monomorphism 𝐾 → 𝐿, the induced embedding
Δ1 × 𝐾 ∪ {0} × 𝐿 → Δ1 × 𝐿 is always a left anodyne extension. This implies
that the total derived functor R𝑡∗ is conservative. Therefore, it is now sufficient
to prove that the total left derived functor L𝑡! is fully faithful.

For a simplicial set 𝑊 over Δ1 × 𝐴 and 𝜀 = 0, 1, let 𝑊/𝜀 be the simplicical
set over 𝐴 obtained by pulling back along the canonical map Δ1/𝜀 → Δ1, the
structural map being induced by composing with the projection of Δ1/𝜀 × 𝐴
to 𝐴. For 𝜀 = 1, this is a fancy way to look at the functor 𝑝!. For 𝜀 = 0, this
another way to look at the functor 𝑐∗0. The operation𝑊 ↦→ 𝑊/𝜀 is a left Quillen
functor for the appropriate covariant model category structures. Furthermore,
whenever 𝑊 is fibrant, the map 𝑊𝜀 = 𝑐∗𝜀 (𝑊) → 𝑊/𝜀 is a weak equivalence
(this is the first assertion of Lemma 5.4.1). Therefore, given any object 𝐹 of
Arr(sSet/𝐴), if we choose a fibrant resolution𝐺 of 𝑡!𝐹, we obtain, for 𝜀 = 0, 1,
the following commutative diagram of simplicial sets over 𝐴.

𝐹𝜀 𝑡∗𝑡! (𝐹)𝜀 𝑡∗ (𝐺)𝜀

𝑐∗𝜀𝑡! (𝐹) 𝑐∗𝜀 (𝐺)

𝑡! (𝐹)/𝜀 𝐺/𝜀

≀

≀
∼

in which the decorated arrows ∼−→ are weak equivalences. The map 𝐹𝜀 →
𝑡∗ (𝐺)𝜀 corresponds to the evaluation at 𝜀 of the derived unit 𝐹 → R𝑡∗L𝑡! (𝐹).
In other words, the property of fully faithfulness for the functor L𝑡! is equivalent
to the property that the map 𝐹𝜀 → 𝑡! (𝐹)/𝜀 is a weak equivalence of the
covariant model category structure over 𝐴 for any 𝐹 and 𝜀 = 0, 1. Since the
latter maps are natural transformations between left Quillen functors, and since
the category Arr(sSet/𝐴) is the category of presheaves over the Eilenberg-
Zilber category [1] × ΔΔΔ/𝐴, the homotopy theoretic Corollaries 2.3.16, 2.3.18
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and 2.3.29, and Corollary 1.3.10, imply that we only have to check this property
for 𝐹 representable.

Let 𝑎 : Δ𝑛 → 𝐴 be a morphism of simplicial sets, defining an object (Δ𝑛, 𝑎)
of ΔΔΔ/𝐴. For 𝐹 the presheaf represented by (0, (Δ𝑛, 𝑎)), 𝑡! (𝐹) is the simplicial
set Δ1 × Δ𝑛, with structural map 1Δ1 × 𝑎 : Δ1 × Δ𝑛 → Δ1 × 𝐴. Therefore, the
map 𝐹0 → 𝑡! (𝐹)/0 is the identity, and the map 𝐹1 → 𝑡! (𝐹)/1 is the inclusion
Δ𝑛 = {1} ×Δ𝑛 → Δ1 ×Δ𝑛 over 𝐴 (with structural map 𝑝(1Δ1 × 𝑎) for the right
hand side), which is a homotopy equivalence. For 𝐹 the presheaf represented
by (1, (Δ𝑛, 𝑎)), 𝑡! (𝐹) is the simplicial set Δ𝑛 over Δ1 × 𝐴, with structural map
(1, 𝑎) : Δ𝑛 → Δ1 × 𝐴. The map 𝐹0 → 𝑡! (𝐹)/0 is the identity of the empty
simplicial set ∅, while the map 𝐹1 → 𝑡! (𝐹)/1 is the identity of Δ𝑛 over 𝐴. □

Lemma 5.4.4. The choice of a lift 𝜑 in the solid commutative diagram (5.3.14.1)
provides, for any left fibration 𝜋 : 𝑊 → Δ1×𝐴, a weak equivalence 𝑖𝑊 : 𝑊0 →
𝑝∗ (𝑊) in the covariant model category structure over 𝐴, such that the following
triangle commutes.

𝑊0 𝑝∗ (𝑊)

𝑊1

𝑖𝑊

𝜑1 𝑡∗ (𝑊 )

Proof For any map 𝑞 : 𝑌 → 𝐴, we have

𝑝∗ (𝑞) = (1Δ1 × 𝑞) : 𝑝∗ (𝑌 ) = Δ1 × 𝑌 → Δ1 × 𝐴

and, therefore, the composition of the unit 𝜂𝑌 : 𝑌 → 𝑝∗ (Δ1 × 𝑌 ) with any
of the canonical maps 𝑝∗ (Δ1 × 𝑌 ) → 𝑐∗𝜀 (Δ1 × 𝑌 ) = 𝑌 is the identity of 𝑌 .
Any choice of a lift 𝜑 in the solid commutative diagram (5.3.14.1) thus gives a
commutative diagram of simplicial sets over 𝐴 of the following form.

𝑊0

𝑊0 𝑝∗ (Δ1 ×𝑊0) 𝑊0

𝑊0 𝑝∗ (𝑊) 𝑊1

𝜂𝑊0

1𝑊0=𝜑0

∼

𝑝∗ (𝜑) 𝜑1

∼ 𝑡∗ (𝑊 )

We put 𝑖𝑊 = 𝑝∗ (𝜑)𝜂𝑊0
. We have seen in the proof of the preceding proposition

that the decorated arrows of the form ∼←− are trivial fibrations. □

Theorem 5.4.5. There is a canonical equivalence of categories from the ho-
motopy category ho(Hom(𝐴, S)) onto the full subcategory of LFib(𝐴) whose
objects are the left fibrations with U-small fibres of codomain 𝐴.
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Proof We first define a functor

ho(Hom(𝐴, S)) → LFib(𝐴) .

At the level of objects, this is the operation of pulling back along the left fibration
𝑝univ : S• → S. In other words, we associate to a morphism 𝐹 : 𝐴→ S the left
fibration 𝑝 : 𝑋 → 𝐴 it classifies. As for maps, if 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴

are two left fibrations classified by 𝐹 and 𝐺, respectively, the map

𝑐 : Homho(Hom(𝐴,S) ) (𝐹, 𝐺) → HomLFib(𝐴) (𝑋,𝑌 )

is constructed, taking into account the canonical identifications,

𝜋0 (Hom(𝐴, S) (𝐹, 𝐺)) = Homho(Hom(𝐴,S) ) (𝐹, 𝐺)
𝜋0 (Map𝐴(𝑋,𝑌 )) = HomLFib(𝐴) (𝑋,𝑌 ) ,

by applying the functor 𝜋0 to the lower horizontal map of diagram (5.3.19.3).
We recall that this map does not depend on the choice made to construct the
map 𝜑1 of diagram (5.3.17.3). Let 𝜋 : 𝑊 → Δ2×𝐴 be a left fibration, classified
by a map 𝐹. For 𝑖 = 0, 1, 2, we denote by 𝜋𝑖 : 𝑊𝑖 → 𝐴 the pull-back of 𝜋 along
the inclusion 𝐴 = {𝑖} × 𝐴 ⊂ Δ2 × 𝐴, which is classified by the map 𝐹𝑖 . For
𝑖 ≠ 𝑗 , in {0, 1, 2}, the restriction of 𝜋 to Δ{𝑖, 𝑗 } × 𝐴 defines a map from 𝐹𝑖 to 𝐹𝑗
in Hom(𝐴, S), and we want to check that the induced triangle

(5.4.5.1)
𝑊1

𝑊0 𝑊2

over 𝐴 (which does not comnute in sSet) gives a commutative triangle in
LFib(𝐴). We see that Δ2/𝑖 = Δ𝑖 , the canonical map Δ2/𝑖 → Δ2 being the
obvious inclusion. For a map 𝑞 : 𝑌 → Δ2 × 𝐴, we write 𝑞/𝑖 : 𝑌/𝑖 → Δ𝑖 × 𝐴 for
the pull-back of 𝑞 along the inclusion Δ𝑖 × 𝐴 ⊂ Δ2 × 𝐴. In the case where 𝑞 is
a left fibration, since it is proper, the inclusion 𝑌𝑖 → 𝑌/𝑖 is a weak equivalence
(this is the first assertion of Lemma 5.4.1). We always have 𝑌0 = 𝑌/0 and
𝑌/2 = 𝑌 For 𝑌 = Δ2 × 𝑊0, we remark that we have 𝑌/𝑖 = Δ𝑖 × 𝑊0. The
inclusions Δ0 ⊂ Δ1 ⊂ Δ2 give an obvious commutative triangle of simplicial
sets over 𝐴

(5.4.5.2)
𝑊/1

𝑊/0 𝑊/2

whose image in LFib(𝐴) can be shown to be isomorphic to the previous triangle
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(5.4.5.1), using Lemma 5.4.1 (observe that the assumptions and choices, hence
also their consequences, made in the statement of this lemma, are stable under
base change along any map of the form Δ𝑚 × 𝐴→ Δ𝑛 × 𝐴 over 𝐴).

Now, we have a well defined functor, and Corollary 5.2.8 ensures that, at the
level objects, its essential image consists of objects isomorphic to left fibrations
with U-small fibres of codomain 𝐴. It remains to prove that it is fully faithful.
Let us prove the property of fullness. Let 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 be
left fibrations classified by 𝐹 and 𝐺, respectively, and let 𝜓 : 𝑋 → 𝑌 be a
morphism of simplicial sets over 𝐴. By virtue of Proposition 5.4.3, the map 𝜓
corresponds to a left fibration 𝜋 : 𝑊 → Δ1 × 𝐴, such that the fibers of 𝜋 at 0
and 1 are homotopic over 𝐴 to 𝑋 and 𝑌 , respectively. We claim, that, since 𝑋
and 𝑌 have U-small fibers, we may choose 𝑊 with the same property. This is
proved as follows. We observe that this is obvious whenever 𝐴 itself is U-small
(since the model structures involved in Proposition 5.4.3 may be restricted to
U-small objects). In general, we may assume that 𝜋 is a minimal left fibration.
We observe furthermore that Δ1 × 𝐴 is a filtered union of subobjects of the
form Δ1 × 𝐵, where 𝐵 runs over U-small subobjects of 𝐴. It is thus sufficient
to prove that the domain of the pullback of 𝜋 over such Δ1 × 𝐵 is U-small. By
minimality, it is sufficient to prove that such a pullback is fiberwise equivalent
to a left fibration with U-small fibers, which we already know. Using Lemma
5.4.4, one can find a morphism Δ1 → Hom(𝐴, S) classifying the left fibration
𝜋 : 𝑊 → Δ1 × 𝐴, out of which we can produce a commutative triangle

𝑊0 𝑝∗ (𝑊)

𝑊1

𝑖𝑊

𝜑1 𝑡∗ (𝑊 )

with 𝑖𝑊 a weak equivalence, and such that 𝑡∗ (𝑊) and𝜓 are isomorphic as arrows
of the homotopy category ho(sSet/𝐴). In particular, there exists a commutative
diagram of the form

𝑊0 𝑋

𝑊1 𝑌

𝑢

𝜑1 𝜓

𝑣

in LFib(𝐴), with 𝑢 and 𝑣 invertible. Proposition 5.3.20 ensures that 𝑢 and 𝑣 are
the images of isomorphisms in ho(Hom(𝐴, S)). Therefore, 𝜓 = 𝑣𝜑1𝑢

−1 is the
image of a morphism 𝐹 → 𝐺. It remains to check faithfulness.

Replacing 𝐴 byΔ1×𝐴 in the statement of Proposition 5.3.20, and composing
with the total right derived functor R𝑡∗ provided by Proposition 5.4.3, we get a
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canonical equivalence of groupoids of the form

(5.4.5.3) 𝑘 (ho(Hom(Δ1 × 𝐴, S))) ≃ 𝑘 (ho(Arr(sSet/𝐴))) .

It is time for a couple of remarks.

a) Given any maps 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑋 ′ → 𝑌 ′ in sSet/𝐴, any commutative
square of the form

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑎

𝑓 𝑔

𝑏

in ho(sSet/𝐴), in which 𝑎 and 𝑏 are isomorphisms, can be promoted to
a morphism from 𝑓 to 𝑔 in 𝑘 (ho(Arr(sSet/𝐴))).

b) Given two maps 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑋 → 𝑌 between fibrant objects
in sSet/𝐴, any homotopy from 𝑓 to 𝑔 provides a map ℎ : 𝑋 ′ → 𝑌 ′ in
sSet/𝐴 as well as a commutative diagram of the form

𝑋 𝑋 ′ 𝑋

𝑌 𝑌 ′ 𝑌

𝑎

𝑓 ℎ 𝑔

𝑎

𝑏 𝑏

in ho(sSet/𝐴), in which 𝑎 and 𝑏 are isomorphisms (in fact, we can even
impose 𝑏 to be the identity).

To prove a), we observe that we may replace 𝑓 and 𝑔 by weakly equivalent
maps at will. In particular, we may assume that 𝑋 and 𝑌 are fibrant. Therefore,
both 𝑎 and 𝑏 are homotopy classes of maps of simplicial sets over 𝐴 and the
square commutes up to homotopy. There is thus a commutative diagram of the
form

𝑋 𝐽 × 𝑋 𝑋 𝑋 ′

𝑌 𝑌 ′ 𝑌 ′ 𝑌 ′

(0,1𝑋 )

𝑓 ℎ

(1,1𝑋 )

𝑔𝑎

𝑎

𝑔

𝑏

in which all horizontal maps are homotopy equivalences, showing that 𝑓 and
𝑔 are isomorphic in the homotopy category of arrows. Property b) is clear: we
may take 𝑋 ′ = 𝐽 × 𝑋 and observe that the two end-points of 𝐽 are equal in the
homotopy category.

Using Lemma 5.4.4 together with the equivalence of groupoids (5.4.5.3),
we see that we can improve the property of fullness by asserting that any
commutative diagram as in a) above can be lifted to an analogous commutative
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diagram in ho(Hom(𝐴, S)). Therefore, relations between maps expressed as in
b) can be lifted in ho(Hom(𝐴, S)), hence faithfulness. □

Remark 5.4.6. The preceding theorem will be fundamental to reach the ∞-
category-theoretic Yoneda Lemma; see the proof of Theorem 5.8.4 below. It
can be improved as follows.

Corollary 5.4.7. Let 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 be two left fibrations with U-
small fibres classified by two morphisms 𝐹 and 𝐺, respectively. The canonical
map Hom(𝐴, S) (𝐹, 𝐺) → Map𝐴(𝑋,𝑌 ) is an equivalence of∞-groupoids.

Proof For any simplicial set 𝐾 , if 𝐹𝐾 denote the composition of 𝐹 with the
projection 𝑝 : 𝐾 × 𝐴→ 𝐴, we have

Hom(𝐾,Hom(𝐴, S) (𝐹, 𝐺)) ≃ Hom(𝐾 × 𝐴, S) (𝐹𝐾 , 𝐺𝐾 )

and we also have a canonical isomorphism

Hom(𝐾,Map𝐴(𝑋,𝑌 )) ≃ Map𝐾×𝐴(𝐾 × 𝑋, 𝐾 × 𝑋) .

Hence, applying the preceding theorem for 𝐾 × 𝐴, we see that the map

𝜋0 (Hom(𝐾,Hom(𝐴, S) (𝐹, 𝐺))) → 𝜋0 (Hom(𝐾,Map𝐴(𝑋,𝑌 )))

is bĳective for any simplicial set 𝐾 . Since, for any Kan complex 𝑊 , the set
𝜋0 (Hom(𝐾,𝑊)) is the set of homotopy classes of maps from 𝐾 to 𝑊 in the
Kan-Quillen model category structure, applying the Yoneda Lemma to the
homotopy category of Kan complexes, this implies the corollary. □

Corollary 5.4.8. The category ho(S) is equivalent to the homotopy category
of U-small Kan complexes.

We can also see that changes of universes are harmless.

Proposition 5.4.9. Let V be a Grothendieck universe which contains U as an
element. Let S′ be the ∞-category of V-small ∞-groupoids (i.e. maps from
Δ𝑛 → S′ correspond to left fibrations with V-small fibres equipped with coher-
ence data for base change, as in Definition 5.2.3). Then, for any simplicial set
𝐴, the inclusion map

Hom(𝐴, S) → Hom(𝐴, S′)

is fully faithful.

Proof Let 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴 be two left fibrations with U-small
fibres classified by two morphisms 𝐹 and 𝐺, respectively. We may also see 𝐹



5.4 Rectification of morphisms 225

and𝐺 as maps with values in S′, so that we get the commutative triangle below
in ho(S′).

Hom(𝐴, S) (𝐹, 𝐺) Hom(𝐴, S′) (𝐹, 𝐺)

Map𝐴(𝐹, 𝐺)

Since the two slanted maps are isomorphism, by Corollary 5.4.7, so is the
horizontal one. □

The latter proposition also means that the apparently naive notion of fibrewise
U-smallness, which consists in asking that the fibre of a left fibration at each
object is equivalent to a U-small ∞-groupoid, is almost equivalent to the one
we gave.

Corollary 5.4.10. Let 𝐴 be a simplicial set, and 𝑝 : 𝑋 → 𝐴 a left fibration. We
assume that, for each object 𝑎 of 𝐴, the∞-groupoid 𝑋𝑎 = 𝑝−1 (𝑎) is equivalent
to a U-small∞-groupoid. Then there exists a left fibration with U-small fibres
𝑞 : 𝑌 → 𝐴 and a fibrewise equivalence 𝑋 → 𝑌 over 𝐴. Equivalently, there is
an homotopy Cartesian square of the following form.

𝑋 S•

𝐴 S

𝑝 𝑝univ

Proof We choose a universe V as in the previous proposition. Let S′U be
the full subcategory of S′ whose objects are the V-small ∞-groupoids which
are equivalent to a U-small ∞-groupoid. The inclusion S → S′U is essentially
surjective, by definition, and fully faithful, by the previous proposition. Hence
this is an equivalence of∞-categories, which implies that the induced functor

Hom(𝐴, S) → Hom(𝐴, S′U)

is an equivalence of ∞-groupoids. Since we can always choose V so that
the left fibration 𝑝 has V-small fibres, the essentiall surjectivity of the latter
equivalence, together with Corollary 5.4.7, prove that 𝑝 is equivalent to a left
fibration with U-small fibres 𝑞 : 𝑌 → 𝐴 in the covariant model category
structure over 𝐴. □

Remark 5.4.11. In his thesis, Nichols-Barrer states Theorem 5.2.10 as a con-
jecture and deduces from it a version of Corollary 5.4.7; see [NB07, Conjecture
2.3.1 and Theorem 2.4.12]. He also introduces the homotopy coherent nerve
of the simplicial category of Kan complexes [NB07, Proposition 2.3.5] and
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conjectures that it is equivalent to the ∞-category S above [NB07, Conjecture
2.3.10]. Since the homotopy coherent nerve functor is a Quillen equivalence
relating the Joyal model category structure with the homotopy theory of simpli-
cial categories of Dwyer and Kan (see [Lur09, Ber18]), and since the simplicial
category of small Kan complexes is known to be the Dwyer-Kan localisation
of the category of small simplicial sets by the class of weak homotopy equiv-
alences, this latter conjecture essentially asserts that the ∞-category S is the
localisation of the category of U-small simplicial sets by the class of weak
homotopy equivalences. This reformulation of Nichols-Barrer’s second con-
jecture will be proved below; see Theorem 7.8.9.

5.5 Bivariant model category structures

5.5.1. This section addresses another approach to the theory of functors from
a product of ∞-categories 𝐴 × 𝐵 to the ∞-category of ∞-groupoids S. We
write bisSet for the category of bisimplicial sets. We first recall from paragraph
3.1.15 a few basic operations in this context.

Let pr1 and pr2 be first and second projection fromΔΔΔ×ΔΔΔ toΔΔΔ, respectively.
We have pull-back functors

pr ∗𝑖 : sSet→ bisSet , 𝑖 = 0, 1.

For two simplicial sets 𝐴 and 𝐵, the external product 𝐴 ⊠ 𝐵 is defined as:

(5.5.1.1) 𝐴 ⊠ 𝐵 = pr ∗1 (𝐴) × pr ∗2 (𝐵) .

In particular, the evaluations of 𝐴 ⊠ 𝐵 are of the form:

(5.5.1.2) (𝐴 ⊠ 𝐵)𝑚,𝑛 = 𝐴𝑚 × 𝐵𝑛 .

Remark that the representable presheaves on the product ΔΔΔ × ΔΔΔ are precisely
the ones isomorphic to Δ𝑚 ⊠ Δ𝑛, for 𝑚, 𝑛 ≥ 0.

Another natural operation is induced by the diagonal functor 𝛿 = (1ΔΔΔ, 1ΔΔΔ) :
ΔΔΔ→ ΔΔΔ ×ΔΔΔ. The corresponding functor

(5.5.1.3) 𝛿∗ = diag : bisSet→ sSet

has a left adjoint

(5.5.1.4) 𝛿! : sSet→ bisSet

as well as a right adjoint

(5.5.1.5) 𝛿∗ : sSet→ bisSet .
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We recall that, for any bisimplicial set 𝑋 , the evaluation of the diagonal diag(𝑋)
at 𝑛 is

(5.5.1.6) 𝛿∗ (𝑋)𝑛 = 𝑋𝑛,𝑛 .

In particular, we have the following formula:

(5.5.1.7) 𝛿∗ (𝐴 ⊠ 𝐵) = 𝐴 × 𝐵 .

Given two simplicial sets 𝐴 and 𝐵, we remark that we have a canonical identi-
fication:

(5.5.1.8) (ΔΔΔ ×ΔΔΔ)/(𝐴 ⊠ 𝐵) = ΔΔΔ/𝐴 ×ΔΔΔ/𝐵 .

Using this, we can reinterpret formula (5.5.1.7) by asserting that there is a
canonical Cartesian square of categories of the form

(5.5.1.9)
ΔΔΔ/(𝐴 × 𝐵) ΔΔΔ/𝐴 ×ΔΔΔ/𝐵

ΔΔΔ ΔΔΔ ×ΔΔΔ

𝛿𝐴,𝐵

𝛿

where 𝛿𝐴,𝐵 sends a triple (Δ𝑛, (𝑎, 𝑏)), with 𝑎 : Δ𝑛 → 𝐴 and 𝑏 : Δ𝑛 → 𝐵

two morphisms of simplicial sets, to the pair (Δ𝑛 ⊠ Δ𝑛, 𝑎 ⊠ 𝑏), where the map
𝑎 ⊠ 𝑏 : Δ𝑛 ⊠ Δ𝑛 → 𝐴 ⊠ 𝐵 is the one induced by functoriality of the external
product.

5.5.2. For a bisimplicial set 𝑋 and a simplicial set 𝐾 , recall that one defines a
simplicial set 𝑋𝐾 by the formula

(5.5.2.1) (𝑋𝐾 )𝑚 = HombisSet (Δ𝑚 ⊠ 𝐾, 𝑋) ≃ lim←−−
Δ𝑛→𝐾

𝑋𝑚,𝑛 .

Similarly, one defines 𝐾𝑋 by the formula

(5.5.2.2) (𝐾𝑋)𝑛 = HombisSet (𝐾 ⊠ Δ𝑛, 𝑋) ≃ lim←−−
Δ𝑚→𝐾

𝑋𝑚,𝑛 .

Definition 5.5.3. The class of bi-anodyne extensions is the smallest saturated
class of morphisms of bisimplicial sets containing inclusions of the form
(5.5.3.1)
Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ Λ𝑚𝑘 ⊠ Δ

𝑛 → Δ𝑚 ⊠ Δ𝑛 and Δ𝑚 ⊠ Λ𝑛𝑘 ∪ 𝜕Δ
𝑚 ⊠ Δ𝑛 → Δ𝑚 ⊠ Δ𝑛

for 𝑚 ≥ 1, 𝑛 ≥ 0 and 0 ≤ 𝑘 ≤ 𝑚, or 𝑚 ≥ 0, 𝑛 ≥ 1 and 0 ≤ 𝑘 ≤ 𝑛, respectively.
We define Kan bifibrations as the morphisms of bisimplicial sets with the

right lifting property with respect to bi-anodyne extensions.
A Kan bicomplex is a bisimplicial set 𝑋 such that the map from 𝑋 to the

terminal bisimplicial set is a Kan bifibration.
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We obviously have:

Proposition 5.5.4. For a morphism of bisimplicial sets 𝑋 → 𝑌 , the following
conditions are equivalent.

(i) The morphism 𝑋 → 𝐿 is a Kan bifibration.
(ii) For any anodyne extension 𝐾 → 𝑌 in sSet, the induced maps

𝑋𝐿 → 𝑋𝐾 ×𝑌𝐾 𝑌 𝐿 and 𝐿𝑋 → 𝐾𝑋 ×𝐾𝑌 𝐿𝑌

are trivial fibrations.
(iii) For any monomorphism 𝐾 → 𝐿 in sSet, the induced maps

𝑋𝐿 → 𝑋𝐾 ×𝑌𝐾 𝑌 𝐿 and 𝐿𝑋 → 𝐾𝑋 ×𝐾𝑌 𝐿𝑌

are Kan fibrations.

5.5.5. The category ΔΔΔ × ΔΔΔ is an Eilenberg-Zilber category, and the boundary
of a representable presheaf Δ𝑚 ⊠ Δ𝑛 is Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ 𝜕Δ𝑚 ⊠ Δ𝑛. Therefore, a
morphism of bisimsplicial sets is a trivial fibration (i.e., has the right lifting
property with respect to monomorphisms) if and only if it has the right lifting
property with respect to inclusions of the form

(5.5.5.1) Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ 𝜕Δ𝑚 ⊠ Δ𝑛 → Δ𝑚 ⊠ Δ𝑛

with 𝑚, 𝑛 ≥ 0. This gives the following statement.

Proposition 5.5.6. For a morphism of bisimsplicial sets 𝑋 → 𝑌 , the following
conditions are equivalent.

(i) The map 𝑝 is a trivial fibration.
(ii) For any monomorphism 𝐾 → 𝑌 in sSet, the induced map

𝑋𝐿 → 𝑋𝐾 ×𝑌𝐾 𝑌 𝐿

is a trivial fibration.
(iii) For any monomorphism 𝐾 → 𝑌 in sSet, the induced map

𝐿𝑋 → 𝐾𝑋 ×𝐾𝑌 𝐿𝑌

is a trivial fibration.

Theorem 5.5.7. There is a model category structure on the category of bisim-
plicial sets whose fibrant objects are the Kan bicomplexes and whose cofi-
brations are the monomorphisms. A morphism between Kan bicomplexes is
a fibration if and only if it is a Kan bifibration. The weak equivalences are
the morphisms 𝑋 → 𝑌 whose associated diagonal diag(𝑋) → diag(𝑌 ) is
a weak homotopy equivalence. Moreover, both pairs (𝛿!, 𝛿∗) and (𝛿∗, 𝛿∗) are
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Quillen equivalences (when we endow the category of simplicial sets with the
Kan-Quillen model category structure).

Proof Let us put 𝐼 = Δ1⊠Δ0. This is an interval, so that the Cartesian product
with 𝐼 defines an exact cylinder. Since, for 𝜀 = 0, 1, the inclusion {𝜀} → Δ1 is
an anodyne extension, for any monomorphism of simplicial sets 𝐾 → 𝐿, the
induced map 𝐴 = Δ1 × 𝐾 ∪ {𝜀} × 𝐿 → Δ1 × 𝐿 = 𝐵 is an anodyne extension.
This implies that, for any bi-anodyne extension 𝑋 → 𝑌 , the induced map

𝐼 × 𝑋 ∪ {𝜀} × 𝑌 → 𝐼 × 𝑌

is a bi-anodyne extension for 𝜀 = 0, 1. Indeed, it is sufficient to prove this
for 𝑋 → 𝑌 a generating bi-anodyne extension of the form (5.5.3.1). We then
get a map of the form 𝐴 ⊠ 𝑉 ∪ 𝐵 ⊠ 𝑈 → 𝐵 ⊠ 𝑉 associated to an anodyne
extension 𝐴→ 𝐵 and a monomorphism𝑈 → 𝑉 , and Proposition 5.5.4 implies
that such a map has the left lifting property with respect to Kan bifibrations.
In other words, the class of bi-anodyne extensions define a class of 𝐼-anodyne
maps, and we can apply Theorem 2.4.19 to get the expected model category
structure. The diagonal functor 𝛿∗ = diag preserves cofibrations, and it is
clear that it sends the generating bi-anodyne extensions (5.5.3.1) to anodyne
extensions. Therefore, Proposition 2.4.40 ensures that (𝛿∗, 𝛿∗) is a Quillen pair.
In particular, the functor 𝛿∗ preserves weak equivalences and cofibrations, and
commutes with colimits. It follows from Proposition 3.1.13 that the functor
𝛿! preserves monomorphisms. Replacing Sd by 𝛿! in the proof of Proposition
3.1.18, we see that the functor 𝛿! sends the horn inclusions Λ𝑛

𝑘
→ Δ𝑛 to

bi-anodyne extensions. Another application of Proposition 2.4.40 gives that
(𝛿!, 𝛿∗) is a Quillen pair. Since both functors 𝛿! and 𝛿∗ are left Quillen functors,
the class of simplicial sets 𝑋 such that the unit map 𝑋 → 𝛿∗𝛿! (𝑋) is a weak
homotopy equivalence is saturated by monomorphisms. But this class contains
the representable simplicial sets Δ𝑛, since, in this case, the unit map is the
diagonal embedding of Δ𝑛 into its two fold product Δ𝑛 × Δ𝑛. Therefore, by
virtue of Corollary 1.3.10, this class contains all simplicial sets. Similarly, the
class of bisimplicial sets 𝑋 such that the co-unit map 𝛿!𝛿∗ (𝑋) → 𝑋 is a weak
equivalence is saturated by monomorphisms. In the case where 𝑋 = Δ𝑚 ⊠ Δ𝑛

is representable, we have 𝛿∗ (𝑋) = Δ𝑚 ×Δ𝑛 weakly contractible, and therefore,
since 𝛿! preserves the terminal object as well as weak equivalences, by virtue
of Corollary 1.3.10, to prove that the co-unit map 𝛿!𝛿∗ (𝑋) → 𝑋 is a weak
equivalence for all 𝑋 , we only have to check that Δ𝑚×Δ𝑛 is weakly contractible
for all 𝑚 and 𝑛, which is an easy exercise. In other words, the adjoint pair
(𝛿!, 𝛿∗) is a Quillen equivalence. In particular, the functor 𝛿∗ preserves weak
equivalences and induces an equivalence of homotopy categories. Therefore,
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the Quillen pair (𝛿∗, 𝛿∗) is a Quillen equivalence as well. This readily implies
that the functor 𝛿∗ preserves and detects weak equivalences. □

Remark 5.5.8. If 𝑋 → 𝑌 is a morphism of bisimplicial sets is such that, for any
integer 𝑚 ≥ 0, the induced map 𝑋Δ𝑚 → 𝑌Δ𝑚 is a weak homotopy equivalence,
then it is a weak equivalence of the model category structure of Theorem 5.5.7.
Indeed, it is sufficient to check that its diagonal is a weak homotopy equivalence,
which is precisely the conclusion of Theorem 3.1.16.

Remark 5.5.9. Although we will not use it in these notes, it is a fact that
the trivial cofibrations of the model category structure of Theorem 5.5.7 are
precisely the bi-anodyne extensions. This can be proved in a pedestrian way,
or by applying general results from Grothendieck’s theory of test categories,
such as [Cis06, Corollaire 8.2.19]. However, this means that, if we consider
the class of absolute weak equivalences associated to the homotopical structure
used to construct the model category structure of Theorem 5.5.7 via Definition
2.5.2, we simply get the class of maps whose diagonal is a weak homotopy
equivalence. As we did to define the covariant model category structures, we
shall now consider an alternative presentation using a bivariant version of the
class of left fibrations, which will provide an interesting notion of absolute
weak equivalence.

Definition 5.5.10. The class of left bi-anodyne extensions (of right bi-anodyne
extensions) is the smallest saturated class of morphisms of bisimplicial sets
containing inclusions of the form
(5.5.10.1)
Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ Λ𝑚𝑘 ⊠ Δ

𝑛 → Δ𝑚 ⊠ Δ𝑛 and Δ𝑚 ⊠ Λ𝑛𝑘 ∪ 𝜕Δ
𝑚 ⊠ Δ𝑛 → Δ𝑚 ⊠ Δ𝑛

for 𝑚 ≥ 1, 𝑛 ≥ 0 and 0 ≤ 𝑘 < 𝑚, and for 𝑚 ≥ 0, 𝑛 ≥ 1 and 0 ≤ 𝑘 < 𝑛

(for 𝑚 ≥ 1, 𝑛 ≥ 0 and 0 < 𝑘 ≤ 𝑚, and for 𝑚 ≥ 0, 𝑛 ≥ 1 and 0 < 𝑘 ≤ 𝑛,
respectively)

We define left bifibrations (right bifibrations) as the morphisms of bisimpli-
cial sets with the right lifting property with respect to left (right) bi-anodyne
extensions.

As before, we have:

Proposition 5.5.11. For a morphism of bisimplicial sets 𝑋 → 𝑌 , the following
conditions are equivalent.

(i) The morphism 𝑋 → 𝑌 is a left (right) bifibration.
(ii) For any left (right) anodyne extension 𝐾 → 𝐿 in sSet, the induced maps

𝑋𝐿 → 𝑋𝐾 ×𝑌𝐾 𝑌 𝐿 and 𝐿𝑋 → 𝐾𝑋 ×𝐾𝑌 𝐿𝑌
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are trivial fibrations.
(iii) For any monomorphism 𝐾 → 𝐿 in sSet, the induced maps

𝑋𝐿 → 𝑋𝐾 ×𝑌𝐾 𝑌 𝐿 and 𝐿𝑋 → 𝐾𝑋 ×𝐾𝑌 𝐿𝑌

are left (right) fibrations.

Lemma 5.5.12. Let 𝐼 be either the interval 𝐽 ⊠Δ0 or the interval Δ0 ⊠ 𝐽. Then
the exact cylinder defined as the Cartesian product with 𝐼, together with the
class of left (right) bi-anodyne extensions form an homotopical structure in the
sense of Definition 2.4.11.

Proof We only consider the case of left bi-anodyne extensions, from which
the case of right bi-anodyne extensions can be obtained by an easy duality
argument. The two inclusions {𝜀} → 𝐽 are left anodyne extensions because
they are weak categorical equivalences (Proposition 5.3.1). Therefore, for any
monomorphism of simplicial sets 𝐾 → 𝐿, the induced map 𝐽 ×𝐾 ∪ {𝜀} × 𝐿 →
𝐽 × 𝐿 is a left anodyne extension. This implies, using the same arguments as
in the first part of the proof of Theorem 5.5.7, that, for any left bi-anodyne
extension 𝑋 → 𝑌 , the induced inclusion

𝐼 × 𝑋 ∪ {𝜀} × 𝑌 → 𝐼 × 𝑌

is a bi-anodyne extension for 𝜀 = 0, 1. □

Theorem 5.5.13. Let 𝐶 be a bisimplicial set. There is a model category struc-
ture on the slice category bisSet/𝐶 whose cofibrations are the monomorphisms,
and whose fibrant objects are the left (right) bifibrations of codomain 𝐶. For
two left (right) bifibrations 𝑝 : 𝑋 → 𝐶 and 𝑞 : 𝑌 → 𝐶, a map 𝑓 : 𝑋 → 𝑌 over
𝐶 is a fibration if and only if it is a left (right) bifibration.

Proof We use the construction of paragraph 2.5.1 for 𝐴 = ΔΔΔ ×ΔΔΔ and 𝑆 = 𝐶,
applied to the homotopical structure provided by the preceding lemma. □

The model category structure of the previous theorem will be called the bi-
covariant model category structure over𝐶 (the bicontravariant model category
structure over 𝐶, respectively).
Remark 5.5.14. In the case where 𝐶 is the terminal bisimplicial set, the bico-
variant model category structure coincides with the model category structure
of Theorem 5.5.7. To see this, it is sufficient to check that the classes of fibrant
objects are the same. Let 𝑋 be a bisimplicial set such that the map to the final
bisimplicial set is a left bifibration. Then, for any simplicial set 𝐾 , the simplicial
set 𝑋𝐾 is a Kan complex because the map 𝑋𝐾 → Δ0 is a left fibration. For any
monomorphism of simplicial sets 𝐾 → 𝐿, the map 𝑋𝐿 → 𝑋𝐾 is a left fibration
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between Kan complexes, and thus a Kan-fibration. By duality, the same is true
for the map 𝐿𝑋 → 𝐾𝑋 . Proposition 5.5.4 shows that 𝑋 is a Kan bicomplex.

Proposition 5.5.15. Let 𝑢 : 𝐶 → 𝐷 be a morphism of bisimplicial sets. We
consider the adjunction

(5.5.15.1) 𝑢! : bisSet/𝐶 ⇄ bisSet/𝐷 : 𝑢∗

where 𝑢! is the functor (𝑋, 𝑝) ↦→ (𝑋, 𝑢𝑝). Then (5.5.15.1) is a Quillen pair for
the bicovariant (bicontravariant, respectively) model category structures over
𝐶 and 𝐷.

Proof The functor 𝑢! preserves monomorphisms as well as left (right) bi-
anodyne extensions. Therefore, this proposition is a particular case of Proposi-
tion 2.4.40. □

Lemma 5.5.16. Let 𝐴 and 𝐵 be to simplicial sets, and let 𝑖 : 𝑆 → 𝑇 be a
monomorphism of bisimplicial sets over 𝐴 ⊠ 𝐵. Assume that, the map from 𝑇

to 𝐴 ⊠ 𝐵 is a left (right) bifibration and that, for any integer 𝑛 ≥ 0, the induced
map 𝑆Δ𝑛 → 𝑇Δ𝑛 is a left (right) anodyne extension. Then the map 𝑖 is a left
(right) bi-anodyne extension.

Proof By virtue of Proposition 2.5.6, it is sufficient to prove that the map 𝑖 is a
weak equivalence of the bicovariant (bicontravariant) model category structure
over 𝐴 ⊠ 𝐵. Let Λ be the set of monomorphisms of the form

Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ Λ𝑚𝑘 ⊠ Δ
𝑛 → Δ𝑚 ⊠ Δ𝑛

for 𝑚 ≥ 1, 𝑛 ≥ 0 and 0 < 𝑘 ≤ 𝑚 (and 0 ≤ 𝑘 < 𝑛, respectively). Applying
the small object argument to Λ, we factor 𝑖 into a map 𝑗 : 𝑆 → 𝑋 followed
by a map 𝑞 : 𝑋 → 𝑇 , where 𝑞 has the right lifting property with respect to
Λ, while 𝑗 belongs to the smallest saturated class of maps containing Λ. The
class of morphisms of bisimpicial sets 𝐾 → 𝐿 such that 𝐾Δ𝑛 → 𝐿Δ

𝑛 is a left
(right) anodyne extension for any 𝑛 is saturated and contains Λ. Therefore, the
map 𝑆Δ𝑛 → 𝑋Δ𝑛 are left (right) anodyne extensions for all 𝑛 ≥ 0. On the other
hand, for all 𝑛, the map 𝑋Δ𝑛 → 𝑇Δ𝑛 is a left (right) fibration, and Corollary
4.1.9 ensures that it is cofinal (final). This implies that the maps 𝑋Δ𝑛 → 𝑇Δ𝑛

are trivial fibrations. On the other hand, for any simplicial set 𝐾 , we have

(𝐴 ⊠ 𝐵)𝐾 = 𝐴 ×HomsSet (𝐾, 𝐵) =
∐

HomsSet (𝐾,𝐵)
𝐴 .

The projection (𝐴⊠𝐵)𝐾 → 𝐴 is thus a Kan fibration for all𝐾 . This mean that we
can see the maps 𝑋Δ𝑛 → 𝑇Δ𝑛 as trivial fibrations between fibrant objects of the
covariant (contravariant) model category structure over 𝐴. Since both functors
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𝐾 ↦→ 𝑋𝐾 and 𝐾 ↦→ 𝑇𝐾 are continuous and send monomorphisms of simplicial
sets to left (right) fibrations we see that the class of simplicial sets 𝐾 such
that the map 𝑋𝐾 → 𝑇𝐾 is a weak equivalence of the covariant (contravariant)
model category structure over 𝐴 is saturated by monomorphisms. Therefore,
the map 𝑋𝐾 → 𝑇𝐾 is a trivial fibration for all 𝐾 . This implies that the map
𝑋𝐿 → 𝑋𝐾 ×𝑇𝐾 𝑇𝐿 is a trivial fibration for any monomorphism 𝐾 → 𝐿.
Therefore, the map 𝑞 : 𝑋 → 𝑇 is a trivial fibration of bisimplicial sets, and,
since 𝑖 is a monomorphism, it is a retract of 𝑗 , which is in particular a left
(right) bi-anodyne extension. □

Lemma 5.5.17. The functor 𝛿∗ = diag : bisSet → sSet sends left (right)
bi-anodyne extensions to left (right) anodyne extensions.

Proof It is sufficient to check this on generators. Using Formula (5.5.1.7), this
follows right away from Proposition 3.4.3. □

Proposition 5.5.18. Let 𝐴 and 𝐵 be two simplicial sets, and let 𝑝 : 𝑋 → 𝐴⊠𝐵

be a left bifibration. We consider two objects 𝑎 and 𝑏 of 𝐴 and 𝐵, respectively.
We can form the fibre 𝑋𝑎,𝑏 of 𝑝 at 𝑎 ⊠ 𝑏 : Δ0 ⊠ Δ0 → 𝐴 ⊠ 𝐵. We also choose
fibrant replacements 𝐴/𝑎 → 𝐴 and 𝐵/𝑏 → 𝐵 of 𝑎 : Δ0 → 𝐴 and 𝑏 : Δ0 → 𝐵

in the contravariant model category structures over 𝐴 and 𝐵, respectively. We
have the pull-back 𝛿∗ (𝑋)/(𝑎,𝑏) = (𝐴/𝑎×𝐵/𝑏)×(𝐴×𝐵) 𝛿∗ (𝑋). Then the canonical
map 𝛿∗ (𝑋𝑎,𝑏) → 𝛿∗ (𝑋)/(𝑎,𝑏) is a weak homotopy equivalence.

Proof We consider the pull-back

𝑋/𝑎⊠𝑏 = (𝐴/𝑎 ⊠ 𝐵/𝑏) ×(𝐴⊠𝐵) 𝑋

so that the map 𝛿∗ (𝑋𝑎,𝑏) → 𝛿∗ (𝑋)/(𝑎,𝑏) is the image by 𝛿∗ of the canonical
map 𝑋𝑎,𝑏 → 𝑋/𝑎⊠𝑏. It is thus sufficient to prove that the latter map is a weak
equivalence of the model category of Theorem 5.5.7. Replacing 𝐴 and 𝐵 by
𝐴/𝑎 and 𝐵/𝑏, respectively, and replacing 𝑋 by 𝑋/𝑎⊠𝑏, we may assume that 𝑎 and
𝑏 are final objects of 𝐴 and 𝐵, and we want to prove that 𝑋𝑎,𝑏 → 𝑋 is a weak
equivalence. Let us write 𝑋𝑎 → Δ0⊠𝐵 for the pull-back of the map 𝑋 → 𝐴⊠𝐵

along the map 𝑎 ⊠ 1𝐵 : Δ0 ⊠ 𝐵 → 𝐴 ⊠ 𝐵. For any simplicial set 𝐾 , the map
𝑋𝐾𝑎 → 𝑋𝐾 is final because it is the pull-back of the final mapHomsSet (𝐾, 𝐵) →
𝐴 ×HomsSet (𝐾, 𝐵) along the left fibration 𝑋𝐾 → 𝐴 ×Hom(𝐾, 𝐵). Therefore,
Theorem 3.1.16 ensures that the inclusion 𝑋𝑎 → 𝑋 is a weak equivalence.
Similarly, for any simplicial set 𝐾 , the map 𝐾𝑋𝑎,𝑏 → 𝐾𝑋𝑎 is final: it is the
pull-back of the final map 𝑏 : Δ0 → 𝐵 along the left fibration 𝐾𝑋𝑎 → 𝐵.
Therefore, applying Theorem 3.1.16 (up to a permutation of the variables),
we obtain that the embedding 𝑋𝑎,𝑏 → 𝑋𝑎 is a weak equivalence as well. The
composed map 𝑋𝑎,𝑏 → 𝑋𝑎 → 𝑋 is thus a weak equivalence. □



234 Presheaves: internally

Corollary 5.5.19. Under the assumptions of the preceding proposition, if we
choose a fibrant replacement 𝑞 : 𝑌 → 𝐴× 𝐵 of 𝛿∗ (𝑝) : 𝛿∗ (𝑋) → 𝐴× 𝐵 for the
covariant model category structure over 𝐴 × 𝐵, the induced map on the fibre
over (𝑎, 𝑏) is an equivalence of∞-groupoids 𝛿∗ (𝑋𝑎,𝑏)

∼−→ 𝑌𝑎,𝑏.

Proof It follows from Remark 5.5.14 that the fibre 𝑋𝑎,𝑏 is fibrant in the
model structure of Theorem 5.5.7, so that 𝛿∗ (𝑋𝑎,𝑏) is a Kan complex. We
also know that the fibres of left fibrations are Kan complexes. Therefore, it is
sufficient to prove that the map 𝛿∗ (𝑋) → 𝑌 is a fibrewise equivalence. We have
a commutative square of the form

𝛿∗ (𝑋𝑎,𝑏) 𝑌𝑎,𝑏

𝛿∗ (𝑋)/(𝑎,𝑏) 𝑌/(𝑎,𝑏)

in which 𝑌/(𝑎,𝑏) = (𝐴/𝑎 × 𝐵/𝑏) ×(𝐴×𝐵) 𝑌 . The vertical maps of this square are
weak homotopy equivalences because of the preceding proposition for the first
one, and because 𝑞 is proper for the second one. The lower horizontal map is
cofinal because it is the base change of a cofinal map along the smooth map
𝐴/𝑎 × 𝐵/𝑏 → 𝐴 × 𝐵. In conclusion, all the morphisms of this square are weak
homotopy equivalences over 𝐴 × 𝐵. □

Lemma 5.5.20. Let 𝑝 : 𝑋 → 𝐴 ⊠ 𝐵 be a left (right) bifibration, and 𝑛 ≥ 0.
Then the induced map

𝑝Δ
𝑛

: 𝑋Δ𝑛 → (𝐴 × 𝐵)Δ𝑛 = 𝐴 × 𝐵𝑛

is a left (right) fibration; in particular, the induced map 𝑋Δ𝑛 → 𝐴 is a left
(right) fibration. We consider furthermore an object 𝑎 of 𝐴 as well as an 𝑛-
simplex 𝑏 of 𝐵, and we let 𝑐 be the restriction of 𝑏 : Δ𝑛 → 𝐵 to {0} ⊂ Δ𝑛

(to {𝑛} ⊂ Δ𝑛, respectively). We finally write 𝑋Δ𝑛

𝑎,𝑏
for the fibre of 𝑝Δ𝑛 at (𝑎, 𝑏).

Then there is a functorial weak equivalence of the form

𝑋Δ𝑛

𝑎,𝑏 → 𝛿∗ (𝑋𝑎,𝑐) .

Proof We shall consider the case of a left fibration, the other one being
deduced by duality. The first assertion is a particular case of condition (iii) of
Proposition 5.5.11. Since 𝐵𝑛 is discrete, the projection 𝐴 × 𝐵𝑛 → 𝐴 is a left
fibration. Since the inclusion of {0} into Δ𝑛 is cofinal (hence a left anodyne
extension), condition (ii) of Proposition 5.5.11 implies that the induced map

𝑋Δ𝑛 → (𝐴 × 𝐵𝑛) ×(𝐴×𝐵0 ) 𝑋
Δ0
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is a trivial fibration over 𝐴×𝐵𝑛. Passing to the fibres over the objects of 𝐴×𝐵𝑛,
we get trivial fibrations:

𝑋Δ𝑛

𝑎,𝑏 → 𝑋Δ0

𝑎,𝑐 .

To finish the proof, it sufficient to produce a functorial weak homotopy equiva-
lence from 𝑋Δ0

𝑎,𝑐 to 𝛿∗ (𝑋𝑎,𝑐). Let us write𝑌 = 𝑋𝑎,𝑐. We shall prove that there is
a canonical weak homotopy equivalence 𝑌Δ0 → 𝛿∗ (𝑌 ). Indeed, what precedes
(for 𝑏 = 𝑐) shows that there is a canonical anodyne extension 𝑌Δ0 → 𝑌Δ𝑛 in-
duced by the map Δ𝑛 → Δ0, because the inclusion {0} → Δ𝑛 induces a trivial
fibration 𝑌Δ𝑛 → 𝑌Δ0 by Proposition 5.5.4). Therefore, by virtue of Theorem
3.1.16, the image of the canonical map𝑌Δ0

⊠Δ0 → 𝑌 by 𝛿∗ is a weak homotopy
equivalence. □

Proposition 5.5.21. Let 𝑝 : 𝑋 → 𝐴 ⊠ 𝐵 and 𝑞 : 𝑌 → 𝐴 ⊠ 𝐵 be two left (right)
bifibrations, and 𝜑 : 𝑋 → 𝑌 a morphism of bisimplicial sets over 𝐴 ⊠ 𝐵. The
following conditions are equivalent.

(i) The map 𝜑 is a weak equivalence of the bicovariant (bicontravariant)
model category structure over 𝐴 ⊠ 𝐵.

(ii) For any objects 𝑎 and 𝑏 in 𝐴 and 𝐵, respectively, the map 𝑋𝑎,𝑏 → 𝑌𝑎,𝑏

is a weak equivalence of the model category structure of Theorem 5.5.7.
(iii) For any objects 𝑎 and 𝑏 in 𝐴 and 𝐵, respectively, the map 𝛿∗ (𝑋𝑎,𝑏) →

𝛿∗ (𝑌𝑎,𝑏) is an equivalence of∞-groupoids.
(iv) For any integer 𝑛 ≥ 0, the map 𝑋Δ𝑛 → 𝑌Δ𝑛 is a fibrewise equivalence

over 𝐴.
(v) For any integer 𝑚 ≥ 0, the map Δ𝑚𝑋 → Δ𝑚𝑌 is a fibrewise equivalence

over 𝐵.

Proof The permutation of factors in ΔΔΔ × ΔΔΔ induces an isomorphism from
bisSet/𝐴 ⊠ 𝐵 onto bisSet/𝐵 ⊠ 𝐴 which preserves left (right) bifibrations, so
that, if conditions (i) and (iv) are equivalent, then conditions (i) and (v) are
equivalent as well. Hence we may leave out condition (v). We shall focus on
the case where 𝑝 and 𝑞 are right fibrations, since the case of left fibrations
will follow by an obvious duality argument. Since the funtor 𝛿∗ preserves and
detects weak equivalences of Theorem 5.5.7, it is clear that conditions (ii) and
(iii) are equivalent. Since right Quillen functors preserve weak equivalences
between fibrant objects, the fact that condition (i) implies condition (ii) follows
from Proposition 5.5.15, applied for 𝑢 = 𝑎⊠ 𝑏. For any object (𝑎, 𝑏) of 𝐴× 𝐵𝑛,
if 𝑏𝑛 : Δ0 → 𝐵 denotes the evaluation of 𝑏 at 𝑛, we have a commutative square



236 Presheaves: internally

of the form

𝑋Δ𝑛

𝑎,𝑏
𝑌Δ𝑛

𝑎,𝑏

𝛿∗ (𝑋𝑎,𝑏𝑛 ) 𝛿∗ (𝑌𝑎,𝑏𝑛 )

in which the vertical maps are weak homotopy equivalences, by virtue of
the preceding lemma. Since the fibre of 𝑋Δ𝑛 over 𝑎 is the disjoint union of
the 𝑋Δ𝑛

𝑎,𝑏
’s, this implies that conditions (iii) and (iv) are equivalent. It is now

sufficient to prove that condition (iv) implies condition (i). Theorem 4.1.16
implies that conditions (iv) is equivalent to the property that the maps 𝑋Δ𝑛 →
𝑌Δ𝑛 are weak equivalences of the contravariant model category structure over
𝐴 (observe again that the fibre of 𝑋Δ𝑛 over 𝑎 is the disjoint union of the 𝑋Δ𝑛

𝑎,𝑏
’s).

We may choose a factorisation of the map 𝜑 into a cofibration 𝜓 : 𝑋 → 𝑇

followed by a trivial fibration 𝜋 : 𝑇 → 𝑌 . It is clear that condition (i) for 𝜑 is
equivalent to condition (i) for 𝜓. Similarly, since the induced maps 𝑇Δ𝑛 → 𝑌Δ𝑛

are trivial fibrations as well, condition (iv) for 𝜑 is equivalent to condition (iv)
for 𝜓. In other words, we may assume, without loss of generality, that 𝜑 is a
monomorphism. But then, Lemma 5.5.16 shows that condition (iv) implies that
𝜑 is a right bi-anodyne extension, hence satisfies condition (i). □

Corollary 5.5.22. Let 𝑝 : 𝑋 → 𝐴 ⊠ 𝐵 and 𝑞 : 𝑌 → 𝐴 ⊠ 𝐵 be two bisimplicial
sets over 𝐴 ⊠ 𝐵. A morphism 𝜑 : 𝑋 → 𝑌 over 𝐴 ⊠ 𝐵 is a weak equivalence of
the bicovariant (bicontravariant) model category structure over 𝐴 ⊠ 𝐵 if and
only if the induced map 𝛿∗ (𝜑) : 𝛿∗ (𝑋) → 𝛿∗ (𝑌 ) is a weak equivalence of the
covariant (contravariant) model category structure over 𝐴 × 𝐵.

Proof We choose a commutative square of bisimplicial sets over 𝐴⊠ 𝐵 of the
form

𝑋 𝑋 ′

𝑌 𝑌 ′

𝑖

𝜑 𝜑′

𝑗

in which 𝑖 and 𝑗 are left bi-anodyne extensions and the structural maps of 𝑋 ′
and 𝑌 ′ are left bifibrations. Lemma 5.5.17 implies that the maps 𝛿∗ (𝑖) and
𝛿∗ ( 𝑗) are left anodyne extensions. Therefore, we may assume, without loss of
generality, that both 𝑝 and 𝑞 are left bifibrations. But then, Theorem 4.1.16
and Corollary 5.5.19 show that 𝛿∗ (𝜑) is a weak equivalence over 𝐴 × 𝐵 if and
only if, for any objects 𝑎 and 𝑏 in 𝐴 and 𝐵, respectively, the induced map
𝛿∗ (𝑋𝑎,𝑏) → 𝛿∗ (𝑌𝑎,𝑏) is a weak homotopy equivalence. This corollary is thus
a reformulation of Proposition 5.5.21. □
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5.5.23. Let 𝐴 and 𝐵 be two simplicial sets. The functor 𝛿𝐴,𝐵 : ΔΔΔ/𝐴 × 𝐵 →
ΔΔΔ/𝐴 ×ΔΔΔ/𝐵 induces an adjunction

(5.5.23.1) 𝛿𝐴,𝐵,! : sSet/𝐴 × 𝐵 ⇄ bisSet/𝐴 ⊠ 𝐵 : 𝛿∗𝐴,𝐵

where the functor 𝛿∗
𝐴,𝐵

simply sends a morphism 𝑝 : 𝑋 → 𝐴 ⊠ 𝐵 to 𝛿∗ (𝑝) :
𝛿∗ (𝑋) → 𝐴×𝐵. This latter functor has a right adjoint 𝛿

𝐴,𝐵,∗. The functor 𝛿
𝐴,𝐵,!

has an explicit description: it sends a map 𝑝 : 𝑋 → 𝐴 × 𝐵, to the composed
map 𝜀𝛿! (𝑝) : 𝛿! (𝑋) → 𝐴 ⊠ 𝐵, where 𝜀 : 𝛿! (𝐴 × 𝐵) → 𝐴 ⊠ 𝐵 is the co-unit
map (corresponding to the identity of 𝐴 × 𝐵 = 𝛿∗ (𝐴 ⊠ 𝐵)).

Theorem 5.5.24. The pair (𝛿
𝐴,𝐵,!

, 𝛿∗
𝐴,𝐵
) is a Quillen equivalence from the

covariant (contravariant) model category structure over the Cartesian product
𝐴 × 𝐵 to the bicovariant (bicontravariant) model category structure over the
external product 𝐴 ⊠ 𝐵. Furthermore, the pair (𝛿∗

𝐴,𝐵
, 𝛿
𝐴,𝐵,∗) is also a Quillen

equivalence from the bicovariant (bicontravariant) model category structure
over 𝐴⊠𝐵 to the covariant (contravariant) model category structure over 𝐴×𝐵.

Proof The class of maps (𝑎, 𝑏) : 𝑋 → 𝐴× 𝐵 such that the induced map 𝑋 →
𝛿∗𝛿! (𝑋) is a weak equivalence of the covariant model category structure over
𝐴×𝐵 is a class of objects of sSet/𝐴×𝐵 which is saturated by monomorphisms.
This class contains all the maps of the form (𝑎, 𝑏) : Δ𝑛 → 𝐴 × 𝐵. Indeed, the
diagonal Δ𝑛 → Δ𝑛 × Δ𝑛 sends the initial object 0 to the initial object (0, 0),
hence is a left anodyne extension. Corollary 1.3.10 thus shows that this class
consists of all simplicial sets over 𝐴 × 𝐵. Therefore, by virtue of Corollary
5.5.22, the functor 𝛿

𝐴,𝐵,!
is a left Quillen functor, and what precedes also

implies that the induced total derived functor is fully faithful, and another use
of Corollary 5.5.22 shows that its right adjoint is conservative. This readily
implies the first assertion of the theorem. The second one follows from the first,
as in the proof of the last assertion of Theorem 5.5.7. □

Corollary 5.5.25. The functor 𝛿! : sSet → bisSet sends left (right) anodyne
extensions to left (right) bi-anodyne extensions.

Proof We only have to consider the case of left anodyne extensions, by the
usual duality argument. The class of morphisms of simplicial sets whose image
by 𝛿! is a left bi-anodyne extension is saturated. Therefore, it is sufficient to
check that, for 𝑛 ≥ 1 and 0 ≤ 𝑘 < 𝑛, the inclusion of 𝛿! (Λ𝑛𝑘) into 𝛿! (Δ𝑛) =
Δ𝑛 ⊠ Δ𝑛 is a left bi-anodyne extension. But we know, by the previous theorem
applied for 𝐴 = 𝐵 = Δ𝑛, that it is a trivial cofibration of the bicovariant model
structure over Δ𝑛 ⊠Δ𝑛, hence, since the identity of Δ𝑛 ⊠Δ𝑛 is a left bifibration,
it is a left bi-anodyne extension, by Propositions 2.5.3 and 2.5.6. □
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5.6 The twisted diagonal

5.6.1. Given a simplicial set 𝐴, we define a bisimplicial set S(𝐴) by the formula

(5.6.1.1) S(𝐴)𝑚,𝑛 = HomsSet ((Δ𝑚)op ∗ Δ𝑛, 𝐴) , 𝑚, 𝑛 ≥ 0 .

This defines a functor from the category of simplicial sets to the category of
bisimplicial sets. There is a canonical map

(5.6.1.2) (𝑠𝐴, 𝑡𝐴) : S(𝐴) → 𝐴op ⊠ 𝐴

induced by the inclusions (Δ𝑚)op → (Δ𝑚)op ∗ Δ𝑛 ← Δ𝑛. We finally define
S(𝐴) as the diagonal of S(𝐴):

(5.6.1.3) S(𝐴) = 𝛿∗ (S(𝐴)) .

The elements of S(𝐴)𝑛 thus correspond to morphisms (Δ𝑛)op ∗ Δ𝑛 → 𝐴, for
𝑛 ≥ 0. We also have a canonical map

(5.6.1.4) (𝑠𝐴, 𝑡𝐴) : S(𝐴) → 𝐴op × 𝐴 .

Proposition 5.6.2. If 𝐴 is an ∞-category, then the induced map (5.6.1.4) is a
left fibration, and the simplicial set S(𝐴) is an∞-category.

Proof We shall first prove that the map (5.6.1.2) is a left bifibration (see
Definition 5.5.10). Given two monomorphisms of simplicial sets 𝑖 : 𝐾 → 𝐿

and 𝑗 : 𝑈 → 𝑉 , as well as two maps 𝑓 : 𝐿op → 𝐴 and 𝑣 : 𝑉 → 𝐴, there is a
one-to-one correspondence between the following lifting problems.

𝐿op ⨿ 𝑉

𝐿op ∗𝑈 ∪ 𝐾op ∗𝑉 𝐴

𝐿op ∗𝑉

( 𝑓 ,𝑣)

↭

𝐿 ⊠𝑈 ∪ 𝐾 ⊠𝑉 S(𝐴)

𝐿 ⊠𝑉 𝐴op ⊠ 𝐴
𝑓 op⊠𝑣

Therefore, Proposition 3.4.17 implies that (5.6.1.2) is a left bifibration. Indeed, it
ensures that, for 𝑖 the boundary inclusion 𝜕Δ𝑚 → Δ𝑚 and 𝑗 the horn inclusion
Λ𝑛
𝑘
→ Δ𝑛, with 𝑚 ≥ 0, 𝑛 ≥ 1 and 0 ≤ 𝑘 < 𝑛, or for 𝑖 the horn inclusion

Λ𝑚
𝑘
→ Δ𝑚 and 𝑗 the boundary inclusion 𝜕Δ𝑛 → Δ𝑛, with 𝑚 ≥ 1, 𝑛 ≥ 0 and

0 ≤ 𝑘 < 𝑛, we have 𝐿op ∗ 𝑉 = Δ𝑚+1+𝑛 and 𝐿op ∗ 𝑈 ∪ 𝐾op ∗ 𝑉 = Λ𝑚+1+𝑛
𝑙

for
some 0 < 𝑙 < 𝑚 + 1 + 𝑛. The proposition now follows from the fact that the
functor 𝛿∗ sends left bifibrations to left fibrations, since its left adjoint 𝛿! sends
left anodyne extensions to left bi-anodyne extensions (Corollary 5.5.25). □
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Definition 5.6.3. The twisted diagonal of an ∞-category 𝐴 is the ∞-category
S(𝐴).

Remark 5.6.4. The opposite of the twisted diagonal of the opposite of 𝐴 is also
known as the twisted arrow category of 𝐴. All the results of this chapter on the
twisted diagonal have their counterpart in terms of twisted arrow categories.

If 𝐴 is the nerve of a small category 𝐶, then one may describe S(𝐴)op as
the nerve of the category of elements of the presheaf (𝑥, 𝑦) ↦→ Hom𝐶 (𝑥, 𝑦).
In general, one might expect to extract the twisted diagonal of 𝐴 out of the
∞-category of arrows of 𝐴 from a general procedure of twisting Cartesian
fibrations over a binary product. Although we shall not explain such a general
procedure here, its outcome in the special case of the ∞-category of arrows is
discussed in Corollary 5.6.14 below.

Proposition 5.6.5. If 𝐴 is an ∞-category, for any object 𝑎 of 𝐴, we form the
following Cartesian squares.

𝑎 S(𝐴) S(𝐴)

𝐴 𝐴op × 𝐴(𝑎,1𝐴)

S(𝐴)𝑎 S(𝐴)

𝐴op 𝐴op × 𝐴(1𝐴op ,𝑎)

Then there are canonical cofinal maps

𝑎\𝐴→ 𝑎 S(𝐴) and (𝐴/𝑎)op → S(𝐴)𝑎

over 𝐴 and over 𝐴op, respectively.

Proof We shall only consider the case of the fibre 𝑎 S(𝐴), since the other one
can be deduced from the first by appropriate duality arguments. By virtue of
the dual versions of Proposition 4.1.11 and of Theorem 4.1.16, it is sufficient
to prove that there is a canonical fibrewise equivalence 𝑎\𝐴→ 𝑎 S(𝐴) over 𝐴.
Let us consider the Cartesian square below.

𝑎S(𝐴) S(𝐴)

Δ0 ⊠ 𝐴 𝐴op ⊠ 𝐴

(𝑠𝐴,𝑡𝐴)
𝑎×1𝐴

Then we have 𝛿∗ (𝑎S(𝐴)) = 𝑎 S(𝐴). Furthermore, we see that there is a canon-
ical identification:

Δ0 (𝑎S(𝐴)) = 𝑎\𝐴 .

Since, by the preceding proposition, the map (𝑠𝐴, 𝑡𝐴) is a left bifibration, the
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property that the induced inclusion map

Δ0 (𝑎S(𝐴)) → 𝛿∗ (𝑎S(𝐴))

is a fibrewise equivalence over 𝐴 is a particular case of Lemma 5.5.20. □

Corollary 5.6.6. A functor between∞-categories 𝑢 : 𝐴→ 𝐵 is a fully faithful
if and only if the induced map

S(𝐴) → (𝐴op × 𝐴) ×(𝐵op×𝐵) S(𝐵)

is a fibrewise equivalence over 𝐴op × 𝐴.

Proof Indeed, Corollary 4.2.10 and Proposition 5.6.5 show that the induced
maps on the fibres are homotopic to the canonical maps 𝐴(𝑥, 𝑎) → 𝐵(𝑢(𝑥), 𝑢(𝑎)).

□

Lemma 5.6.7. Let us consider three ∞-categories 𝐴, 𝐵 and 𝐶, as well as a
commutative square of the form

𝑋 𝑌

𝐴 × 𝐶 𝐴 × 𝐵

𝑝

𝑓

𝑞

1𝐴×𝑔

in which 𝑝 and 𝑞 are left fibrations. If the map 𝑓 is fibrewise cofinal over 𝐴,
then it is cofinal. In other words, if the induced map on the fibres 𝑓𝑎 : 𝑋𝑎 → 𝑌𝑎

is cofinal for any object 𝑎 of 𝐴, then 𝑓 is cofinal as well.

Proof It is sufficient to prove that 𝑓 is a weak equivalence of the covariant
model structure over 𝐴 × 𝐵, by the dual version of Proposition 4.1.11. Given
any map 𝑇 → 𝐵 and any object 𝑏 of 𝐵, we write 𝑇/𝑏 = 𝑇 ×𝐵 𝐵/𝑏. By virtue
of Proposition 4.4.30, it is sufficient to prove that the induced functor 𝑓 /𝑏 is a
weak equivalence of the covariant model structure over 𝐴. We remark that we
have a commutative square of the form

𝑋/𝑏 𝑌/𝑏

𝐴 × 𝐶/𝑏 𝐴 × 𝐵/𝑏

𝑝/𝑏

𝑓 /𝑏

𝑞/𝑏
1𝐴×𝑔/𝑏

which is obtained by pull-back from the original one. For any object 𝑎 of
𝐴, the functor on the induced fibres 𝑋𝑎 → 𝑌𝑎 is cofinal over 𝐵. Since the
projection 𝐵/𝑏 → 𝐵 is a right fibration, it is smooth, hence the induced functor
𝑋𝑎/𝑏 → 𝑌𝑎/𝑏 is cofinal. This means that the functor 𝑓 /𝑏 is fibrewise cofinal
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over 𝐴. But both functors 𝑝/𝑏 and 𝑞/𝑏 are left fibrations, since they are pull-
backs of the left fibrations 𝑝 and 𝑞, respectively, so that the maps 𝑋/𝑏 → 𝐴

and 𝑋/𝑏 → 𝐴 are proper, because any projection of the form 𝐴 × 𝐷 → 𝐴 is
proper. Henceforth, 𝑓 /𝑏 is a weak equivalence of the covariant model structure
over 𝐴, by Corollary 4.4.28. □

5.6.8. Let 𝑢 : 𝐴→ 𝐵 be a functor between∞-categories. We have the following
commutative diagrams.

(5.6.8.1)
S(𝐴) (𝐴op × 𝐵) ×(𝐵op×𝐵) S(𝐵) S(𝐵)

𝐴op × 𝐴 𝐴op × 𝐵 𝐵op × 𝐵

(𝑠𝐴,𝑡𝐴) (𝑠𝐵 ,𝑡𝐵 ) )
1𝐴op×𝑢 𝑢op×1𝐵

(5.6.8.2)
S(𝐴) (𝐵op × 𝐴) ×(𝐵op×𝐵) S(𝐵) S(𝐵)

𝐴op × 𝐴 𝐵op × 𝐴 𝐵op × 𝐵

(𝑠𝐴,𝑡𝐴) (𝑠𝐵 ,𝑡𝐵 ) )
𝑢op×1𝐴 1𝐵op×𝑢

Proposition 5.6.9. The canonical maps

S(𝐴) → (𝐴op × 𝐵) ×(𝐵op×𝐵) S(𝐵) and S(𝐴) → (𝐵op × 𝐴) ×(𝐵op×𝐵) S(𝐵)

are cofinal.

Proof Proposition 5.6.5 shows that, for any object 𝑎 of 𝐴, the vertical maps
of the obvious commutative squares

𝑎\𝐴 𝑢(𝑎)\𝐵

𝑎 S(𝐴) 𝑢(𝑎) S(𝐵)

and
(𝐴/𝑎)op (𝐵/𝑢(𝑎))op

S(𝐴)𝑎 S(𝐵)𝑢(𝑎)

are cofinal. On the other hand, the upper horizontal maps are cofinal, because
they preserve initial objects, so that we can apply Proposition 4.3.3. Therefore,
the lower horizontal maps are cofinal as well, by Corollary 4.1.9. This proves
our assertion, by the preceding lemma. □

5.6.10. There is an alternative point of view on the twisted diagonal, which con-
sists in replacing the join operation ∗ by the diamond operation ⋄ of paragraph
4.2.1. For a simplicial set 𝐴, we put:

(5.6.10.1) S⋄ (𝐴)𝑚,𝑛 = HomsSet ((Δ𝑚)op ⋄Δ𝑛, 𝐴) .

This defines a bisimplicial set S⋄ (𝐴). As above, there is a canonical map

(5.6.10.2) S⋄ (𝐴) → 𝐴 ⊠ 𝐴op
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induced by the inclusions (Δ𝑚)op → (Δ𝑚)op ⋄Δ𝑛 ← Δ𝑛, and we define S⋄ (𝐴)
as the diagonal of S⋄ (𝐴):

(5.6.10.3) S⋄ (𝐴) = 𝛿∗ (S⋄ (𝐴)) .

We also have a canonical map

(5.6.10.4) S⋄ (𝐴) → 𝐴op × 𝐴 .

The canonical map (Δ𝑚)op ⋄Δ𝑛 → (Δ𝑚)op ∗ Δ𝑛 provided by Proposition 4.2.2
induces the natural commutative triangle below.

(5.6.10.5)
S(𝐴) S⋄ (𝐴)

𝐴op × 𝐴

Lemma 5.6.11. For any monomorphisms of simplicial sets 𝑖 : 𝑈 → 𝑉 and
𝑗 : 𝑆 → 𝑇 , if 𝑖 is a left anodyne extension or if 𝑗 is a right anodyne extension,
then the induced map

𝑉 ⋄ 𝑆 ∪𝑈 ⋄𝑇 → 𝑉 ⋄𝑇

is a trivial cofibration of the Joyal model category structure.

Proof We already know this property if we replace ⋄ by ∗ (this is an easy
consequence of Proposition 3.4.17). Proposition 4.2.3 thus implies this lemma.

□

Replacing ∗ by ⋄ in the proof of Proposition 5.6.2 (and replacing the use of
Proposition 3.4.17 by the preceding lemma), we get:

Proposition 5.6.12. If 𝐴 is an ∞-category, then the map (5.6.10.2) is a left
bifibration. In particular, the induced map (5.6.10.4) is a left fibration, and the
simplicial set S⋄ (𝐴) is an∞-category.

Similarly, replacing ∗ by ⋄ in the proof of Proposition 5.6.13 gives the
following statement, where we have put

𝑎\\𝐴 = (𝐴op//𝑎)op
.

Proposition 5.6.13. For any object 𝑎 of an∞-category 𝐴, we form the following
Cartesian squares.

𝑎 S⋄ (𝐴) S⋄ (𝐴)

𝐴 𝐴op × 𝐴(𝑎,1𝐴)

S⋄ (𝐴)𝑎 S⋄ (𝐴)

𝐴op 𝐴op × 𝐴(1𝐴op ,𝑎)
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Then there are canonical fibrewise equivalences of left fibrations

𝑎\\𝐴→ 𝑎 S⋄ (𝐴) and (𝐴//𝑎)op → S⋄ (𝐴)𝑎

over 𝐴 and over 𝐴op, respectively.

Corollary 5.6.14. For any∞-category 𝐴, the comparison map

S(𝐴) → S⋄ (𝐴)

is a fibrewise equivalence of left fibrations over 𝐴op × 𝐴 (hence an equivalence
of ∞-categories). In particular, for any object 𝑎 of 𝐴, there is a canonical
commutative square of the form

𝑎\𝐴 𝑎 S(𝐴)

𝑎\\𝐴 𝑎 S⋄ (𝐴)

in which all the maps are fibrewise equivalences over 𝐴.

Proof This follows right away from Propositions 4.2.9, 5.6.5 and 5.6.13. □

Remark 5.6.15. As observed in the proof of Corollary 4.2.10, the fibre of the
canonical map 𝑥\\𝐴 → 𝐴 over an object 𝑦 of 𝐴 is the ∞-groupoid of maps
𝐴(𝑥, 𝑦). Therefore, the preceding corollary expresses exactly how to recover
the ∞-groupoid of morphisms between two objects of 𝐴 as a homotopy fibre
of the map S(𝐴) → 𝐴op × 𝐴.

5.7 Locally small∞-categories

Definition 5.7.1. An ∞-category 𝐴 is locally U-small if the twisted diagonal
of 𝐴 is isomorphic to a left fibration with U-small fibres of codomain 𝐴op × 𝐴
in LFib(𝐴op × 𝐴).

Remark 5.7.2. By virtue of Corollary 5.4.10, an∞-category 𝐴 is locally small
if and only if, for any objects 𝑥 and 𝑎 in 𝐴, the∞-groupoid 𝐴(𝑥, 𝑎) is equivalent
to a U-small∞-groupoid.

In particular, an∞-category 𝐴 is locallyU-small if and only if its opposite 𝐴op

is locally U-small. Similarly, if 𝑢 : 𝐴 → 𝐵 is an equivalence of ∞-categories,
then 𝐴 is locally U-small if and only if 𝐵 has the same property.

Of course, a sufficient condition for an ∞-category to be locally U-small
is that one of the left fibrations (5.6.1.4) or (5.6.10.4) have U-small fibres.
In particular, whenever the simplicial set underlying 𝐴 is U-small (i.e., takes



244 Presheaves: internally

its values in the chosen Grothendieck universe), the ∞-category 𝐴 is locally
U-small. Such an∞-category will be said to be U-small. Another fundamental
example is the following one.

Proposition 5.7.3. For anyU-small simplicial set 𝑋 , the∞-category of functors
Hom(𝑋, S) is locally U-small. In particular, the ∞-category S of U-small ∞-
groupoids is locally U-small.

Proof The covariant model structure over some U-small simplicial set 𝑋
restricts to U-small simplicial sets over 𝑋 . Given two U-small simplicial sets 𝐸
and 𝐹 over 𝑋 , the mapping space Map𝑋 (𝐸, 𝐹) is a subcomplex of Hom(𝐸, 𝐹),
which is U-small. Therefore, Corollary 5.4.7 and the preceding remark show
that Hom(𝑋, S) is locally U-small. □

In order to generalize the previous proposition to abstract locally U-small
∞-categories, we need the next two propositions.

Proposition 5.7.4. Let 𝑢 : 𝐴 → 𝐵 be a functor between locally U-small
∞-categories. The following conditions are equivalent.

(i) The functor 𝑢 : 𝐴→ 𝐵 is fully faithful.
(ii) For any U-small simplicial set 𝑋 , the induced functor

𝑢∗ : Hom(𝑋, 𝐴) → Hom(𝑋, 𝐵)

is fully faithful, and its essential image consists of functors 𝜑 : 𝑋 → 𝐵

such that, for any object 𝑥 of 𝑋 , there exists an object 𝑎 of 𝐴, as well as
an invertible map 𝑢(𝑎) → 𝜑(𝑥) in 𝐵.

(iii) For any U-small simplicial set 𝑋 , the induced functor

𝑢∗ : ho(Hom(𝑋, 𝐴)) → ho(Hom(𝑋, 𝐵))

is fully faithful.
(iv) There exists a factorisation of 𝑢 into an equivalence of ∞-categories

𝑖 : 𝐴→ 𝐴′ followed by a map 𝑢′ : 𝐴′ → 𝐵 with the right lifting property
with respect to inclusions of the form 𝜕Δ𝑛 → Δ𝑛, for 𝑛 > 0.

Proof Given a simplicial set 𝐾 and a subset 𝑆 ⊂ 𝐾0, one defines the full
simplicial subset of𝐾 generated by 𝑆 as the simplicial set whose mapsΔ𝑛 → 𝐾𝑆

correspond to maps 𝑘 : Δ𝑛 → 𝐾 such that, for 0 ≤ 𝑖 ≤ 𝑛, we have 𝑘 (𝑖) ∈ 𝑆. We
remark that the inclusion 𝐾𝑆 → 𝐾 has the right lifting property with respect to
any morphism of simplicial sets𝑈 → 𝑉 such that the induced map𝑈0 → 𝑉0 is
bĳective, such as 𝜕Δ𝑛 → Δ𝑛 for 𝑛 > 0 or Λ𝑛

𝑘
→ Δ𝑛 for 𝑛 ≥ 2. In particular, if

𝐾 is an∞-category, then so is 𝐾𝑆 , and the inclusion 𝐾𝑆 → 𝐾 is fully faithful.
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If, furthermore, the set 𝑆 has the property that, for any invertible map 𝑏 → 𝑏′ in
𝐵, we have 𝑏 ∈ 𝑆 ⇔ 𝑏′ ∈ 𝑆, then the inclusion 𝐾𝑆 → 𝐾 is also an isofibration.

We choose a factorisation of 𝑢 into a trivial cofibration 𝑖 : 𝐴→ 𝐴′ followed
by a fibration 𝑢′ : 𝐴′ → 𝐵 in the Joyal model category structure. We apply
this construction for 𝐾 = 𝐵 and 𝑆 the essential image of 𝑢: an object 𝑏 of
𝐵 belongs to 𝑆 if there exists an object 𝑎 of 𝐴 as well as an invertible map
𝑢(𝑎) → 𝑏 in 𝐵. The map 𝑢𝑆 : 𝐴 → 𝐵𝑆 is essentially surjective. Therefore,
since its composition with the fully faithful map 𝐵𝑆 → 𝐵 is fully faithful), the
functor 𝑢𝑆 is an equivalence of categories if and only if the functor 𝑢 is fully
faithful. Let 𝑆′ be the image of 𝑢0 : 𝐴0 → 𝐵0. Then the inclusion 𝐵𝑆′ → 𝐵𝑆 is
fully faithful and essentially surjective. For a simplicial set 𝑋 , let 𝑇 be the set
of functors 𝜑 : 𝑋 → 𝐵 such that, for any object 𝑥 of 𝑋 , there exists an object 𝑎
of 𝐴, as well as an invertible map 𝑢(𝑎) → 𝜑(𝑥) in 𝐵. Then we have:

Hom(𝑋, 𝐵𝑆) = Hom(𝑋, 𝐵)𝑇 .

Let 𝑇 ′ be the set of functors 𝜑 : 𝑋 → 𝐵 such that, for any 𝑥 in 𝑋0, there exists
𝑎 ∈ 𝐴0 such that 𝑢(𝑎) = 𝜑(𝑥). Then we have:

Hom(𝑋, 𝐵𝑆′ ) = Hom(𝑋, 𝐵)𝑇 ′ .

Since the functor Hom(𝑋,−) preserves equivalences of ∞-categories, the in-
clusion

Hom(𝑋, 𝐵)𝑇 ′ → Hom(𝑋, 𝐵)𝑇
is an equivalence of∞-categories. Moreover, condition (ii) is equivalent to the
property that the functor (𝑢𝑆)∗ : Hom(𝑋, 𝐴) → Hom(𝑋, 𝐵𝑆) is an equivalence
of∞-categories for all 𝑋 . This proves that conditions (i) and (ii) are equivalent.
We also see that conditions (i) and (iv) are equivalent. One checks that condition
(i) is equivalent to the property that the map 𝑢′

𝑆′ : 𝐴
′ → 𝐵 is an isofibration

which is an equivalence of ∞-categories, hence a trivial fibration. This proves
that condition (i) is equivalent to condition (iv). If condition (iv) is verified,
then the 𝑢𝑆′ : 𝐴 → 𝐵𝑆′ factors as an equivalence of ∞-categories followed by
a trivial fibration, hence condition (i) is verified.

We already know that condition (ii) implies condition (iii) (see Remark
3.9.4). Let us assume that condition (iii) holds. Given any objects 𝑎 in 𝐴,
and any simplicial set 𝑋 , by Proposition 4.2.12, if 𝑎 also denotes the constant
functor 𝑋 → 𝐴 with value 𝑎, then there is a canonical fibrewise equivalence of
right fibrations over Hom(𝑋, 𝐴) from Hom(𝑋, 𝐴/𝑎) to Hom(𝑋, 𝐴)/𝑎. Hence,
by forming the set of connected components of the homotopy fibres over the
points of 𝐴, we have canonical identifications

𝜋0 (Hom(𝑋, 𝐴(𝑥, 𝑎))) ≃ Homℎ𝑜(Hom(𝑋,𝐴) ) (𝑥, 𝑎) .
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Proceeding similarly for 𝐵 and 𝑏 = 𝑢(𝑎), we have canonical bĳections

𝜋0 (Hom(𝑋, 𝐴(𝑢(𝑥), 𝑢(𝑎)))) ≃ Homℎ𝑜(Hom(𝑋,𝐴) ) (𝑢(𝑥), 𝑢(𝑎)) .

Applying the Yoneda Lemma to the homotopy category of U-small Kan com-
plexes, this shows that the maps 𝐴(𝑥, 𝑎) → 𝐵(𝑢(𝑥), 𝑢(𝑎)) are homotopy equiv-
alences, hence that 𝑢 is fully faithful. □

Remark 5.7.5. Since, in any model category, pulling back a weak equivalence
beween fibrant objects along a fibration always gives a weak equivalence, and
since right lifting properties are preserved by pull-backs, condition (iv) of the
preceding proposition shows that pulling back a fully faithful functor between
∞-categories along an isofibration gives a fully faithful functor.

Proposition 5.7.6. Let 𝐴 be an ∞-category. The following conditions are
equivalent.

(a) The∞-category 𝐴 is equivalent to a U-small∞-category.
(b) There exists a U-small simplicial set 𝑋 as well as a weak categorical

equivalence from 𝑋 to 𝐴.
(c) Any minimal model of 𝐴 is U-small.
(d) There is a U-small minimal model of 𝐴.
(e) The set of isomorphism classes of ho(𝐴) is U-small, and 𝐴 is locally

U-small.

Proof Conditions (c) and (d) are equivalent because all minimal models of 𝐴
are isomorphic to each other. Conditions (a) and (b) are equivalent because there
is a fibrant replacement functor of the Joyal model category structure which
preserves U-smallness (e.g. the one obtained by applying the small object
argument to the set of inner horns inclusions). Since any minimal model of a
U-small ∞-category 𝐶 is U-small, as a retract of 𝐶, it is clear that conditions
(a) and (d) are equivalent. It is clear that condition (a) implies condition (e). It
is thus sufficient to prove that condition (e) implies condition (d). For 𝑛 ≥ 1,
the fibre 𝐴(𝑥0, . . . , 𝑥𝑛) of the evaluation map

Hom(Δ𝑛, 𝐴) → 𝐴𝑛+1

at (𝑥0, . . . , 𝑥𝑛) is a Kan complex which is equivalent to a finite product of
Kan complexes of the form 𝐴(𝑥𝑖 , 𝑥𝑖+1) (3.7.7). In particular, such a fibre is
equivalent to a U-small Kan complex. We also define 𝜕𝐴(𝑥0, . . . , 𝑥𝑛) as the
fibre at (𝑥0, . . . , 𝑥𝑛) of the evaluation map

Hom(𝜕Δ𝑛, 𝐴) → 𝐴𝑛+1 .
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We thus have a canonical Cartesian square of the form

𝐴(𝑥0, . . . , 𝑥𝑛) Hom(Δ𝑛, 𝐴)

𝜕𝐴(𝑥0, . . . , 𝑥𝑛) Hom(𝜕Δ𝑛, 𝐴)

To prove condition (d), assuming condition (e), we may assume, without loss
of generality, that the set of objects of 𝐴 is U-small: we just have to choose a
U-small set of objects 𝐸 in 𝐴 such that any object of 𝐴 is isomorphic in ho(𝐴)
to an element of 𝐸 , and to replace 𝐴 by the full subcategory generated by 𝐸 .
This means that it is sufficient to prove that the set of 𝜕-equivalence classes of
simplices in 𝐴 is U-small. In other words, to finish the proof, it is thus sufficient
to check that the fibres of the maps

𝐴(𝑥0, . . . , 𝑥𝑛) → 𝜕𝐴(𝑥0, . . . , 𝑥𝑛)

are equivalent to U-small Kan complexes. Note that these maps are Kan fi-
brations: they are isofibrations between Kan complexes. It is thus sufficient to
prove that 𝜕𝐴(𝑥0, . . . , 𝑥𝑛) is equivalent to a U-small Kan complex. We shall
prove this by induction on 𝑛 ≥ 1. The case 𝑛 = 1 is clear: Δ0 is U-small. If
𝑛 > 1, we consider 𝜕Δ𝑛 as the union ofΛ𝑛1 and of the image of 𝛿𝑛1 : Δ𝑛−1 → Δ𝑛.
We then have a canonical Cartesian square over 𝐴𝑛+1 of the form

Hom(𝜕Δ𝑛, 𝐴) Hom(Δ𝑛−1, 𝐴) × 𝐴

Hom(Λ𝑛1 , 𝐴) Hom(𝜕Δ𝑛−1, 𝐴) × 𝐴

which induces, by passing to the fibers over (𝑥0, . . . , 𝑥𝑛), a Cartesian square of
the form below.

𝜕𝐴(𝑥0, . . . , 𝑥𝑛) 𝐴(𝑥0, 𝑥2, · · · , 𝑥𝑛)

Λ𝑛1𝐴(𝑥0, . . . , 𝑥𝑛) 𝜕𝐴(𝑥0, 𝑥2, . . . , 𝑥𝑛)

Since, by induction, the vertical map of the right hand side is a Kan fibration
between Kan complexes which are equivalent to U-small ones, this shows, that
the fibres of the map 𝜕𝐴(𝑥0, . . . , 𝑥𝑛) → Λ𝑛1𝐴(𝑥0, . . . , 𝑥𝑛) are U-small up to
homotopy. Henceforth, the latter map is equivalent to a Kan fibration with U-
small fibres of codomain Λ𝑛1𝐴(𝑥0, . . . , 𝑥𝑛), by Corollary 5.4.10. Therefore, it
is sufficient to prove that its codomain is equivalent to a U-small Kan complex.
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But the trivial fibration

Hom(Δ𝑛, 𝐴) → Hom(Λ𝑛1 , 𝐴)

induces a trivial fibration

𝐴(𝑥0, . . . , 𝑥𝑛) → Λ𝑛1𝐴(𝑥0, . . . , 𝑥𝑛)

whose domain is already known to be equivalent to aU-small Kan complex. □

Corollary 5.7.7. Let 𝐴 be a locally U-small ∞-category. For any U-small
simplicial set 𝑋 , the∞-category Hom(𝑋, 𝐴) is locally U-small.

Proof Let 𝑓 and 𝑔 be two functors from 𝑋 to 𝐴. Since 𝑋 is U-small, there
is a U-small set 𝑆 of objects of 𝐴 such that both 𝑓 and 𝑔 factor through the
full subcategory 𝐴𝑆 spanned by 𝑆 in 𝐴. By virtue of Proposition 5.7.4, we thus
have an equivalence of∞-groupoids of the form

Hom(𝑋, 𝐴𝑆) (𝑢, 𝑣) ≃ Hom(𝑋, 𝐴) (𝑢, 𝑣) .

Replacing 𝐴 by 𝐴𝑆 , we may thus assume that the set of objects of 𝐴 is U-
small. But then, the preceding proposition ensures that 𝐴 is equivalent to a
U-small∞-category 𝐶. Therefore, the∞-category Hom(𝑋, 𝐴) is equivalent to
Hom(𝑋,𝐶), which is U-small, hence locally U-small. □

Corollary 5.7.8. If an ∞-category 𝐴 is locally U-small, so are its slices 𝐴/𝑎
for any object 𝑎.

Proof The proof is similar to the one of the previous corollary: given two
objects (𝑥, 𝑢) and (𝑦, 𝑣) in 𝐴/𝑎, we can find a full subcategory 𝐶 of 𝐴 which
contains 𝑎, 𝑥 and 𝑦, and which is equivalent to a U-small ∞-category 𝐷. We
then have a canonical isomorphism

𝐶/𝑎((𝑥, 𝑢), (𝑦, 𝑣)) = 𝐴/𝑎((𝑥, 𝑢), (𝑦, 𝑣)) .

Since 𝐶/𝑎 is equivalent to a slice of 𝐷, this proves that 𝐴/𝑎 is locally U-
small. □

Corollary 5.7.9. An ∞-groupoid 𝑋 is equivalent to a U-small Kan complex
if and only if 𝜋0 (𝑋) and 𝜋𝑛 (𝑋, 𝑥) are U-small for any object 𝑥 in 𝑋 and any
positive integer 𝑛.

Proof Since 𝜕Δ𝑛+1 = Im (𝛿𝑛+1𝑛+1) ∪Λ𝑛+1𝑛+1, the map Λ𝑛+1𝑛+1 → Δ0 induces a weak
homotopy equivalence 𝜕Δ𝑛+1 → Δ𝑛/𝜕Δ𝑛. By virtue of Proposition 3.8.10,
one may interpret the elements of 𝜋𝑛 (𝑋, 𝑥) as the pointed homotopy classes of
maps Δ𝑛/𝜕Δ𝑛 → 𝑋 . The assumption of U-smallness on homotopy groups thus
means that the set of 𝜕-equivalence classes in 𝑋 is U-small, or equivalently,
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that the minimal models of 𝑋 are U-small. This corollary is thus a direct
consequence of Proposition 5.7.6. □

5.8 The Yoneda Lemma

5.8.1. Let 𝐴 be a locallyU-small∞-category. A Hom space of 𝐴 is a morphism
of ∞-categories Hom𝐴 : 𝐴op × 𝐴 → S equiped with a map 𝜎𝐴 : S(𝐴) → S•
which exhibits the left fibration (5.6.1.4) as the homotopy pull-back of the
universal left fibration, i.e., such that we get a homotopy Cartesian square of
the following form.

(5.8.1.1)
S(𝐴) S•

𝐴op × 𝐴 S

𝜎𝐴

(𝑠𝐴,𝑡𝐴) 𝑝univ

Hom𝐴

By virtue of Theorem 5.4.5, such a square determines Hom𝐴 up to a unique
isomorphism in ho(Hom(𝐴 × 𝐴op, S)). Furthermore, by Corollary 5.6.14, we
may always choose the map S(𝐴op)op → S• so that it factors through S⋄ (𝐴op)op

over 𝐴op × 𝐴, in which case, as explained in Remark 5.6.15, for any objects 𝑎
and 𝑥 in 𝐴, there is a canonical homotopy Cartesian square of the following
form.

(5.8.1.2)
𝐴(𝑥, 𝑎) S•

Δ0 S .

𝑝univ

Hom𝐴 (𝑥,𝑎)

We define the Yoneda embedding of 𝐴 as the unique functor

(5.8.1.3) ℎ𝐴 : 𝐴→ Hom(𝐴op, S)

which corresponds by transposition to Hom𝐴. In other words, we have

(5.8.1.4) ℎ𝐴(𝑎) (𝑥) = Hom𝐴(𝑥, 𝑎) .

for any objects 𝑥 and 𝑎 of 𝐴. By construction, the functor ℎ𝐴(𝑎) : 𝐴op → S

classifies a left fibration which is canonically equivalent to the left fibration
𝑎\𝐴op = (𝐴/𝑎)op → 𝐴op. More precisely, applying Corollary 5.6.14 to 𝐴op

produces a homotopy Cartesian square of the following form.

(5.8.1.5)
(𝐴/𝑎)op S•

𝐴op S

𝑝univ

ℎ𝐴 (𝑎)
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A functorial way to put the identifications (5.8.1.2) and (5.8.1.4) together is the
following statement.

Proposition 5.8.2. Let 𝑎 be an object of the locallyU-small∞-category 𝐴. The
left fibration classified by the Yoneda embedding composed with the functor of
evaluation at 𝑎

(5.8.2.1) 𝐴
ℎ𝐴−−→ Hom(𝐴, S) 𝑎

∗
−−→ S

is fibrewise equivalent to the pull-back of the map (𝑠𝐴, 𝑡𝐴) : S(𝐴) → 𝐴op × 𝐴
along the embedding 𝐴 = {𝑎}×𝐴 ⊂ 𝐴op×𝐴. Furthermore, there is a canonical
homotopy Cartesian square of the following form.

(5.8.2.2)
𝑎\𝐴 S•

𝐴 Hom(𝐴op, S) S

𝑝univ

ℎ𝐴 𝑎∗

Proof By definition of the ∞-category S, if 𝐹 : 𝐴op → S classifies a left
fibration 𝑝 : 𝑋 → 𝐴op, the map 𝑎∗ (𝐹) = 𝐹 (𝑎) : Δ0 → S classifies the fibre of
𝑝 at 𝑥. This turns the first assertion into a tautology. The last assertion of the
proposition is a reformulation of Corollary 5.6.14. □

Remark 5.8.3. The interest of the Hom space is that it is a functor (while the
construction (𝑥, 𝑦) ↦→ 𝐴(𝑥, 𝑦) is not). In particular, for any object 𝑎 of 𝐴, the
functor Hom𝐴(−, 𝑎) = ℎ𝐴(𝑎) takes any map 𝑓 : 𝑥 → 𝑦 in 𝐴 to a morphism
𝑓 ∗ : Hom𝐴(𝑦, 𝑎) → Hom𝐴(𝑥, 𝑎) in S.

Given a functor 𝑢 : 𝐴 → 𝐵 between locally U-small ∞-categories there is
an obvious commutative square of the form

(5.8.3.1)
S(𝐴) S(𝐵)

𝐴op × 𝐴 𝐵op × 𝐵

S(𝑢)

𝑢op×𝑢

and the induced map S(𝐴) → 𝐴op × 𝐴 ×𝐵op×𝐵 S(𝐵), of left fibrations over
the Cartesian product 𝐴op × 𝐴, determines, by Corollaries 5.4.7 and 5.4.10,
an essentially unique map Hom𝐴(−,−) → Hom𝐵 (𝑢(−), 𝑢(−)) in Hom(𝐴op ×
𝐴, S). In other words, for any objects 𝑥 and 𝑦 in 𝐴, there is a functorial map

(5.8.3.2) Hom𝐴(𝑥, 𝑦) → Hom𝐵 (𝑢(𝑥), 𝑢(𝑦))

in the∞-category S, which corresponds, up to homotopy, to the canonical map
of∞-groupoids 𝐴(𝑥, 𝑦) → 𝐵(𝑢(𝑥), 𝑢(𝑦)).



5.8 The Yoneda Lemma 251

Theorem 5.8.4. Let 𝐴 be a simplicial set. We consider a map 𝑓 : 𝑈 → 𝐴

which we suppose equipped with a factorisation into a right anodyne extension
𝑖 : 𝑈 → 𝑉 followed by a right fibration with U-small fibres 𝑞 : 𝑉 → 𝐴. We
also consider given a functor Φ : 𝐴op → S which classifies the left fibration
𝑞op : 𝑉op → 𝐴op. Let

𝜋 : 𝑊 = Hom(𝐴op, S) ×Hom(𝑈op ,S) Hom(𝑈op, S•) → Hom(𝐴op, S)

be the left fibration obtained by pulling back along the functor 𝑓 ∗ of composition
with 𝑓 op. Then there is a canonical initial object 𝑤 in𝑊 , associated to 𝑖, whose
image inHom(𝐴op, S) isΦ. In particular, there is a homotopy Cartesian square
of the following form in the Joyal model category structure.

Φ\Hom(𝐴op, S) Hom(𝑈op, S•)

Hom(𝐴op, S) Hom(𝑈op, S)

(𝑝univ )∗
𝑓 ∗

Proof The last assertion about the existence of a homotopy pull-back square is
a translation of the first part of the theorem. Indeed, if there is an initial object 𝑤
of𝑊 whose image by 𝜋 in Hom(𝐴op, S) is Φ, the canonical functor 𝑤\𝑊 → 𝑊

is a trivial fibration (see the dual version of condition (iii) of Theorem 4.3.11),
and, by the dual version of Proposition 4.1.2, the induced map

𝑤\𝑊 → Φ\Hom(𝐴op, S)

is a trivial fibration. Choosing a section of the latter, that will define the an-
nounced homotopy Cartesian square.

The first thing to do is to understand 𝑊 explicitely as follows. A map 𝜓 :

𝐸 → 𝑊 corresponds to a pair (𝐹, 𝑠), where 𝐹 is a morphism which classifies
a left fibration of the form 𝑝 : 𝑋 → 𝐸 × 𝐴op, and 𝑠 : 𝐸 ×𝑈op → 𝑋 is a map
such that 𝑝𝑠 equals the map 1𝐸 × 𝑓 op from 𝐸 ×𝑈op to 𝐸 × 𝐴op. In other words,
this is essentially determined by a commutative diagram of the form

(5.8.4.1)
𝑋

𝐸 ×𝑈op 𝐸 × 𝐴op

𝑝

1𝐸× 𝑓 op

𝑠

in which 𝑝 is a left fibration with U-small fibres. We first remark that, if we
replace 𝑠 by another section 𝑠′ of 𝑝 over 𝐸 × 𝑈op which is homotopic to 𝑠
in the covariant model category structure over 𝐸 × 𝐴op, and if we denote by
𝜓′ : 𝐸 → 𝑊 the morphism corresponding to the pair (𝐹, 𝑠′), then 𝜓 and
𝜓′ are homotopic in the Joyal model category structure (i.e., 𝜓 and 𝜓′ are
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isomorphic in the homotopy category ho(Hom(𝐸,𝑊))). Indeed, if we have a
homotopy ℎ : 𝐽 × 𝐸 × 𝑈op → 𝑋 over 𝐸 × 𝐴op, from 𝑠 to 𝑠′, this defines a
map 𝑆 = (pr1, ℎ) : 𝐽 × 𝐸 × 𝑈op → 𝐽 × 𝑋 over 𝐽 × 𝐸 × 𝐴op, hence a map
Ψ : 𝐽 × 𝐸 → 𝑊 corresponding to the composition of 𝐹 with the projection
𝐽 × 𝐸 → 𝐸 , endowed with the section 𝑆. The evaluations of Ψ at 0 and 1 give
back 𝜓 and 𝜓′, respectively.

Since 𝑉op has a given section 𝑖op over 𝑈op, one may see the pair (Φ, 𝑖op) as
an object 𝑤 of 𝑊 . It is clear that the image of 𝑤 in Hom(𝐴op, S) is Φ. Given
a map 𝜓 : 𝐸 → 𝑊 , corresponding to a diagram of the form (5.8.4.1), we can
always choose a dotted filler 𝜆 in the solid commutative square below.

(5.8.4.2)
𝐸 ×𝑈op 𝑋

𝐸 ×𝑉op 𝐸 × 𝐴op

1𝐸×𝑖op

𝑠

𝑝
𝜆

Note that, since 1𝐸 × 𝑖op is cofinal, the operation of right composition with it
defines a trivial fibration between Kan complexes

Map𝐸×𝐴op (𝐸 ×𝑉op, 𝑋) → Map𝐸×𝐴op (𝐸 ×𝑈op, 𝑋)

Therefore, the Kan complexes of lifts of 𝑠 is contractible. This expresses in
which sense 𝑠 and 𝜆 determine each other up to homotopy.

The pull-back Φ𝐸 of Φ by the projection 𝐸 × 𝐴op → 𝐴op classifies the left
fibration 1𝐸 × 𝑞op : 𝐸 × 𝑉op → 𝐸 × 𝐴op, and, if we equip it with the section
1𝐸×𝑖op, this defines a map 𝑤𝐸 : 𝐸 → 𝑊 , which is nothing but the constant map
with value 𝑤. By Corollary 5.4.7, the map 𝜆 determines a map 𝑢 : Φ𝐸 → 𝐹 in
the∞-category Hom(𝐸,Hom(𝐴op, S)). Conversely, any such map 𝑢 defines a
map 𝜆 : 𝐸 × 𝑉op → 𝑋 over 𝐸 × 𝐴op; composing 𝜆 with 1𝐸 × 𝑖op gives back a
diagram of the form (5.8.4.1), and thus a map 𝜓 : 𝐸 → 𝑊 . The equivalence
of categories of Theorem 5.4.5 means that this correspondence is compatible
with composition of (invertible) maps up to homotopy, from which we deduce
that the assignment 𝜓 ↦→ 𝑢 defines a bĳection of the form

(5.8.4.3) [𝐸,𝑊] ≃
∐

𝐹∈[𝐸×𝐴op ,S]
𝜋0

(
Hom(𝐸 × 𝐴op, S) (Φ𝐸 , 𝐹)

)
(where [−,−] is the set of maps in the homotopy category of the Joyal model
category structure). For 𝐸 = Δ0, the object 𝑤, seen as a map Δ0 → 𝑊 ,
corresponds to the identity of Φ.

For 𝐸 = 𝑊 , let us write 𝐹1 for the map 𝑊 × 𝐴op → S corresponding to 𝜋
by transposition. It classifies a left fibration 𝑝1 : 𝑋 → 𝑊 × 𝐴op. The latter
has a canonical section 𝑠1 associated to the canonical projection from 𝑊 to
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Hom(𝑈op, S•) (because the pull-back of 𝑝1 along 1𝑊 × 𝑓 op is classified by
the map obtained by transposition from the canonical functor 𝑓 ∗𝜋 from 𝑊 to
Hom(𝑈op, S)). The construction above thus determines a map 𝑢1 : Φ𝑊 → 𝐹1

which we may see as a functor from Δ1 ×𝑊 × 𝐴op to S. It also corresponds
through the bĳection (5.8.4.3) to the identity of 𝑊 . Therefore, the evaluation
of 𝑢1 at 𝑤 is equivalent to the identity of Φ, because it corresponds to the map
𝑤 : Δ0 → 𝑊 through the bĳection (5.8.4.3). Let

𝜏 : Δ1 × Δ1 → Δ1

be the unique map which sends a vertex (𝑖, 𝑗) to 1 if and only if 𝑖 = 𝑗 = 1. Then
𝑢1𝜏 is a commutative square of the form

Φ𝑊 Φ𝑊

Φ𝑊 𝐹1

1Φ𝑊

1Φ𝑊 𝑢1

𝑢1

in Hom(𝑊 × 𝐴op, S). In other words, this corresponds to a map

ΦΔ1×𝑊 = 1Φ𝑊 → 𝑢1

in Hom(Δ1 ×𝑊 × 𝐴op, S). Using Correspondence (5.8.4.3), it determines an
homotopy ℎ : Δ1 ×𝑊 → 𝑊 from the constant map with value 𝑤 to the identity
of𝑊 whose restriction on Δ1× {𝑤} is equivalent to 𝑢1 (𝑤), hence is the identity
in ho(𝑊). Applying Proposition 4.3.10 for 𝑋 = 𝑊op and 𝜔 = 𝑤, this shows that
𝑤 is an initial object. □

Corollary 5.8.5. The∞-category of∞-groupoids S has a final object 𝑒 which
classifies the Kan complex Δ0. Furthermore, there is a fibrewise equivalence
𝑒\S → S• over S. In other words, for any Hom space HomS : Sop × S → S,
there is a canonical invertible map from the functor HomS (𝑒,−) to the identity
of S in the∞-category Hom(S, S).

Proof Let 𝑒 be an object of S which classifies the identity of Δ0. For any
Kan complex 𝑋 , the Kan complex Hom(𝑋,Δ0) is isomorphic to Δ0, hence
contractible. Therefore, Theorem 4.3.11 and Corollary 5.4.7 show that the
object 𝑒 is final in S. In the case of 𝑈 = 𝐴 = Δ0, Theorem 5.8.4 says that there
is a homotopy Cartesian square of the following form.

𝑒\S S•

S S
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The last assertion follows from the fact that HomS (𝑒,−) also classifies the
left fibration 𝑒\S → S up to homotopy (more precisely, from the homotopy
Cartesian square (5.8.1.5) for 𝐴 = Sop and 𝑎 = 𝑒): Proposition 5.3.20 then
associates an invertible map HomS (𝑒,−) → 1S to the fibrewise equivalence
𝑒\S→ S• over S. □

Corollary 5.8.6. Let 𝑋 be a U-small simplicial set. We choose a final object 𝑒
in S, and also write 𝑒 for the constant functor 𝑋 → S with value 𝑒. Finally, we
choose a Hom space Hom for Hom(𝑋, S). Then there is a homotopy Cartesian
square in the Joyal model category of the form below.

Hom(𝑋, S•) S•

Hom(𝑋, S) S

(𝑝univ )∗ 𝑝univ

Hom(𝑒,−)

In other words, there is a fibrewise equivalence

Hom(𝑋, S•)
∼−→ 𝑒\Hom(𝑋, S) .

Proof The equivalence of ∞-categories 𝑒\S→ S• over S induces an equiva-
lence of∞-categories Hom(𝑋, 𝑒\S) → Hom(𝑋, S•) over Hom(𝑋, S). Choos-
ing an inverse up to homotopy over Hom(𝑋, S) of the latter, we will prove
this corollary as follows. Proposition 4.2.12 ensures that we have a canonical
equivalence of∞-categories of the form

Hom(𝑋, 𝑒\S) → 𝑒\Hom(𝑋, S)

over Hom(𝑋op, S). Taking into consideration the homotopy Cartesian square
of Proposition 5.8.2 applied to 𝐴 = Hom(𝑋, S), with 𝑎 = 𝑒, this defines a
homotopy Cartesian square of the expected form. □

Remark 5.8.7. Theorem 5.8.4 is already some version of the Yoneda Lemma:
given an object 𝑎 in a U-small ∞-category 𝐴, for any functor 𝐹 : 𝐴op → S,
this theorem, applied with 𝑈 = Δ0 and 𝑓 = 𝑎, asserts that the left fibration
ℎ𝐴(𝑎)\Hom(𝐴op, S) → Hom(𝐴op, S) is fibrewise equivalent to the left fibra-
tion classified by the evaluation at 𝑎 functor. In other words, the homotopy
Cartesian square of the theorem provides a homotopy Cartesian square of the
form

Hom(𝐴op, S) (ℎ𝐴(𝑎), 𝐹) S•

Δ0 S

𝑝univ

𝐹 (𝑎)

and Theorem 5.4.5 explains how to interpret this as an identification of the Kan
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complexHom(𝐴op, S) (ℎ𝑎, 𝐹)with the fibre 𝐹 (𝑎). A construction of the Yoneda
embedding, using the twisted diagonal, as well as this version of the Yoneda
Lemma, can also be found, in the setting of Rezk’s complete Segal spaces, in a
paper by Kazhdan and Varshavskiı̆ [VK14]. However, the genuine version of the
Yoneda Lemma does not only give such an identification abstractly: it provides
an explicitely given invertible map, functorially in 𝑎 and 𝐹. This is precisely
what we will do now: we shall first give an explicit description (Theorem 5.8.9),
which will be functorial in 𝐹, and then provide a fully functorial version, by a
cofinality argument (Theorem 5.8.13).

5.8.8. Let 𝐴 be a U-small ∞-category. Then both 𝐴 and Hom(𝐴op, S) are
locally U-small. We choose an Hom space functor Hom𝐴 for 𝐴. This defines
the Yoneda functor ℎ𝐴 : 𝐴 → Hom(𝐴op, S). For each object 𝑎, we apply
construction (5.8.3.2) to the functor 𝑎 : Δ0 → 𝐴, so that we get a canonical
map

(5.8.8.1) 1𝑎 : 𝑒 = HomΔ0 (0, 0) → Hom𝐴(𝑎, 𝑎)

(we leave to the reader the task of checking that the object HomΔ0 (0, 0) is final
in S). We also choose Hom space functors for Hom(𝐴op, S) and for S, which
will be simply denoted by Hom. The evaluation functor

(5.8.8.2) ev : 𝐴op ×Hom(𝐴op, S) → S , (𝑎, 𝐹) ↦→ 𝐹 (𝑎)

induces by transposition a map

(5.8.8.3) 𝐴op → Hom(Hom(𝐴op, S), S) , 𝑎 ↦→ 𝑎∗ .

for each object 𝑎 of 𝐴, the functor 𝑎∗ is the evaluation at 𝑎. Thus construction
(5.8.3.2) induces, for each functor 𝐹 : 𝐴op → S, a map

Hom(ℎ𝐴(𝑎), 𝐹) → Hom(ℎ𝐴(𝑎) (𝑎), 𝐹 (𝑎)) = Hom(Hom𝐴(𝑎, 𝑎), 𝐹 (𝑎))

in S, which is functorial in 𝐹. Using the invertible map from Hom(𝑒, 𝐹 (𝑎)) to
𝐹 (𝑎) provided by Corollary 5.8.5, there is a map

Hom(Hom𝐴(𝑎, 𝑎), 𝐹 (𝑎)) → 𝐹 (𝑎)

defined as the evaluation at 1𝑎 , so that we end up with the map below.

(5.8.8.4) Hom(ℎ𝐴(𝑎), 𝐹) → 𝐹 (𝑎) , 𝑠 ↦→ 𝑠(𝑎) (1𝑎)

This map is functorial in 𝐹 in the sense that it is the evaluation at 𝐹 of a map
Hom(ℎ𝐴(𝑎),−) → 𝑎∗ in the∞-category Hom(Hom(𝐴op, S), S).

Theorem 5.8.9. The evaluation map (5.8.8.4) is invertible in the ∞-category
S of U-small∞-groupoids.
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Proof Let us denote by 𝑉 and 𝑊 be the domains of the left fibrations classi-
fied by the functors Hom(ℎ𝐴(𝑎),−) and 𝑎∗, respectively. We choose a functor
𝑓 : 𝑉 → 𝑊 over Hom(𝐴op, S) corresponding to the map (5.8.8.4) via Corol-
lary 5.4.7. It is sufficient to prove that this functor is a fibrewise equivalence
over Hom(𝐴op, S); see Proposition 5.3.16. The proof of Theorem 5.8.4 asserts
that the map 1𝑎 : 𝑒 → Hom𝐴(𝑎, 𝑎) = ℎ𝐴(𝑎) (𝑎) (interpreted via Corollary
5.4.7) defines an initial object 𝑤 in 𝑊 whose image in Hom(𝐴op, S) is ℎ𝐴(𝑎).
Similarly, the identity of ℎ𝐴(𝑎) defines an object 𝑣 of 𝑉 . By definition, there is
a fibrewise equivalence

ℎ𝐴(𝑎)\Hom(𝐴op, S) → 𝑉

which sends the canonical initial object of the left hand side to 𝑣. Since the map
(5.8.8.4) sends the identity of ℎ𝐴(𝑎) to the identity of 𝑎 (because 𝑎∗ is a functor),
Corollary 5.4.7 provides an invertible map from 𝑓 (𝑣) to 𝑤. In particular, 𝑓 (𝑣)
is an initial object of𝑊 . Therefore, by virtue of the dual version of Proposition
4.3.3, the functor 𝑓 is cofinal. Since the structural maps of 𝑉 and 𝑊 are left
fibrations, the map 𝑓 a fibrewise equivalence over Hom(𝐴op, S), by the dual
version of Theorem 4.1.16. □

5.8.10. Let 𝐴 be a locally U-small ∞-category. We choose an Hom space
Hom𝐴 for 𝐴, and we consider the following commutative square
(5.8.10.1)

S(𝐴) 𝑉 S(Hom(𝐴op, S))

𝐴op × 𝐴 𝐴op ×Hom(𝐴op, S) Hom(𝐴op, S)op ×Hom(𝐴op, S)

(𝑠𝐴,𝑡𝐴)

𝑣

𝑝

1𝐴op×ℎ𝐴 ℎ𝐴
op×1

where the composed upper horizontal map is the one induced by functoriality
of the twisted diagonal applied to the Yoneda functor ℎ𝐴, while the right hand
square is defined to be Cartesian. We also consider the following commutative
square

(5.8.10.2)
S(𝐴) 𝑊 S•

𝐴op × 𝐴 𝐴op ×Hom(𝐴op, S) S

(𝑠𝐴,𝑡𝐴)

𝑤

𝑞 𝑝univ

1𝐴op×ℎ𝐴 ev

in which the right hand square is defined by the property of being Cartesian as
well, while the map from S(𝐴) to S• is simply 𝜎𝐴 (i.e., the composed square
is the very one which exhibits Hom𝐴 as Hom space functor). Remark that the
left hand square of (5.8.10.2) is homotopy Cartesian.
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To prove the functorial version of the Yoneda Lemma, we need the next
lemma.

Lemma 5.8.11. The maps 𝑣 : S(𝐴) → 𝑉 and 𝑤 : S(𝐴) → 𝑊 are cofinal.

Proof The case of the mapS(𝐴) → 𝑉 is a particular case of Proprosition 5.6.9.
For any object 𝑎 of 𝐴op, Theorem 5.8.4 ensures that there exists a commutative
diagram of the form

𝑎\𝐴 ℎ𝐴(𝑎)\Hom(𝐴op, S) S•

𝐴 Hom(𝐴op, S) S

𝑝univ

ℎ𝐴 𝑎∗

in which the right hand square is homotopy Cartesian, while the left hand one
is obtained by functoriality of the co-slice construction. The identity of 𝑎, seen
as an object of 𝑎\𝐴, is sent in S• to the object which classifies the fibre of
the left fibration 𝑆(𝐴) → 𝐴op × 𝐴 at (𝑎, 𝑎), pointed by 1𝑎. Since the map
𝑝univ is a left fibration, and since 1𝑎 is initial in 𝑎\𝐴, this property determines
completely the functor 𝑎\𝐴→ S•, up to 𝐽-homotopy over S. Similarly, the map
ℎ𝐴(𝑎)\Hom(𝐴op, S) → S• is completely characterized, up to 𝐽-homotopy over
S, by the fact that it sends the identity of ℎ𝐴(𝑎) to the object which classifies the
fibre of 𝑆(𝐴) → 𝐴op × 𝐴 at (𝑎, 𝑎), pointed by 1𝑎. In particular, the composed
square is equivalent to the one of Proposition 5.8.2, hence is also homotopy
Cartesian. Therefore, the left hand square is homotopy Cartesian as well. In
other words, fibrewise over 𝐴op, there is no difference between 𝑣 and 𝑤, at
least up to 𝐽-homotopy over Hom(𝐴op, S) (this is a variation on (the proof of)
Theorem 5.8.9). This implies that the map S(𝐴) → 𝑊 is fibrewise cofinal over
𝐴op, because 𝑣 has this property. By Lemma 5.6.7, this proves that this map is
globally cofinal. □

Remark 5.8.12. The previous Lemma means that the commutative diagrams
(5.8.10.1) and (5.8.10.2) exhibit both (𝑉, 𝑝) and (𝑊, 𝑞), as constructions
of the object L(1𝐴op × ℎ𝐴)! (S(𝐴)) in the homotopy category LFib(𝐴op ×
Hom(𝐴op, S)). Moreover the first part of the proof of the lemma also says
that the Yoneda functor ℎ𝐴 is fully faithful. By virtue of Proposition 4.5.2, this
means that the functor

L(1𝐴op × ℎ𝐴)! : LFib(𝐴op × 𝐴) → LFib(𝐴op ×Hom(𝐴op, S))

is fully faithful. The bĳection

HomLFib(𝐴op×Hom(𝐴op ,S) ) ((𝑉, 𝑝), (𝑊, 𝑞)) ≃ HomLFib(𝐴op×𝐴) (S(𝐴), S(𝐴)))
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induced by the functor R(1𝐴op × ℎ𝐴)∗ thus implies that there is a unique map
from (𝑉, 𝑝) to (𝑊, 𝑞) in the homotopy category LFib(𝐴op × Hom(𝐴op, S))
which restricts to the identity ofS(𝐴) over 𝐴op×𝐴. Such a map (𝑉, 𝑝) → (𝑊, 𝑞)
is necessarily an isomorphism. The internal version of this interpretation has
an homotopy-theoretic flavour, which can be summarized as follows.

Theorem 5.8.13 (The Yoneda Lemma). Let 𝐴 be a locallyU-small∞-category.
We choose a Hom space Hom𝐴 for 𝐴. We also assume that there is a possibly
larger universe V such that Hom(𝐴op, S) is locally V-small,3 and we choose
a Hom space Hom for Hom(𝐴op, S). We have the following properties.

(i) The Yoneda functor ℎ𝐴 : 𝐴 → Hom(𝐴op, S) is fully faithful. In particu-
lar, the functor ℎ𝐴 induces an invertible map

Hom𝐴(𝑥, 𝑦) → Hom(ℎ𝐴(𝑥), ℎ𝐴(𝑦))

for any objects 𝑥 and 𝑦 of 𝐴.
(ii) For any object 𝑥 of 𝐴, and any functor 𝐹 : 𝐴op → S, there is an invertible

map

Hom(ℎ𝐴(𝑥), 𝐹) → 𝐹 (𝑥)

in the ∞-category S′ of V-small ∞-groupoids, which is functorial in
both 𝑥 and 𝐹, and which is essentially characterized by the fact that, for
𝐹 = ℎ𝐴(𝑦), it coincides functorially with the inverse of the map given in
(i).

The functoriality of (ii) means that this map is the evaluation at (𝑥, 𝐹) of a
map in the∞-category Hom(𝐴op ×Hom(𝐴op, S), S). The property of essential
unicity means that the collection of all natural transformations as in (ii) form a
contractible∞-groupoid in a sense which will be made precise in the proof.

Proof of the Yoneda Lemma We are under the hypothesis of paragraph 5.8.10,
of which we take the notations and the constructions. We choose a factorisation
of the map 𝑣 : S(𝐴) → 𝑉 as a left anodyne extension 𝑣′ followed by a left
fibration 𝜋.

S(𝐴) 𝑣′−−→ 𝑉 ′
𝜋−−→ 𝑉 .

Since 𝑣 is cofinal, by Lemma 5.8.11, the map 𝜋 is in fact a trivial fibration. We
let 𝑝′ : 𝑉 ′ → 𝐴op ×Hom(𝐴op, S) be the composition of 𝑝 and 𝜋. We thus have

3 In the case where 𝐴 is U-small, we can take V = U, by Proposition 5.7.3.
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the solid commutative square below.

S(𝐴) 𝑊

𝑉 ′ 𝐴op ×Hom(𝐴op, S)
𝑣′

𝑤

𝑞

𝑝′

𝛾

A filler 𝛾 of this square exists, such that 𝑞𝛾 = 𝑝′ and 𝛾𝑣′ = 𝑤, because 𝑣′ is a left
anodyne extension, while 𝑞 is a left fibration (considering the Cartesian square
of the right hand side of (5.8.10.1), this follows from Proposition 5.6.2). Since
the map 𝑤 is cofinal (Lemma 5.8.11), the map 𝛾 is necessarily cofinal as well.
Since both 𝑉 ′ and 𝑊 are left fibrant over 𝐴op × Hom(𝐴op, S), this means that
𝛾 is in fact an equivalence of ∞-categories. We observe that the commutative
square

S(𝐴) 𝑉 ′

𝐴op × 𝐴 𝐴op ×Hom(𝐴op, S)

(𝑠𝐴,𝑡𝐴)

𝑣′

𝑝′

1𝐴op×ℎ𝐴

is homotopy Cartesian: the trivial fibration 𝜋 makes it equivalent to the left
hand square of diagram (5.8.10.2). But the map 𝛾 also makes it equivalent
to the left hand square of diagram (5.8.10.1), which proves that the latter is
homotopy Cartesian as well. This already shows that the functor ℎ𝐴 is fully
faithful, by Corollary 5.6.6 (but we already knew it from the first part of the
proof of Lemma 5.8.11). On the other hand, restricting along 𝑣′ : S(𝐴) → 𝑉 ′

induces a trivial fibration

(𝑣′)∗ : Map𝐶 (𝑉 ′,𝑊) → Map𝐶 (S(𝐴),𝑊)

where we have put 𝐶 = 𝐴op × Hom(𝐴op, S), while the mapping spaces are
those associated to the covariant model category structure over 𝐶 (4.1.12.1).
This shows that the space of lifts 𝛾 as above is contractible, for it is the fibre
of (𝑣′)∗ at 𝑤, and makes precise the assertion that 𝛾 is essentially unique. The
choice a Hom space for Hom(𝐴op, S) gives a homotopy Cartesian square of the
form below

S(Hom(𝐴op, S)) S•

Hom(𝐴op, S)op ×Hom(𝐴op, S) S

𝑝univ

Hom

Adding the latter to the right hand side of diagram (5.8.10.1), shows that the
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left fibration (𝑠𝐴, 𝑡𝐴) is classified by the map

Hom(ℎ𝐴(−), ℎ𝐴(−)) : 𝐴op × 𝐴→ S

up to homotopy.
Since 𝜋 is a trivial fibration, it has a section 𝜎 over 𝐴op ×Hom(𝐴op, S). The

map 𝛾𝜎 defines, via Corollary 5.4.7, the invertible natural transformation of
assertion (ii). Note that the equation 𝛾𝑣′ = 𝑤 precisely means that this natural
transformation, when restricted to representable functors, is a right inverse, up
to a specified homotopy, of the natural transformation of (i) which expresses
the fully faithfulness of ℎ𝐴. The space of such natural transformations thus
corresponds, via Theorem 5.4.5 and Corollary 5.4.7, to the space of lifts 𝛾 of
the first commutative square above, which we know to be contractible. □

Corollary 5.8.14. Let 𝐴 be a locally U-small ∞-category. For any simplicial
set 𝑋 , the Yoneda functor induces a fully faithful functor

(ℎ𝐴)∗ : Hom(𝑋, 𝐴) → Hom(𝑋,Hom(𝐴op, S)) ≃ Hom(𝑋 × 𝐴op, S)

which sends a functor 𝑢 : 𝑋 → 𝐴 to the functor

𝑋 × 𝐴op → S , (𝑥, 𝑎) ↦→ Hom𝐴(𝑎, 𝑢(𝑥)) = ℎ𝐴(𝑢(𝑥)) (𝑎) .

The essential image consists of those functors 𝑋 → Hom(𝐴op, S) which take
their values in the class of representable presheaves.

Proof This corollary is a direct consequence of Theorem 5.8.9 and of Propo-
sition 5.7.4. □



6

Adjoints, limits and Kan extensions

The title of this chapter is suggestive enough: we develop the basic concepts of
category theory: adjoints, limits and Kan extensions.

Since we have at our disposal the Yoneda Lemma, we do this in a rather
classical way: an adjunction really is a functorial identification of the form1

Hom(𝑥, 𝑣(𝑦)) ≃ Hom(𝑢(𝑥), 𝑦) .

In the first section, we also interpret the derived functoriality of the homotopy
theory of left fibrations (through the covariant model structures) as adjunc-
tions which are compatible with the Yoneda embedding in a suitable sense
(Theorem 6.1.14). All the main constructions and features of this Chapter are
consequences of this. A first consequence is the various characterisations of
adjoint pairs of functors given by Theorem 6.1.23. This shows in particular
the functoriality of the notion of adjoints: adjunctions are compatible with
the formation of ∞-categories of functors. The second section is devoted to
the definition of limits and colimits. For instance, small colimits exist in the
∞-category S of small∞-groupoids. After checking expected properties, such
as the commutation of left adjoints with colimits, a fundamental example of
colimit is derived as a consequence of the Yoneda Lemma: any presheaf on
a small ∞-category is a canonical colimit of representable presheaves (Corol-
lary 6.2.16). We also give an elementary proof that reflexive subcategories of
(co)complete∞-categories are (co)complete; see Proposition 6.2.17. The third
section uses this to construct extensions of functors by colimits (existence is
provided by Theorem 6.3.4, and uniqueness by Theorem 6.3.13). In particular,
this exhibits the Yoneda embedding of a small ∞-category as the universal
functor in an∞-category with small colimits. The explicit description of these
1 This could seem naive at first glance, when compared to the definition considered by Lurie in

[Lur09], but these points of view coincide: this follows from Theorem 6.1.23 below and from
[Lur09, Lemma 5.2.4.1].
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extensions by colimits show that, under mild assumptions, they have right ad-
joints. This shows that the ∞-category of small ∞-groupoids also has limits
expressed in terms of Hom’s (Theorem 6.3.7), and that the Yoneda embedding
commutes with limits. Section 6.4 defines and studies Kan extensions as a rel-
ative version of the notions of limit and of colimit. In particular, we revisit all
the computations of Section 4.4 of Chapter 4 in the language of functors with
values in S. By a transposition argument, and using compatibility of the Yoneda
embedding with limits, this gives the existence and fibrewise computation of
right Kan extensions in any∞-category with small limits (Proposition 6.4.9) as
well as Grothendieck’s smooth base change formulas and proper base change
formulas (also known as Beck-Chevalley’s property) associated to appropriate
pull-back squares (Theorem 6.4.13). Similarly, on our way, we check that final
functors behave as expected with respect to colimits (Theorem 6.4.5).

Section 6.5 studies products: we mainly check that they correspond in S

to ordinary products of Kan complexes. Section 6.6 takes the preceding one
over an object: we check that pull-backs can be considered as binary products
in sliced categories. As a by product, we see that ordinary pull-backs of Kan
fibrations give pull-backs in S, and that all pull-backs in S are obtained in this
way (Remark 6.6.11). On our way to prove this, we also check that, for any
right fibration 𝑋 → 𝐴 corresponding to a functor 𝐹 : 𝐴op → S, presheaves on
𝑋 correspond to presheaves on 𝐴 over 𝐹 (Proposition 6.5.7).

Finally, Section 6.7 revisits the theme of the Yoneda embedding and of
extensions by colimits in a relative way (for functors with values in an arbitray
∞-category with small colimits). This leads to an equivalence of∞-categories
which interprets the operation 𝐴 ↦→ 𝐴op as a duality operator (Theorem 6.7.2).
Such a duality will be useful later to understand localisations.

6.1 Adjoints

In this section, a Grothendieck universe U is specifed, once and for all. We
assume that any locally U-small ∞-category 𝐴 comes equipped with a Hom
space Hom𝐴.

6.1.1. Let 𝐹 : 𝐴op → S be a presheaf on 𝐴. The ∞-category of elements of 𝐹
is the∞-category 𝐴/𝐹 obtained by forming the Cartesian square below.

(6.1.1.1)
𝐴/𝐹 Hom(𝐴op, S)/𝐹

𝐴 Hom(𝐴op, S)ℎ𝐴
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The objects of 𝐴/𝐹 can be described as the pairs (𝑎, 𝑠), where 𝑎 is an object
of 𝐴, and 𝑠 : ℎ𝐴(𝑎) → 𝐹 is a map in Hom(𝐴op, S), which we interpret as a
morphism from Δ1 = Δ0 ∗Δ0 to Hom(𝐴op, S), which, in turns can be seen as an
object of Hom(𝐴op, S)/𝐹. Remark that, by definition, the projection 𝐴/𝐹 → 𝐴

is a right fibration which is classified by the map Hom(ℎ𝐴(−), 𝐹), where Hom

is a map which classifies the twisted diagonal of Hom(𝐴op, S). The Yoneda
Lemma thus means that 𝐴/𝐹 is canonically fibrewise equivalent to the right
fibration classified by 𝐹. In particular, for any object 𝑎 of 𝐴, the canonical
functor 𝐴/𝑎 → 𝐴/ℎ𝐴(𝑎) induced by the Yoneda functor is an equivalence of
∞-categories, or equivalently, a fibrewise equivalence over 𝐴.

Given an object 𝑎 of 𝐴, we say that a map 𝑠 : ℎ𝐴(𝑎) → 𝐹 exhibits 𝐹 as a
representable presheaf if it is invertible in Hom(𝐴op, S). In this case, we say
that 𝐹 is represented by 𝑎. A presheaf 𝐹 as above is said to be representable if
it is represented by some object 𝑎 of 𝐴.

Proposition 6.1.2. A presheaf 𝐹 : 𝐴op → S is representable if and only if the
∞-category of elements 𝐴/𝐹 has final objects.

Proof It follows from Theorem 4.3.11 that a functor 𝐴op → S is equivalent
to a functor of the form ℎ𝐴(𝑎) if and only if the domain of left fibration it
classifies 𝑌 → 𝐴op has an initial object whose image in ho(𝐴)op is isomorphic
to 𝑎. □

The purpose of this chapter is to study representable presheaves in families:
this is what leads to the notion of adjoint functor.

Definition 6.1.3. Let 𝑢 : 𝐴 → 𝐵 and 𝑣 : 𝐵 → 𝐴 be two functors between
locally U-small∞-categories. We say that (𝑢, 𝑣) form an adjoint pair, or that 𝑢
is a left adjoint of 𝑣, or that 𝑣 is a right adjoint of 𝑢, if there exists a functorial
invertible map of the form

𝑐𝑥,𝑦 : Hom𝐴(𝑥, 𝑣(𝑦))
∼−→ Hom𝐵 (𝑢(𝑥), 𝑦)

in the∞-category of U-small∞-groupoids S (where the word functorial means
that this map is the evaluation at (𝑥, 𝑦) of a specified morphism 𝑐 in the ∞-
category of functors Hom(𝐴op × 𝐵, S)).

An adjunction from 𝐴 to 𝐵 is a triple (𝑢, 𝑣, 𝑐), where 𝑢 and 𝑣 are functors as
above, while 𝑐 is an invertible map from Hom𝐴(−, 𝑣(−)) to Hom𝐵 (𝑢(−),−)
which exhibits 𝑣 as a right adjoint of 𝑢.

Remark 6.1.4. The canonical isomorphism 𝐴op×𝐵 ≃ (𝐵op)op× 𝐴op shows that
𝑢 : 𝐴→ 𝐵 is a left adjoint of 𝑣 : 𝐵 → 𝐴 if and only if it is 𝑣op : 𝐵op → 𝐴op is
a left adjoint of 𝑢op : 𝐴op → 𝐵op.
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Remark 6.1.5. If 𝑢 : 𝐴 → 𝐵 and 𝑣 : 𝐵 → 𝐴 form a pair of adjoint functors
between locally U-small∞-categories, then

ho(𝑢) : ho(𝐴) → ho(𝐵) and ho(𝑣) : ho(𝐴) → ho(𝐵)

form a pair of adjoint functors between locally U-small categories in the usual
sense. Indeed, we have the following natural bĳections.

Homho(𝐴) (𝑥, 𝑣(𝑦)) = 𝜋0 (𝐴(𝑥, 𝑣(𝑦)))
≃ 𝜋0 (S(𝑒,Hom𝐴(𝑥, 𝑣(𝑦))))
≃ 𝜋0 (S(𝑒,Hom𝐵 (𝑢(𝑥), 𝑦)))
≃ 𝜋0 (𝐵(𝑢(𝑥), 𝑦))
= Homho(𝐵) (𝑢(𝑥), 𝑦)

Proposition 6.1.6. Let 𝑢 : 𝐴 → 𝐵 be an equivalence of locally U-small ∞-
categories. Any quasi-inverse of 𝑢 can be promoted to a right adjoint of 𝑢.
Conversely, any right adjoint of 𝑢 is a quasi-inverse of 𝑢.

Proof Let 𝑣 : 𝐵 → 𝐴 be a quasi-inverse of 𝑢 (i.e., 𝑣 is an inverse of 𝑢 up
to homotopy with respect to the Joyal model structure). In particular, there
is an invertible natural transformation from 𝑢𝑣 to the identity of 𝐵, hence an
invertible natural tranformation of the form

Hom𝐵 (𝑥, 𝑢(𝑣(𝑏)))
∼−→ Hom𝐵 (𝑥, 𝑏) .

We can furthermore replace the variable 𝑥 by 𝑢(𝑎), where 𝑎 runs in the ∞-
category 𝐴op. On the other hand, since 𝑢 is in particular fully faithful, it defines
an invertible functorial map in S of the form

Hom𝐴(𝑎, 𝑣(𝑏))
∼−→ Hom𝐵 (𝑢(𝑎), 𝑢(𝑣(𝑏))) .

Since we can compose invertible maps in the ∞-category Hom(𝐴op × 𝐵, S),
this exhibits 𝑣 as a right adjoint of 𝑢.

Conversely, if 𝑣 is a right adjoint of 𝑢, using that 𝑢 is fully faithful, we have
invertible natural transformations of the form

Hom𝐵 (𝑢(𝑎), 𝑏)
∼←− Hom𝐴(𝑎, 𝑣(𝑏))

∼−→ Hom𝐵 (𝑢(𝑎), 𝑢(𝑣(𝑏))) .

since the functor 𝑢∗ : Hom(𝐵op, S) → Hom(𝐴op, S) is an equivalence of ∞-
categories, this means that there is an invertible map from ℎ𝐵𝑢𝑣 to ℎ𝐵 in the
∞-category Hom(𝐵op, S), hence an invertible map from 𝑢𝑣 to the identity of
𝐵, by Corollary 5.8.14. Therefore, the functor 𝑢 being an equivalence of ∞-
categories, the functor 𝑣 must have the same property and is a quasi-inverse of
𝑢. □
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Proposition 6.1.7. Let 𝑢 : 𝐴→ 𝐵 and 𝑣 : 𝐵→ 𝐴 be a pair of adjoint functors
between locally U-small ∞-categories. Given any functor 𝑤 : 𝐵 → 𝐴, any
invertible natural transformation from 𝑤 to 𝑣 exhibits canonically 𝑤 as a right
adjoint of 𝑢.

Proof If we have an invertible functorial map 𝑤(𝑏) → 𝑣(𝑏), we have an
invertible functorial map

Hom𝐴(𝑎, 𝑤(𝑏))
∼−→ Hom𝐴(𝑎, 𝑣(𝑏))

which we can compose with the invertible functorial map

Hom𝐴(𝑥, 𝑣(𝑦))
∼−→ Hom𝐵 (𝑢(𝑥), 𝑦)

which equips 𝑤 with the structure of a right adjoint of 𝑢. □

Proposition 6.1.8. Let 𝑢 : 𝐴 → 𝐵 and 𝑝 : 𝐵 → 𝐶 be two functors between
locally U-small∞-categories. Assume that they both have right adjoints 𝑣 and
𝑞, respectively. Then 𝑣𝑞 is canonically a right adjoint of 𝑝𝑢.

Proof Let us choose two functorial invertible maps

𝑐𝑥,𝑦 : Hom𝐴(𝑥, 𝑣(𝑦))
∼−→ Hom𝐵 (𝑢(𝑥), 𝑦) ,

𝑑𝑥,𝑦 : Hom𝐵 (𝑥, 𝑞(𝑦))
∼−→ Hom𝐶 (𝑝(𝑥), 𝑦) .

For any object 𝑥 of 𝐴 and any object 𝑦 of 𝐶, the maps 𝑑𝑢(𝑥 ) ,𝑦 and 𝑐𝑥,𝑞 (𝑦) are
invertible:

Hom𝐴(𝑥, 𝑣(𝑞(𝑦))) ≃ Hom𝐵 (𝑢(𝑥), 𝑞(𝑦)) ≃ Hom𝐶 (𝑝(𝑢(𝑥)), 𝑦) .

Since Hom(𝐴op ×𝐶, S) is an∞-category, one can compose these maps so that
they are part of an invertible natural transformation which exhibits 𝑣𝑞 as a right
adjoint of 𝑝𝑢. □

Proposition 6.1.9. Let 𝑢 : 𝐴 → 𝐵 be a functor between locally U-small ∞-
categories. For any two adjunctions of the form (𝑢, 𝑣, 𝑐) and (𝑢, 𝑣′, 𝑐′), the
functorial maps 𝑣(𝑦) ∼−→ 𝑣′ (𝑦) which are compatible with 𝑐 and 𝑐′ form a
contractible ∞-groupoid (i.e., there is a unique way to identitfy 𝑣 and 𝑣′ as
right adjoints of 𝑢).

Proof By virtue of Corollary 5.8.14, the Yoneda functor induces a fully faith-
ful embedding of the form

Hom(𝐵, 𝐴) → Hom(𝐵,Hom(𝐴op, S)) = Hom(𝐵 × 𝐴op, S) .

On the other hand, 𝑐 and 𝑐′ specify identifications of Hom𝐵 (𝑢(−),−) with
𝐹 = Hom𝐴(−, 𝑣(−)) and 𝐹′ = Hom𝐴(−, 𝑣′ (−)), respectively. Let 𝛾 be a
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composition of an inverse of 𝑐 with 𝑐′. The natural tranformations 𝑣 → 𝑣′

which are compatible with 𝑐 and 𝑐′ are thus the objects in the homotopy fibre
of the equivalence of∞-groupoids

Hom(𝐵, 𝐴) (𝑣, 𝑣′) → Hom(𝐵 × 𝐴op, S) (𝐹, 𝐹′)

at the point 𝛾. □

6.1.10. Let 𝑢 : 𝐴 → 𝐵 be a functor between locally U-small ∞-categories. It
induces a functor

(6.1.10.1) 𝑢∗ : Hom(𝐵op, S) → Hom(𝐴op, S)

defined by precomposing with 𝑢op. For an object 𝑏 of 𝐵, we define 𝐴/𝑏 =

𝐵/𝑏 ×𝐵 𝐴.

Proposition 6.1.11. Under the assumptions of the previous paragraph, the
following conditions are equivalent.

(i) The functor 𝑢 has a right adjoint.
(ii) For any object 𝑏 of 𝐵, the presheaf 𝑢∗ (ℎ𝐵 (𝑏)) is representable.
(iii) For any object 𝑏 of 𝐵, the∞-category 𝐴/𝑏 has a final object.

Proof The canonical functor 𝐵/𝑏 → 𝐵/ℎ𝐵 (𝑏) is a weak equivalence beween
fibrant objects of the contravariant model category structure over 𝐵, hence so
is the pull-back 𝐴/𝑏 → 𝐵/ℎ𝐵 (𝑏) ×𝐵 𝐴. This shows that the left fibration

(𝐵/ℎ𝐵 (𝑏) ×𝐵 𝐴)op → 𝐴op

is classified, up to homotopy, by the functor 𝑎 ↦→ Hom(ℎ𝐵 (𝑢(𝑎)), ℎ𝐵 (𝑏)).
By the Yoneda Lemma, the latter functor is equivalent to the functor 𝑎 ↦→
Hom𝐴(𝑢(𝑎), 𝑏). In other words, 𝐴/𝑏 is fibrewise equivalent to 𝐴/ℎ𝐵 (𝑏) over
𝐴. Proposition 6.1.2 thus implies that 𝑢∗ (ℎ𝐵 (𝑏)) is representable if and only if
𝐴/𝑏 has a final object. If 𝑣 is a right adjoint of 𝑢, for any object 𝑏 of 𝐵, there is
a functorial invertible map of the form

Hom𝐵 (𝑢(𝑎), 𝑏)
∼−→ Hom𝐴(𝑎, 𝑣(𝑏)) .

In other words, there is an invertible map from 𝑢∗ (ℎ𝐵 (𝑏)) to ℎ𝐴(𝑣(𝑏)), hence
a proof that the presheaf 𝑢∗ (ℎ𝐵 (𝑏)) is representable. Conversely, let us assume
that 𝑢∗ (ℎ𝐵 (𝑏)) is representable for any object 𝑏 of 𝐵. Let 𝐴′ be the full
subcategory of representable presheaves in Hom(𝐴op, S). The Yoneda functor
defines an equivalence of ∞-categories 𝑖 : 𝐴 → 𝐴′. Let us choose a quasi-
inverse 𝑟 : 𝐴′ → 𝐴 of 𝑖. There exists an invertible natural transformation 𝛾𝐹 :
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𝐹 → ℎ𝐴(𝑟 (𝐹)) for any representable presheaf 𝐹 on 𝐴. We define 𝑣 = 𝑟𝑢∗ℎ𝐵 :

𝐵→ 𝐴. Restricting 𝛾 to 𝑢∗ℎ𝐵 defines an invertible natural transformation

𝑐𝑥,𝑦 : Hom𝐵 (𝑢(𝑥), 𝑦)
∼−→ Hom𝐴(𝑥, 𝑣(𝑦))

which exhibits 𝑣 as a right adjoint of 𝑢. □

Remark 6.1.12. Condition (iii) of the preceding proposition shows that the
property of having a right adjoint does not depend on the chosen ambient
universe. The latter was only chosen in order to express adjunctions in terms
of Hom space functors, as we usually do in basic category theory.

Corollary 6.1.13. If a functor 𝐴→ 𝐵 has a right adjoint, then it is cofinal.

Proof We know that, if an ∞-category 𝐶 has a final object, then it is weakly
contractible: seen as a map Δ0 → 𝐶, the final object is a right anodyne
extension, hence an anodyne extension, and thus a trivial cofibration of the
Kan-Quillen model category structure. Our assertion is thus a consequence of
the previous proposition and of Corollary 4.4.31. □

Proposition 6.1.14. Let 𝑢 : 𝐴→ 𝐵 be a morphism of U-small simplicial sets.
The functor

𝑢∗ : Hom(𝐵op, S) → Hom(𝐴op, S)

has a left adjoint

𝑢! : Hom(𝐴op, S) → Hom(𝐵op, S) .

More precisely, if 𝐹 : 𝐴op → S classifies a right fibration with U-small fibres
of the form 𝑝 : 𝑋 → 𝐴, one may choose a commutative square

(6.1.14.1)
𝑋 𝑌

𝐴 𝐵

𝑝

𝑖

𝑞

𝑢

in which 𝑖 is final and 𝑞 is a right fibration with U-small fibres, and define
𝑢! (𝐹) : 𝐵op → S as any choice of functor which classifies the left fibration
𝑞op. The unit map 𝐹 → 𝑢∗𝑢! (𝐹), which exhibits the functor Hom(𝐹, 𝑢∗ (−)) as
represented by 𝑢! (𝐹), is the map corresponding to the morphism 𝑋 → 𝐴×𝐵𝑌 ,
induced by 𝑖, by Corollary 5.4.7.

Furthermore, there is a canonical invertible map

ℎ𝐵𝑢
∼−→ 𝑢!ℎ𝐴 .
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Proof Let us consider the case where 𝑋 = 𝐴 and 𝑝 is the identity of 𝐴. In
other words, 𝐹 is then the constant functor with value the final object 𝑒 in
S. If Φ : 𝐵op → S is a functor which classifies 𝑞op, then Theorem 5.8.4 and
Corollary 5.8.6 ensure that we have two canonical homotopy Cartesian squares
of the form below.

Φ\Hom(𝐵op, S) Hom(𝐴op, S•) S•

Hom(𝐵op, S) Hom(𝐴op, S) S

(𝑝univ )∗ 𝑝univ

𝑢∗ Hom(𝑒,−)

In other words, we have a canonical invertible natural transformation

Hom(Φ, 𝐺) ∼−→ Hom(𝑒, 𝑢∗ (𝐺)) .

In the general case, if we still denote by Φ a functor which classifies 𝑞op,
applying twice the computation above (once for 𝑝, and once for 𝑢𝑝), we have
invertible natural transformations of the form:

Hom(𝐹, 𝑢∗ (𝐺)) ∼−→ Hom(𝑒, 𝑝∗𝑢∗ (𝐺)) = Hom(𝑒, (𝑢𝑝)∗ (𝐺)) ∼←− Hom(Φ, 𝐺) .

In other words, the functor Hom(𝐹, 𝑢∗ (−)) is representable by Φ. One may
then apply (the proof of) Proposition 6.1.11.

Let us choose a universe V such that 𝐶 = Hom(𝐵op, S)op is V-small. For
any presheaf 𝐹 : 𝐵op → S and any object 𝑎 of 𝐴, there are functorial invertible
maps:

Hom(ℎ𝐵 (𝑢(𝑎)), 𝐹)
∼−→ 𝐹 (𝑢(𝑎))
= 𝑢∗ (𝐹) (𝑎)
∼←− Hom(ℎ𝐴(𝑎), 𝑢∗ (𝐹))
∼−→ Hom(𝑢!ℎ𝐴(𝑎), 𝐹) .

Since, by virtue of Corollary 5.8.14, the Yoneda embedding of 𝐶 induces a
fully faithful functor from Hom(𝐴op, 𝐶) into the ∞-category of presheaves
of V-small ∞-groupoids on 𝐴 × 𝐶, this defines a canonical invertible map
ℎ𝐵𝑢

∼−→ 𝑢!ℎ𝐴. □

Proposition 6.1.15. Let 𝑢 : 𝐴 → 𝐵 be a functor between U-small ∞-
categories. The following conditions are equivalent.

(i) The functor 𝑢 is fully faithful.
(ii) For any objects 𝑥 and 𝑦 in 𝐴, the induced map

Hom𝐴(𝑥, 𝑦) → Hom𝐵 (𝑢(𝑥), 𝑢(𝑦))
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is invertible in S.
(iii) The functor 𝑢! : Hom(𝐴op, S) → Hom(𝐵op, S) is fully faithful.

Proof The equivalence between conditions (i) and (ii) is obvious, by definition
of the canonical map (5.8.3.2). Since, by the preceding proposition, we have a
canonical invertible natural transformation from ℎ𝐵𝑢 to 𝑢!ℎ𝐴, we can reinterpret
condition (ii) by saying that, for any object 𝑦 of 𝐴, the unit map

ℎ𝐴(𝑦) → 𝑢∗𝑢! (ℎ𝐴(𝑦))

is invertible. But, since the unit map of the adjunction between 𝑢! and 𝑢∗

coincides with the unit map of the derived adjunction between L𝑢! and R𝑢∗,
the latter property also means that the map 𝐹 → R𝑢∗L𝑢! (𝐹) is invertible in
RFib(𝐴) for any 𝐹 representing a right fibration 𝑋 → 𝐴 such that 𝑋 has a
final object. Therefore, Proposition 4.5.1 shows that conditions (ii) and (iii) are
equivalent. □

Proposition 6.1.16. Let 𝑢 : 𝐴 → 𝐵 and 𝑓 : 𝐾 → 𝐿 be two morphisms of
simplicial sets. For any object 𝐹 in LFib(𝐿 × 𝐴), the base change map

L(1𝐾 × 𝑢)!R( 𝑓 × 1𝐴)∗ (𝐹) → R( 𝑓 × 1𝐵)∗L(1𝐿 × 𝑢)! (𝐹)

associated to the Cartesian square

𝐾 × 𝐴 𝐿 × 𝐴

𝐾 × 𝐵 𝐿 × 𝐵
1𝐾×𝑢

𝑓 ×1𝐴

1𝐿×𝑢
𝑓 ×1𝐵

is an isomorphism in LFib(𝐾 × 𝐵).

Proof We consider first the case where 𝐾 = Δ0, so that 𝑓 is simply an object
of 𝐿. We choose a factorisation of 𝑓 into a final map 𝑓 : Δ0 → 𝐿/ 𝑓 followed by
a right fibration 𝜋 : 𝐿/ 𝑓 → 𝐿. For any map𝑊 → 𝐿, we define𝑊/ 𝑓 = 𝐿/ 𝑓 ×𝐿𝑊
and𝑊 𝑓 = { 𝑓 } ×𝐿 𝑊 . Let 𝑝 : 𝑋 → 𝐿 × 𝐴 be a left fibration, and let us choose
a factorisation of (1𝐿 × 𝑢)𝑝 into an cofinal map 𝑗 : 𝑋 → 𝑌 followed by a
left fibration 𝑞 : 𝑌 → 𝐿 × 𝐵. We can form the following Cartesian squares of
simplicial sets over 𝐴.

𝑋 𝑓 𝑋/ 𝑓 𝑋

𝐴 𝐿/ 𝑓 × 𝐴 𝐿 × 𝐴

𝑝 𝑓 𝑝/ 𝑓 𝑝

( 𝑓 ,1𝐴) 𝜋×1𝐴

Since all the structural maps to 𝐴 are proper (being compositions of left fibra-
tions and of Cartesian projection of the form 𝐸 × 𝐴→ 𝐴), the horizontal maps



270 Adjoints, limits and Kan extensions

of the left hand square are weak equivalences of the covariant model category
structure over 𝐴 (because they are fibrewise equivalences, so that we can apply
Corollary 4.4.28). Similarly, in the diagram of simplicial sets over 𝐵

𝑌 𝑓 𝑌/ 𝑓 𝑌

𝐵 𝐿/ 𝑓 × 𝐵 𝐿 × 𝐵

𝑞 𝑓 𝑞/ 𝑓 𝑞

( 𝑓 ,1𝐵 ) 𝜋×1𝐵

the horizontal maps of the left hand Cartesian square are weak equivalences
of the covariant model category structure over 𝐵. On the other hand, the map
𝑗/ 𝑓 : 𝑋/ 𝑓 → 𝑌/ 𝑓 is cofinal, since this is a pull-back of the cofinal map
𝑗 : 𝑋 → 𝑌 along the smooth map 𝐿/ 𝑓 → 𝐿. We thus have a commutative
square

𝑋 𝑓 𝑋/ 𝑓

𝑌 𝑓 𝑌/ 𝑓

𝑗 𝑓 𝑗/ 𝑓

in which the two horizontal maps as well as the right vertical map are weak
equivalences of the covariant model category structure over 𝐵. This proves
that the map 𝑋 𝑓 → 𝑌 𝑓 is cofinal: this is a weak equivalence of the covariant
model category structure over 𝐵 with fibrant codomain, so that we may apply
Proposition 2.5.6. In conclusion, if we put𝐹 = (𝑋, 𝑝), we haveR( 𝑓×1𝐴)∗ (𝐹) =
(𝑋 𝑓 , 𝑝 𝑓 ), and we also have L(1𝐿 × 𝑢)! (𝐹) = (𝑌, 𝑞) and R( 𝑓 × 1𝐵)∗L(1𝐿 ×
𝑢)! (𝐹) = (𝑌 𝑓 , 𝑞 𝑓 ). The fact that the map 𝑋 𝑓 → 𝑌 𝑓 is cofinal with fibrant
codomain over 𝐵 means that L𝑢! (𝑋 𝑓 , 𝑝 𝑓 ) = (𝑌 𝑓 , 𝑞 𝑓 ). With these conventions,
the base change map

L𝑢!R( 𝑓 × 1𝐴)∗ (𝐹) → R( 𝑓 × 1𝐵)∗L(1𝐿 × 𝑢)! (𝐹)

is nothing but an equality.
To prove the case where 𝐾 is an arbitrary simplicial set, it is sufficient to

prove that, for any point 𝑥 : Δ0 → 𝐾 , the induced map

R(𝑥 × 1𝐵)∗L(1𝐾 × 𝑢)!R( 𝑓 × 1𝐴)∗ (𝐹) → R( 𝑓 (𝑥) × 1𝐵)∗L(1𝐿 × 𝑢)! (𝐹)

is an isomorphism in LFib(𝐵). We are thus reduced to the case where 𝐾 = Δ0

which was treated in details above. □

Corollary 6.1.17. Let 𝑢 : 𝐴 → 𝐵 be a morphism of U-small simplicial sets.
For any simplicial set 𝑋 , the functor

𝑢∗ = Hom(𝑋op, 𝑢∗) : Hom(𝑋op,Hom(𝐵op, S)) → Hom(𝑋op,Hom(𝐴op, S))
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has a left adjoint of the form

𝑢! = Hom(𝑋op, 𝑢!) : Hom(𝑋op,Hom(𝐴op, S)) → Hom(𝑋op,Hom(𝐵op, S)) .

Proof Let V be a universe such that 𝑋 is V-small. Replacing S by the ∞-
category of∞-groupoids S′, Proposition 6.1.14 gives a left adjoint

(1𝑋 × 𝑢)! : Hom(𝑋op × 𝐴op, S′) → Hom(𝑋op × 𝐵op, S′)

of the pull-back functor (1𝑋×𝑢)∗. It is sufficient to check that (1𝑋×𝑢)! preserves
presheaves with values in U-small ∞-groupoids, which follows from the fact
that it can be computed pointwise over 𝑋 , as shown by Proposition 6.1.16. □

Definition 6.1.18. Let 𝐴 be a simplicial set. A U-small presheaf over 𝐴 is a
functor 𝐹 : 𝐴op → S such that there exists a commutative square of the form

𝑋 S•

𝐴op S

𝑝univ

𝐹

with 𝑋 a U-small simplicial set, such that the induced map 𝑋 → 𝐴op ×S S• is
cofinal.

A simplicial set 𝐴 is locally U-small if there exists a weak categorical
equivalence 𝐴→ 𝐵 with 𝐵 a locally U-small∞-category.

Example 6.1.19. If 𝐴 is a U-small simplicial set, any presheaf 𝐴op → S is
U-small.

Example 6.1.20. Let 𝐴 be a locally U-small ∞-category. Any representable
presheaf on 𝐴 is U-small: for 𝐹 = Hom𝐴(−, 𝑎), one may take 𝑋 = Δ0.

Proposition 6.1.21. Let 𝐴 be a locally U-small simplicial set. The∞-category
of U-small presheaves over 𝐴 is a locally U-small∞-category.

Proof Let 𝐹 a U-small presheaf and 𝐺 : 𝐴op → S any presheaf. We choose
a U-small simplicial set 𝑋 , and a map 𝑝 : 𝑋 → 𝐴, such that there exists an
invertible map 𝑝! (𝑒)

∼−→ 𝐹. We then have an invertible map

Hom(𝑒, 𝑝∗ (𝐺)) ∼−→ Hom(𝑝! (𝑒), 𝐺) ≃ Hom(𝐹, 𝐺)

in a large enough ∞-category of ∞-groupoids. Since, by virtue of Proposition
5.7.3,Hom(𝑋op, S) is locallyU-small, this shows thatHom(𝐹, 𝐺) is equivalent
to a U-small∞-groupoid. □

Theorem 6.1.22. Let 𝑢 : 𝐴 → 𝐵 and 𝑣 : 𝐵 → 𝐴 be a pair of adjoint functors
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between locally U-small∞-categories. Then, for any U-small simplicial set 𝑋 ,
the functors

𝑢 = Hom(𝑋, 𝑢) : Hom(𝑋, 𝐴) → Hom(𝑋, 𝐵)

and 𝑣 = Hom(𝑋, 𝑣) : Hom(𝑋, 𝐵) → Hom(𝑋, 𝐴)

form a pair of adjoint functors between locally U-small ∞-categories. Fur-
thermore, the formation of this adjunction is functorial in 𝑋: for any map
𝑝 : 𝑌 → 𝑋 , the image by 𝑝∗ (the functor of composition with 𝑝) of the unit
map 𝐹 → 𝑣(𝑢(𝐹)) and of the co-unit map 𝑢(𝑣(𝐺)) → 𝐺 are the unit map
𝑝∗𝐹 → 𝑣(𝑢(𝑝∗𝐹)) and the co-unit map 𝑢(𝑣(𝑝∗𝐺)) → 𝑝∗𝐺.

Proof Corollary 5.7.7 ensures that the property of local U-smallness is pre-
served by the functor Hom(𝑋,−). The natural invertible map

Hom𝐵 (𝑢(𝑥), 𝑦)
∼−→ Hom𝐴(𝑥, 𝑣(𝑦))

produces an invertible map from 𝑢∗ℎ𝐵 to ℎ𝐴𝑣. On the other hand, the last
assertion of Proposition 6.1.14 gives us an invertible natural transformation
from ℎ𝐵𝑢 to 𝑢!ℎ𝐴. This means that we can see the adjunction between 𝑢 and
𝑣 as a restriction (along the Yoneda embedding) of the canonical adjunction
between 𝑢! and 𝑢∗. Corollaries 5.8.14 and 6.1.17 thus imply that there is a
functorial invertible map

Hom(𝑢(𝐹), 𝐺) ∼−→ Hom(𝐹, 𝑣(𝐺))

for any functors 𝐹 : 𝑋 → 𝐴 and 𝐺 : 𝑋 → 𝐵. The assertion about the
compatibility of unit maps comes from the explicit description of the unit
maps of the adjunction between 𝑢! and 𝑢∗ provided by Proposition 6.1.14.
Applying what precedes to the pair (𝑣op, 𝑢op) also gives the assertion about
co-unit maps. □

Theorem 6.1.23. Let 𝑢 : 𝐴 → 𝐵 and 𝑣 : 𝐵 → 𝐴 be two functors between
U-small∞-categories. The following conditions are equivalent.

(i) There exists an adjunction of the form (𝑢, 𝑣, 𝑐).
(ii) There exists an invertible map ℎ𝐴𝑣→ 𝑢∗ (ℎ𝐵) inHom(𝐵,Hom(𝐴op, S)).
(iii) There exists a functorial map 𝜀𝑏 : 𝑢(𝑣(𝑏)) → 𝑏 such that (𝑏, 𝜀𝑏) defines

a final object of 𝐴/𝑏 for any object 𝑏 of 𝐵.
(iv) For any simplicial set 𝑋 , we have an adjunction of the form

ho(𝑢) : ho(Hom(𝑋, 𝐴)) ⇄ ho(Hom(𝑋, 𝐵)) : ho(𝑣) ,

functorially in 𝑋 .
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(v) There exists two natural tranformations 𝜀 : 𝑢𝑣 → 1𝐵 and 𝜂 : 1𝐴 → 𝑣𝑢,
as well as two commutative triangles

𝑢 𝑢

𝑢𝑣𝑢

1𝑢

𝑢𝜂 𝜀𝑢
and

𝑣 𝑣

𝑣𝑢𝑣

1𝑣

𝜂𝑣 𝑣𝜀

in Hom(𝐴, 𝐵) and in Hom(𝐵, 𝐴), respectively.
(vi) The functor R(𝑢 × 1𝐶 )∗ : RFib(𝐵 ×𝐶) → RFib(𝐴 ×𝐶) is a left adjoint

of the functor R(𝑣 × 1𝐶 )∗ : RFib(𝐴 × 𝐶) → RFib(𝐵 × 𝐶), for any
∞-category 𝐶, functorially in 𝐶.

(vii) There is an invertible natural tranformation from 𝑣! to 𝑢∗ in the ∞-
category Hom(Hom(𝐴op, S),Hom(𝐵op, S)).

Proof The fact that conditions (i) and (ii) are equivalent to each other is
essentially a reformulation of the definition. The Yoneda Lemma implies that
a map 𝜀𝑏 : 𝑢(𝑣(𝑏)) → 𝑏 can be seen as map from ℎ𝐴(𝑣(𝑏)) to 𝑢∗ (ℎ𝐵 (𝑏)).
Saying that (𝑏, 𝜀𝑏) defines a final object of 𝐴/𝑏 means that the corresponding
map ℎ𝐴(𝑣(𝑏)) → 𝑢∗ (ℎ𝐵 (𝑏)) is invertible. Therefore, the functoriality of the
Yoneda Lemma shows that conditions (ii) and (iii) are equivalent.

The preceding theorem and Remark 6.1.5 show that condition (i) implies
condition (iv). If condition (iv) holds, for any functors 𝐹 : 𝑋 → 𝐴, and
𝐺 : 𝑋 → 𝐵, we have commutative triangles of the form

𝑢(𝐹) 𝑢(𝐹)

𝑢𝑣𝑢(𝐹)

1𝑢(𝐹)

𝑢𝜂𝐹 𝜀𝑢(𝐹)
and

𝑣(𝐺) 𝑣(𝐺)

𝑣𝑢𝑣(𝐺)

1𝑣(𝐺)

𝜂𝑣(𝐺) 𝑣𝜀𝐺

in Hom(𝑋, 𝐵) and in Hom(𝑋, 𝐴), respectively. In the case where 𝑋 = 𝐴 and
𝐹 = 1𝐴 or where 𝑋 = 𝐵 and 𝐹 = 1𝐵, this proves condition (v).

Let us prove that condition (v) implies condition (vi). Condition (v) translates
into analogous conditions for the functors

𝑢∗ : Hom(𝐵op, S) → Hom(𝐴op, S) and 𝑣∗ : Hom(𝐴op, S) → Hom(𝐵op, S) .

Indeed, the map 𝜂 induces a map 𝜂∗ : 𝑢∗𝑣∗ → 1 and the map 𝜀, a map
𝜀∗ : 1 → 𝑣∗𝑢∗. Therefore, after applying the Boardmann-Vogt construction,
this gives rise a an adjunction

𝑢∗ : ho(Hom(𝐵op, S)) ⇄ ho(Hom(𝐴op, S)) : 𝑣∗

in the usual sense. Since we may enlarge the universe at will, using the equiv-



274 Adjoints, limits and Kan extensions

alences RFib(𝑋) ≃ LFib(𝑋op), Theorem 5.4.5 ensures that we obtain an ad-
junction of the following form:

R𝑢∗ : RFib(𝐵) ⇄ RFib(𝐴) : R𝑣∗ .

Since condition (iv) for the pair (𝑢, 𝑣) implies condition (iv) for the pair (𝑢 ×
1𝐶 , 𝑣×1𝐶 ) for any∞-category𝐶, this shows that condition (v) implies condition
(vi); note that, in the formulation of (v), no universe is fixed, so that we may
always enlarge the universe and assume that 𝐶 is U-small.

Let us prove that condition (vi) implies condition (vii). By virtue of Theorem
5.4.5, since pulling back preserves the size of fibres, condition (vi) implies that,
for any∞-category 𝐶, the functor

ho(𝑢 × 1𝐶 )∗ : ho(Hom(𝐵op × 𝐶op, S)) → ho(Hom(𝐴op × 𝐶op, S))

is a left adjoint of the functor

ho(𝑣 × 1𝐶 )∗ : ho(Hom(𝐴op × 𝐶op, S)) → ho(Hom(𝐵op × 𝐶op, S)) ,

functorially in 𝐶. In particular, the functor 𝑢∗ preserves representable pre-
sheaves. This means that 𝑢 has a right adjoint 𝑤, by Proposition 6.1.11. Since
we already know that condition (i) implies condition (vi), we see that the func-
tor (𝑢 × 1𝐶 )∗ is left adjoint to (𝑤 × 1𝐶 )∗. Hence, the functors 𝑤∗ and 𝑣∗ are
𝐽-homotopic: they induce the same map from the set of isomorphism classes of
functors from𝐶op toHom(𝐴op, S) to the set of isomorphism classes of functors
from𝐶op toHom(𝐵op, S), for any∞-category𝐶. Therefore, there are invertible
maps 𝑣! ≃ 𝑤! ≃ 𝑢∗, by Propositions 6.1.14, 6.1.7 and 6.1.9.

Finally, if condition (vii) holds, since 𝑣!ℎ𝐵 is canonically equivalent to ℎ𝐴𝑣,
we get condition (ii), hence condition (i). □

Remark 6.1.24. Let 𝑢 : 𝑋 → 𝐴 be a right fibration between U-small simplicial
sets. We define a functor

(6.1.24.1) 𝑢♯ : Hom(𝑋op, S) → Hom(𝐴op, S)

as follows. We choose a functor Φ : 𝐴op → S which classifies the left fibration
𝑢op : 𝑋op → 𝐴op; in particular, we now have specified pull-backs of 𝑢 along
any map of codomain 𝐴. Given a simplicial set 𝐾 and a functor 𝐹 : 𝐾 →
Hom(𝑋op, S) classifying a right fibration 𝑝 : 𝑌 → 𝐾op × 𝑋 , we define 𝑢♯ (𝐹)
as the functor which classifies the composed right fibration

(6.1.24.2) 𝑞 : 𝑌
𝑝
−−→ 𝐾op × 𝑋

1𝐾op×𝑢
−−−−−−→ 𝐾op × 𝐴

(we observe that this is well defined, since the specified pull-backs of 𝑝 and
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1𝐾op × 𝑢 determine pull-backs of 𝑞). There is a canonical map

(6.1.24.3) 𝐹 → 𝑢∗ (𝑢♯ (𝐹))

induced by the canonical map 𝑌 → 𝑋 ×𝐴 𝑌 via Theorem 5.4.5. Similarly, for
any functor 𝐺 : 𝐾op × 𝐴 → S classifying a right fibration 𝑞 : 𝑍 → 𝐾op × 𝐴,
there is a canonical map

(6.1.24.4) 𝑢♯ (𝑢∗ (𝐺)) → 𝐺

corresponding to the projection 𝑋×𝐴𝑍 → 𝑍 . Note that both maps (6.1.24.3) and
(6.1.24.4) are natural transformation, because they are well defined for every
simplicial set 𝐾 . Using Theorem 5.4.5, we see right away that these natural
transformations satisfy condition (v) of the previous theorem. Therefore, the
functor 𝑢♯ introduced above is canonically the left adjoint of the functor 𝑢∗.
Hence 𝑢♯ ≃ 𝑢!.

6.2 Limits and colimits

6.2.1. Let 𝐴 be an∞-category, and 𝐼 a simplicial set. We write

(6.2.1.1) 𝑐𝐼 : 𝐴→ Hom(𝐼, 𝐴)

the functor associates to an object 𝑎 of 𝐴 the constant functor from 𝐼 to 𝐴

with value 𝑎 (i.e., 𝑐𝐼 is the functor defined by right-composition with the
map 𝐼 → Δ0). Given a functor 𝐹 : 𝐼 → 𝐴, we can form the slice category
Hom(𝐼, 𝐴)/𝐹, and we define the ∞-category 𝐴/𝐹 by forming the pull-back
below.

(6.2.1.2)
𝐴/𝐹 Hom(𝐼, 𝐴)/𝐹

𝐴 Hom(𝐼, 𝐴)𝑐𝐼

An object of 𝐴/𝐹 is characterized by a pair (𝑎, 𝜆), where 𝑎 is an object of 𝐴,
while 𝜆 : 𝑐𝐼 (𝑎) → 𝐹 is a natural transformation (i.e., a map in Hom(𝐼, 𝐴)).
Indeed, such a 𝜆 is a morphism of simplicial sets Δ1 = Δ0 ∗ Δ0 → Hom(𝐼, 𝐴)
which sends the final object of Δ1 to 𝐹, and thus determines an object of the
slice Hom(𝐼, 𝐴)/𝐹 whose image in Hom(𝐼, 𝐴) is the image by 𝑐𝐼 of the source
of 𝜆, namely 𝑎. Such a pair (𝑎, 𝜆) will be called a cone of 𝐹.

Definition 6.2.2. Let 𝐴 be an∞-category, and 𝐼 a simplicial set.
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A limit of a functor 𝐹 : 𝐼 → 𝐴 is a cone (lim←−− 𝐹, 𝜆) whose corresponding ob-
ject in 𝐴/𝐹 is final. In this case, we shall also say that the natural transformation
𝜆 exhibits the object lim←−− 𝐹 as a limit of 𝐹.

A colimit of a functor 𝐹 : 𝐼 → 𝐴 is a pair (lim−−→ 𝐹, 𝜆) such that (lim−−→ 𝐹, 𝜆op)
is a limit of the functor 𝐹op : 𝐼op → 𝐴op. As above, we shall say that 𝜆 exhibits
the object lim−−→ 𝐹 as a colimit of 𝐹.

Notation 6.2.3. We shall sometimes write

lim←−−
𝑖∈𝐼

𝐹𝑖 (or lim−−→
𝑖∈𝐼

𝐹𝑖)

for the projective limit (or the injective limit, respectively) of a functor 𝐹 : 𝐼 →
𝐴.

Remark 6.2.4. Since the final objects of any ∞-category 𝐶 form either the
empty ∞-category or a contractible ∞-groupoid, given two limits (𝐿, 𝜆) and
(𝐿′, 𝜆′) of 𝐹, the ∞-groupoid of maps from (𝐿, 𝜆) to (𝐿′, 𝜆′) in 𝐴/𝐹 form
a contractible ∞-groupoid. In other words (𝐿, 𝜆) and (𝐿′, 𝜆′) are canonically
equivalent, as in ordinary category theory.
Remark 6.2.5. If we choose a universe U such that both 𝐴 and Hom(𝐼, 𝐴)
are locally small, then giving a limit of a functor 𝐹 : 𝐼 → 𝐴 is equivalent to
producing an invertible map

Hom(𝑐𝐼 (𝑎), 𝐹)
∼−→ Hom(𝑎, lim←−− 𝐹)

functorially in 𝑎.

Definition 6.2.6. Let 𝐼 be a simplicial set. An∞-category 𝐴 has limits of type 𝐼
(colimits of type 𝐼) if any functor 𝐹 : 𝐼 → 𝐴 has a limit (a colimit, respectively).

Given a universe U, an ∞-category is U-complete (U-cocomplete) if it has
limits (colimits, respectively) of type 𝐼 for any U-small simplicial set 𝐼. If
there is no ambiguity about the universe U, we will simply say that such an
∞-category is complete (cocomplete).

Remark 6.2.7. Using Propositions 6.1.6 and 6.1.8, one can see that, if 𝐼 → 𝐽 is
a weak categorical equivalence, then an ∞-category 𝐴 has limits (or colimits)
of type 𝐼 if and only if it has limits (or colimits) of type 𝐽. In particular, the
notion of complete (or cocomplete) ∞-category can be defined in terms of
∞-categories only.
Example 6.2.8. Limits of type∅ in an∞-category 𝐴 simply are the final objects
of 𝐴. Indeed, there is only one functor 𝐹 : ∅ → 𝐴, so that we have 𝐴/𝐹 = 𝐴

(becauseHom(∅, 𝐴) ≃ Δ0). Hence the final objects of 𝐴/𝐹 are the final objects
of 𝐴. Similarly, colimits of type ∅ are the initial objects.
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Proposition 6.2.9. Let 𝐴 be an∞-category and 𝐼 a simplicial set. The constant
functor

𝑐𝐼 : 𝐴→ Hom(𝐼, 𝐴)

has a right adjoint if and only if 𝐴 has limits of type 𝐼. If this is the case this
right adjoint sends each functor 𝐹 : 𝐼 → 𝐴 to its limit, and we denote it by

lim←−− : Hom(𝐼, 𝐴) → 𝐴 .

Proof This is a particular case of Proposition 6.1.11 in the case where 𝐵 =

Hom(𝐼, 𝐴) and 𝑢 = 𝑐𝐼 . □

Corollary 6.2.10. Let 𝐴 be an ∞-category, and 𝐼 a simplicial set. If 𝐴 has
limits of type 𝐼, then so does Hom(𝑋, 𝐴) for any simplicial set 𝑋 . Furthermore,
limits are computed fibrewise: for any functor 𝐹 : 𝐼 → Hom(𝑋, 𝐴), the limit
of 𝐼 evaluated at an object 𝑥 of 𝑋 is canonically equivalent to the limit of
𝐹𝑥 : 𝐼 → 𝐴.

Proof This is a direct consequence of the formula

Hom(𝐼,Hom(𝑋, 𝐴)) ≃ Hom(𝑋,Hom(𝐼, 𝐴))

and of the preceding proposition, by Theorem 6.1.22. □

Definition 6.2.11. Let U be a universe, and 𝐴 a U-small simplicial set. We
write 𝐴 = Hom(𝐴op, S) for the category of presheaves on 𝐴 (with values in the
∞-category S of∞-groupoids).

Proposition 6.2.12. Let U be a universe, and 𝐴 a U-small simplicial set. Then
the∞-category 𝐴 is cocomplete.

Proof The corollary above implies that it is sufficient to check that S is cocom-
plete. And by virtue of the preceding proposition, this is a direct consequence
of Proposition 6.1.14. □

An important example of colimit is the following one.

Proposition 6.2.13. Let 𝐴 be a U-small∞-category. The colimit of the Yoneda
embedding ℎ𝐴 : 𝐴→ 𝐴 is the final object of 𝐴 (i.e. the constant presheaf with
value the one-point∞-groupoid).

Proof The Yoneda embedding corresponds to the functor Hom𝐴, which clas-
sifies the left fibration S(𝐴) → 𝐴op × 𝐴. On the other hand, there is a canonical
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Cartesian square of the form

S(𝐴) 𝑊

𝐴op × 𝐴 𝐴op × 𝐴

(𝑠𝐴,𝑡𝐴)

𝑤

𝑞

1𝐴op×ℎ𝐴

in which 𝑞 is the left fibration classified by the evaluation functor from 𝐴op × 𝐴
to S, and 𝑤 is cofinal; see Lemma 5.8.11. Let 𝑝 : 𝐴op × 𝐴 → 𝐴op denote the
first projection. Then we have an essentially commutative diagram of the form

ho(Hom(𝐴op × 𝐴, S)) ho(Hom(𝐴, 𝐴)) ho(𝐴)

LFib(𝐴op × 𝐴) LFib(𝐴op)

∼ ho(lim−→)

L𝑝!

in which the vertical maps are fully faithful functors obtained by applying
Theorem 5.4.5 a couple of times. In this picture, the colimit of ℎ𝐴 in 𝐴 is
identified with the image of S(𝐴) by the functor L𝑝!. On the other hand, since
𝑤 is cofinal, this coincides with the image of𝑊 by L𝑝!, where 𝑝 is the projecion
from 𝐴op × 𝐴 to 𝐴op. But the functor corresponding to the evaluation functor is
the identity of 𝐴. In other words, the colimit of ℎ𝐴 is canonically isomorphic
to the colimit of the identity of 𝐴, which is thus the evaluation of the identity
at the final presheaf, by Lemma 4.4.22. □

Definition 6.2.14. Let 𝑢 : 𝐴 → 𝐵 be a functor between ∞-category, and 𝐼 a
simplicial set. We say that 𝑢 commutes with limits of type 𝐼 if, for any functor
𝐹 : 𝐼 → 𝐴, the induced functor 𝐴/𝐹 → 𝐵/𝑢(𝐹) preserves final objects (where
𝑢(𝐹) is the functor 𝑖 ↦→ 𝑢(𝐹 (𝑖))),

We say that 𝑢 commutes with colimits of type 𝐼 if 𝑢op commutes with limits
of type 𝐼op

Proposition 6.2.15. If a functor has a left adjoint, it commutes with all limits.

Proof Let 𝑣 : 𝐵→ 𝐴 be a functor between∞-categories, and 𝐼 a simplicial set.
If 𝑢 : 𝐴→ 𝐵 is a left adjoint of 𝑣, then the functor 𝑢 : Hom(𝐼, 𝐴) → Hom(𝐼, 𝐵)
is a left adjoint of the functor 𝑣 : Hom(𝐼, 𝐵) → Hom(𝐼, 𝐴) functorially in 𝐼;
see Theorem 6.1.22. We may choose a universe U such that 𝐴, 𝐵 and 𝐼 are
U-small. In particular, for any functor 𝐹 : 𝐼 → 𝐵 equipped with a limit lim←−− 𝐹
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in 𝐵, there are functorial equivalences

Hom(𝑎, 𝑣(lim←−− 𝐹))
∼←− Hom(𝑢(𝑎), lim←−− 𝐹)
∼←− Hom(𝑐𝐼 (𝑢(𝑎)), 𝐹)
= Hom(𝑢(𝑐𝐼 (𝑎)), 𝐹)
∼−→ Hom(𝑐𝐼 (𝑎), 𝑣(𝐹))

which exhibit 𝑣(lim←−− 𝐹) as a limit of 𝑣(𝐹). □

Corollary 6.2.16. Let 𝐴 be aU-small simplicial set and 𝐹 : 𝐴op → S a functor
which classifies a right fibration with U-small fibres 𝑝 : 𝑋 → 𝐴. There is a
canonical invertible map in 𝐴 of the form

lim−−→
𝑥∈𝑋

ℎ𝐴(𝑝(𝑥)) = lim−−→ ℎ𝐴𝑝
∼−→ 𝐹 .

Proof By virtue of Proposition 6.1.14, the functor

𝑝∗ : 𝐴→ 𝑋

has a left adjoint 𝑝!, whose restriction along the Yoneda embedding of 𝑋 coin-
cides with the composed functor ℎ𝐴𝑝. Moreover, the presheaf 𝐹 is canonically
identifed with the image of the final object 𝑒 by 𝑝!. On the other hand, Propo-
sition 6.2.13 tells us that the colimit of ℎ𝑋 in 𝑋 is the final object 𝑒. We thus
have canonical maps:

lim−−→
𝑥∈𝑋

ℎ𝐴(𝑝(𝑥))
∼−→ lim−−→ 𝑝!ℎ𝑋→𝑝!

(
lim−−→ ℎ𝑋

) ∼−→ 𝑝! (𝑒) = 𝐹 .

To finish the proof, it is thus sufficient to justify that the middle map above is
invertible, which follows from the fact that 𝑝! commutes with colimits, since it
has a right adjoint 𝑝∗. □

A very useful source of (co)limits is provided by the following principle.

Proposition 6.2.17. Let 𝑢 : 𝐴 → 𝐵 be a functor between ∞-categories
equipped with a fully faithful right adjoint 𝑣 : 𝐵 → 𝐴, and 𝐹 : 𝐼 → 𝐵 be
a functor. If 𝑣(𝐹) has a limit (or a colimit) in 𝐴, then 𝐹 has a limit (or a colimit)
in 𝐵, which is nothing else than the image by 𝑢 of the limit (or of the colimit,
respectively) of 𝑣(𝐹). In particular, if 𝐴 is complete (or cocomplete), so is 𝐵.

Proof If 𝑣(𝐹) : 𝐼 → 𝐴 has a colimit, then the dual version of the preceding
proposition tells us that 𝑢(𝑣(𝐹)) : 𝐼 → 𝐵 has a colimit, which is nothing else
than the image by 𝑢 of the colimit of 𝑣(𝐹). But, by virtue of Proposition 5.7.4,
the functor

𝑣 : Hom(𝐼, 𝐵) → Hom(𝐼, 𝐴)
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is fully faithful, so that we have functorial invertible maps of the form

Hom(𝑋, 𝐹) ∼−→ Hom(𝑣(𝑋), 𝑣(𝐹)) ∼←− Hom(𝑋, 𝑢(𝑣(𝐹))) .

Applying the Yoneda Lemma to the∞-category Hom(𝐼, 𝐵), this shows that the
canonical map 𝑢(𝑣(𝐹)) → 𝐹 is invertible. In particular, any colimit of 𝑢(𝑣(𝐹))
provides a colimit of 𝐹.

If 𝑣(𝐹) has a limit in 𝐴, then 𝑢(lim←−− 𝑣(𝐹)) is a limit of 𝐹 in 𝐵. The proof
will require a few preliminary steps, though. Let 𝑥 → 𝑦 be map of 𝐴 such that
𝑢(𝑥) → 𝑢(𝑦) is invertible in 𝐵. Then the induced map

𝑐𝐼 (𝑢(𝑥)) = 𝑢(𝑐𝐼 (𝑥)) → 𝑢(𝑐𝐼 (𝑦)) = 𝑐𝐼 (𝑢(𝑦))

is invertible in Hom(𝐼, 𝐵). Therefore, we have the following commutative
diagram in S (up to a choice of a suitable universe, so that it makes sense)

Hom(𝑦, lim←−− 𝑣(𝐹)) Hom(𝑥, lim←−− 𝑣(𝐹))

Hom(𝑐𝐼 (𝑦), 𝑣(𝐹)) Hom(𝑐𝐼 (𝑥), 𝑣(𝐹))

Hom(𝑢(𝑐𝐼 (𝑦)), 𝐹) Hom(𝑢(𝑐𝐼 (𝑥)), 𝐹)

≀ ≀

∼
≀ ≀

which shows, by the Yoneda Lemma, that the upper horizontal map above is
invertible in S. Now, if an object 𝑎 of 𝐴 has the property that, for any map
𝑥 → 𝑦 in 𝐴 whose image by 𝑢 is invertible, the induced map

Hom(𝑦, 𝑎) → Hom(𝑥, 𝑎)

is invertible, then the canonical unit map 𝜂𝑎 : 𝑎 → 𝑣(𝑢(𝑎)) is invertible. Indeed,
this implies that there exists a map 𝑟 : 𝑣𝑢(𝑎) → 𝑎 which is a retraction of 𝜂𝑎 in
ho(𝐴). By naturality of the unit map 𝜂, this means that there is a commutative
diagram of the form

𝑎 𝑣(𝑢(𝑎)) 𝑎

𝑣(𝑢(𝑎)) 𝑣(𝑢(𝑣(𝑢(𝑎)))) 𝑣(𝑢(𝑎))

𝜂𝑎

𝜂𝑎

𝑟

𝜂𝑣(𝑢(𝑎) ) 𝜂𝑎

𝑣(𝑢(𝜂𝑎 ) ) 𝑣(𝑢(𝑟 ) )

which turns 𝜂𝑎 into a retract of 𝜂𝑣(𝑢(𝑎) ) in ho(𝐴). Since 𝑣 is fully faithful, the
map 𝜂𝑣(𝑢(𝑎) ) is an isomorphism, and this shows that 𝜂𝑎 is invertible.

The image of the canonical map lim←−− 𝑣(𝐹) → 𝑣(𝑢(lim←−− 𝑣(𝐹))) by 𝑢 is invert-
ible: indeed, the image of this map by 𝑢 is a section of the canonical map

𝑢(𝑣(𝑢(lim←−− 𝑣(𝐹)))) → 𝑢(lim←−− 𝑣(𝐹)) ,
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and the latter is invertible because ho(𝑣) : ho(𝐵) → ho(𝐴) is fully faithful.
Therefore, this map is invertible. Finally, we have the following invertible maps,
functorially in 𝑏.

Hom(𝑐𝐼 (𝑏), 𝐹)
∼−→ Hom(𝑣(𝑐𝐼 (𝑏)), 𝑣(𝐹))
= Hom(𝑐𝐼 (𝑣(𝑏)), 𝑣(𝐹))
∼−→ Hom(𝑣(𝑏), lim←−− 𝑣(𝐹))
∼−→ Hom(𝑣(𝑏), 𝑣(𝑢(lim←−− 𝑣(𝐹))))
∼←− Hom(𝑏, 𝑢(lim←−− 𝑣(𝐹)))

This proves that 𝑢(lim←−− 𝑣(𝐹)) is a limit of 𝐹 in 𝐵, as required. □

Lemma 6.2.18. Let 𝑝 : 𝑋 → 𝑌 be an isofibration between ∞-categories.
For any object 𝑥 of 𝑋 and 𝑦 = 𝑝(𝑥), the induced functor 𝑋/𝑥 → 𝑌/𝑦 is an
isofibration.

Proof Since the functor 𝑌/𝑦→ 𝑌 is a right fibration, hence is conservative, a
lifting problem of the form

{1} 𝑋/𝑥

Δ1 𝑌/𝑦𝑔

ℎ

with 𝑔 invertible in𝑌 (and ℎ invertible in 𝑋/𝑥) corresponds to a lifting problem
of the form

Δ1 𝑋

Δ2 𝑌

𝑓

𝛿20 𝑝

𝐺

𝐻

with 𝑔 = 𝐺 |Δ{0,1} (and ℎ = 𝐻 |Δ{0,1} ) invertible. Since 𝑝 is an isofibration, we
may find an invertible map ℎ′ : 𝑥0 → 𝑥1, where 𝑥1 is the domain of 𝑓 , such that
𝑝(ℎ′) = 𝑔. Since 𝑝 is also an inner fibration, the induced map (ℎ′, 𝑓 ) : Λ2

1 → 𝑋

is then the restriction of some map 𝐻 : Δ2 → 𝑋 such that 𝑝𝐻 = 𝐺. □

Proposition 6.2.19. We consider a Cartesian square in the category of ∞-
categories of the form

𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝑢

𝑝′ 𝑝

𝑣
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in which 𝑝 is an isofibration, as well as a functor 𝐹 : 𝐴→ 𝑋 ′. We assume that
𝑢𝐹 has a limit in 𝑋 whose image by 𝑝 is a limit of 𝑝𝑢𝐹, and that 𝑝′𝐹 has a
limit in 𝑌 whose image by 𝑣 is a limit of 𝑣𝑝′𝐹. Then 𝐹 has a limit in 𝑋 ′ whose
image by 𝑢 is a limit of 𝑢𝐹 and whose image by 𝑝′ is a limit of 𝑝′𝐹.

Proof With the slice construction of (6.2.1.2), we see that we have an induced
Cartesian square of the form

𝑋 ′/𝐹 𝑋/𝑢𝐹

𝑌 ′/𝑝′𝐹 𝑌/𝑝𝑢𝐹

(simply because right adjoints commute with pull-backs). Furthermore, the
functor 𝑋/𝑢𝐹 → 𝑌/𝑝𝑢𝐹 is still an isofibration: by construction, we have a
Cartesian square of the form

𝑋/𝑢𝐹 Hom(𝐴, 𝑋)/𝑢𝐹

𝑌/𝑝𝑢𝐹 Hom(𝐴,𝑌 )/𝑝𝑢𝐹

in which the vertical map of the right hand side is an isofibration, by the
previous lemma. Therefore, replacing 𝑋 ′ by 𝑋 ′/𝐹, 𝑋 by 𝑋/𝑢𝐹 and so forth,
we see that we may assume 𝐴 = ∅. In other words, we have to prove that, if 𝑌 ′
has a final object 𝑦′ and 𝑋 has a final object 𝑥, such that both 𝑣(𝑦′) and 𝑝(𝑥)
are final objects of 𝑌 , then there is a final object 𝑥′ of 𝑋 ′ such that 𝑢(𝑥′) is a
final object of 𝑋 and 𝑝′ (𝑥′) is a final object of𝑌 ′. Since 𝑣(𝑦′) and 𝑝(𝑥) are final
object, there exists an invertible map 𝑔 : 𝑣(𝑦′) → 𝑝(𝑥). The functor 𝑝 being
an isofibration, there exists an invertible map 𝑓 : 𝑥0 → 𝑥 such that 𝑝( 𝑓 ) = 𝑔.
In particular, 𝑥0 is also a final object of 𝑋 , and, replacing 𝑥 by 𝑥0, we may
assume, without loss of generality, that 𝑝(𝑥) = 𝑣(𝑦′). There is then a unique
object 𝑥′ in 𝑋 ′ such that 𝑢(𝑥′) = 𝑥 and 𝑝′ (𝑥′) = 𝑦′. It remains to check that 𝑥′
is a final object of 𝑋 ′. Using condition (iv) of Theorem 4.3.11, we see that it is
sufficient to prove that the canonical functor 𝑋 ′/𝑥′ → 𝑋 ′ is an equivalence of
∞-categories. But we have a canonical Cartesian square

𝑋 ′/𝑥′ 𝑋/𝑥

𝑌 ′/𝑦′ 𝑌/𝑦

in which the vertical map of the right hand side is an isofibration between
∞-categories (by the previous lemma), hence a fibration of the Joyal model
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category structure. Therefore, this is an homotopy Cartesian square. Since 𝑋 ′
is also the homotopy pull-back of 𝑋 and𝑌 ′ over𝑌 , it is sufficient to observe that
each of the functors 𝑌 ′/𝑦′ → 𝑌 ′, 𝑋/𝑥 → 𝑋 and 𝑌/𝑦→ 𝑌 are trivial fibrations
(by Theorem 4.3.11). □

Corollary 6.2.20. Let

𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝑢

𝑝′ 𝑝

𝑣

be a Cartesian square in the category of ∞-categories, with 𝑝 an isofibration.
We also assume that there is a simplicial set 𝐼 such that 𝑋 ,𝑌 and𝑌 ′ have limits
of type 𝐼 and that both functors 𝑝 and 𝑣 commute with limits of type 𝐼. Then 𝑋 ′

has limits of type 𝐼 and both 𝑢 and 𝑝′ commute with limits of type 𝐼.

6.3 Extensions of functors by colimits

We fix a universe of sets U.

6.3.1. We consider aU-small∞-category 𝐴 as well as an∞-category𝐶 withU-
small colimits (but we do not require𝐶 to be locallyU-small). For convenience,
we choose a universe V, containing U, such that both 𝐴 and 𝐶 are V-small. As
usual, we let S and S′ denote the∞-categories of U-small∞-groupoids and of
V-small ∞-groupoids, respectively, so that we have a full embedding S ⊂ S′.
We consider a functor

(6.3.1.1) 𝑢 : 𝐴→ 𝐶

and we want to extend it by colimits to a functor defined on the category of
presheaves on 𝐴.

Proposition 6.3.2. Let 𝐶 be the full subcategory of Hom(𝐶op, S′) whose ob-
jects are U-small presheaves on 𝐶. The Yoneda embedding ℎ𝐶 : 𝐶 → 𝐶 has a
left adjoint

𝐿 : 𝐶 → 𝐶 .

Proof Let 𝐹 : 𝐶op → S′ a U-small presheaf. It classifies a left fibration with
V-small fibres 𝑝op : 𝑌op → 𝐶op, and there exists a U-small simplicial set 𝑋 , as
well as a final map 𝑖 : 𝑋 → 𝑌 . If we put 𝑞 = 𝑝𝑖, we know that 𝐹 is the image
by 𝑞! of the final object 𝑒. In other words, for any presheaf 𝐺 : 𝐶op → S′, there
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is a functorial invertible map of the following form.

Hom(𝐹, 𝐺) ∼−→ Hom(𝑞! (𝑒), 𝐺) .

We may assume that 𝑋 is an ∞-category. Indeed, we can choose an inner
anodyne extension 𝑗 : 𝑋 → 𝑋 ′ with U-small codomain 𝑋 ′, and since 𝑌 is
an ∞-category, there exists a map 𝑖′ : 𝑋 ′ → 𝑌 such that 𝑖′ 𝑗 = 𝑖. The map
𝑖′ is also final, by Corollary 5.3.2. Therefore, we may replace 𝑋 by 𝑋 ′, and
assume, without loss of generality, that 𝑋 is an ∞-category. In this case, 𝑒 is
the colimit of ℎ𝑋 in 𝑋 . Since the functor 𝑞! commutes with colimits, we thus
have functorial invertible maps:

Hom(𝐹, 𝐺) ∼−→ Hom( lim−−→
𝑥∈𝑋

𝑞! (ℎ𝑋 (𝑥)), 𝐺)
∼−→ Hom( lim−−→

𝑥∈𝑋
ℎ𝐶 (𝑞(𝑥)), 𝐺) .

In the case where 𝐺 = ℎ𝐶 (𝑦) is represented by an object 𝑦 of 𝐶, we have:

Hom(𝐹, ℎ𝐶 (𝑦))
∼−→ Hom( lim−−→

𝑥∈𝑋
ℎ𝐶 (𝑞(𝑥)), ℎ𝐶 (𝑦))

∼−→ Hom(ℎ𝐶𝑞, ℎ𝐶 (𝑦)𝑋) ,

where, given an object 𝑖 in an∞-category 𝐼, 𝑖𝑋 = 𝑐𝑋 (𝑖) is the constant diagram
𝑋 → 𝐼 with value 𝑖. On the other hand, since the Yoneda embedding ℎ𝐶 is
fully faithful, we have a canonical invertible map

Hom(𝑞, 𝑦𝑋)
∼−→ Hom(ℎ𝐶𝑞, ℎ𝐶 (𝑦)𝑋) .

Since𝐶 has U-small colimits, if we put 𝐿 (𝐹) = lim−−→ 𝑞, we see that we produced
an invertible map

Hom(𝐿 (𝐹), 𝑦) ∼−→ Hom(𝐹, ℎ𝐶 (𝑦))

functorially in 𝑦. Proposition 6.1.11 thus shows that there is a way to extend
the assignment 𝐹 ↦→ 𝐿 (𝐹) to a left adjoint of ℎ𝐶 : 𝐶 → 𝐶. □

Proposition 6.3.3. The functor 𝑢! restricts to a functor

𝑢! : 𝐴→ 𝐶

(i.e., 𝑢! sends presheaves on 𝐴 with values in U-small ∞-groupoids to U-
small presheaves on 𝐶) which commutes with U-small colimits. If we assume
furthermore that 𝐶 is locally U-small, then the functor 𝑢∗ restricts to a functor

𝑢∗ : 𝐶 → 𝐴

(where 𝐴 = Hom(𝐴op, S) is the ∞-category of presheaves on 𝐴 with U-small
fibres).
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Proof The functor

𝑢! : Hom(𝐴op, S′) → Hom(𝐶op, S′)

sends 𝐴 into 𝐶: if 𝑋 → 𝐴 is the right fibration classified by a presheaf
𝐹 : 𝐴op → S, and if 𝑌 → 𝐶 is the one classified by 𝑢! (𝐹), then the associated
functor 𝑋 → 𝑌 is final, while 𝑋 isU-small. The fact that 𝑢! : 𝐴→ 𝐶 commutes
with U-small colimits comes from the fact that the inclusion S→ S′ commutes
with U-small colimits (because of the explicit description of colimits given by
Proposition 6.1.14), which implies that the functor

Hom(𝐴op, S) ⊂ Hom(𝐴op, S′) 𝑢!−→ Hom(𝐶op, S′)

commutes with U-small colimits.
In the case where𝐶 is locallyU-small, by virtue of Proposition 6.1.21 and by

the Yoneda Lemma, we know that U-small presheaves have U-small fibres. On
the other hand, by Proposition 5.4.9 and Corollary 5.4.10, the full subcategory
of Hom(𝐴op, S′) which consists of functors with U-small fibres is equivalent
to 𝐴. Therefore, the functor 𝑢∗ sends 𝐶 to 𝐴. □

We finally reach the point where Kan’s theorem 1.1.10 holds for∞-categories
as well: we can now extend functors by colimits as follows.

Theorem 6.3.4. The composed functor

𝐿𝑢! : 𝐴→ 𝐶

commutes with U-small colimits, and there is a canonical invertible natural
transformation

𝑢
∼−→ 𝐿𝑢!ℎ𝐴 .

Furthermore, if 𝐶 is locally U-small, then the functor 𝐿𝑢! has a right adjoint,
namely the functor

𝑢∗ℎ𝐶 : 𝐶 → 𝐴

𝑥 ↦→ Hom𝐶 (𝑢(−), 𝑥) .

Proof The functor 𝑢! commutes withU-small colimits, by the previous propo-
sition, and so does the functor 𝐿, since it is a left adjoint. Therefore, the com-
posed functor 𝐿𝑢! commutes with U-small colimits. In the case where 𝐶 is
locally U-small, the fact that 𝐿𝑢! is a left adjoint of 𝑢∗ℎ𝐶 comes from the
previous two propositions and from the compatibility of adjunctions with com-
position of functors; see Proposition 6.1.8. Finally, we have an invertible natural
transformation from ℎ𝐶𝑢 to 𝑢!ℎ𝐴, and, since ℎ𝐶 is fully faithful, the canonical
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map from 𝐿ℎ𝐶 to the identity of 𝐶 is invertible, which provides an invertible
map 𝐿ℎ𝐶𝑢

∼−→ 𝑢. Choosing an inverse to the latter ends the proof. □

Corollary 6.3.5. For any locally U-small ∞-category 𝐶, for any object 𝑋 of
𝐶, the functor

Hom𝐶 (𝑋,−) : 𝐶 → S

commutes with limits.

Proof In the case where 𝐶 has U-small colimits, we apply Theorem 6.3.4 for
𝐴 = Δ0 and 𝑢 = 𝑋 : Δ0 → 𝐶. The functor 𝑢∗ℎ𝐶 = Hom𝐶 (𝑋,−) thus has a left
adjoint 𝐿𝑢!. Therefore, it commutes with limits, by Proposition 6.2.15.

For the general case, we proceed as follows. Let 𝐹 : 𝐼 → 𝐶 a functor which
has a limit in𝐶. LetU be a universe such that both 𝐼 and𝐶 areU-small. We will
first prove that ℎ𝐶 (lim←−−𝑖 𝐹𝑖) is a limit of ℎ𝐶 (𝐹) in the∞-category of presheaves
ofU-small∞-groupoids. For all objects 𝑋 of𝐶, we have by the Yoneda Lemma
canonical invertible maps

Hom(𝑋, lim←−−
𝑖

𝐹𝑖) ≃ Hom(𝑋𝐼 , 𝐹)

≃ Hom(ℎ𝐶 (𝑋𝐼 ), ℎ𝐶 (𝐹))
= Hom(ℎ𝐶 (𝑋)𝐼 , ℎ𝐶 (𝐹))

functorially in 𝑋 and 𝐹, where 𝑋𝐼 denotes the constant diagram indexed by
𝐼 with value 𝑋 . This means that, in the identification above, we may take 𝑋
to be a diagram in 𝐶 indexed by some U-small ∞-category 𝐽 (and the Hom’s
as those of the category of functors from 𝐽 to 𝐶 or to 𝐶). In other words, for
such diagram, since the functor 𝑌 ↦→ 𝑌𝐼 commutes with colimits (by Corollary
6.2.10) we also have:

Hom(lim−−→
𝑗

ℎ𝐶 (𝑋 𝑗 ), ℎ𝐶 (lim←−−
𝑖

𝐹𝑖)) ≃ Hom(𝑋, (lim←−−
𝑖

𝐹𝑖)𝐽 )

≃ Hom(𝑋𝐼 , 𝐹𝐽 )
≃ Hom(ℎ𝐶 (𝑋)𝐼 , ℎ𝐶 (𝐹)𝐽 )
≃ Hom((lim−−→

𝑗

ℎ𝐶 (𝑋 𝑗 ))𝐼 , ℎ𝐶 (𝐹)) .

Since any presheaf is a small colimit of representable presheaves (Corollary
6.2.16), this shows that, for any presheaf Φ on 𝐶 with values in S, we have:

Hom(Φ, ℎ𝐶 (lim←−−
𝑖

𝐹𝑖)) ≃ Hom(Φ𝐼 , ℎ𝐶 (𝐹)) .
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In other words, there is a canonical invertible map

ℎ𝐶 (lim←−−
𝑖

𝐹𝑖) → lim←−−
𝑖

ℎ𝐶 (𝐹𝑖) .

Evaluating at an object 𝑋 of𝐶 and using Corollary 6.2.10 finishes the proof. □

Remark 6.3.6. Here is a practical consequence of the preceding corollary. Let
𝐴 and 𝐵 be two cocomplete locally U-small ∞-categories, and 𝑢, 𝑟 : 𝐴 → 𝐵

two functors equipped with right adjoints 𝑣 and 𝑠, respectively. We assume that
there are natural transformations 𝑏 : 𝑢 → 𝑟 and 𝑎 : 𝑠 → 𝑣, such that, for any
objects 𝑥 and 𝑦 in 𝐴 and 𝐵 respectively, the square

(6.3.6.1)
Homho(𝐴) (𝑟 (𝑥), 𝑦) Homho(𝐵) (𝑥, 𝑠(𝑦))

Homho(𝐴) (𝑢(𝑥), 𝑦) Homho(𝐵) (𝑥, 𝑣(𝑦))

∼

𝑏∗ 𝑎∗

∼

commutes. Then, the squares

(6.3.6.2)
Hom𝐴(𝑟 (𝑥), 𝑦) Hom𝐵 (𝑥, 𝑠(𝑦))

Hom𝐴(𝑢(𝑥), 𝑦) Hom𝐵 (𝑥, 𝑣(𝑦))

∼

𝑏∗ 𝑎∗

∼

commute in ho(𝑆). Indeed, it is sufficient to check that the squares
(6.3.6.3)

Homho(S) (𝑠,Hom𝐴(𝑟 (𝑥), 𝑦)) Homho(S) (𝑠,Hom𝐵 (𝑥, 𝑠(𝑦)))

Homho(S) (𝑠,Hom𝐴(𝑢(𝑥), 𝑦)) Homho(S) (𝑠,Hom𝐵 (𝑥, 𝑣(𝑦)))

∼

𝑏∗ 𝑎∗

∼

commute for any object 𝑠 of S classifing a Kan fibration of the form 𝐾 → Δ0.
For an object 𝑡 of a cocomplete∞-category 𝐶, let us define

(6.3.6.4) 𝑠 ⊗ 𝑡 = lim−−→
𝑘∈𝐾op

𝑡 ,

as the colimit indexed by 𝐾 of the constant diagram with value 𝑡. We then have
natural invertible maps

(6.3.6.5) 𝑠 ⊗ 𝜑(𝑡) ∼−→ 𝜑(𝑠 ⊗ 𝑡)

for any cocontinuous functor 𝜑. In particular, since 𝑠 ⊗ 𝑒 = 𝑠, by Corollary
6.2.16, the preceding Theorem tells us that we have canonical bĳections:

(6.3.6.6) Homho(𝐶 ) (𝑠 ⊗ 𝑡, 𝑧) ≃ Homho(𝑆) (𝑠,Hom𝐶 (𝑡, 𝑧)) .
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This shows that the squares (6.3.6.3) commute and thus that the squares (6.3.6.2)
commute.

Theorem 6.3.7. The ∞-category of U-small ∞-groupoids is complete. More
precisely, for any U-small ∞-category 𝐼 and any functor 𝐹 : 𝐼 → S, the map
to the final functor ℎ𝐼op → 𝑒 and the Yoneda Lemma induce a cone

𝑐𝐼 Hom(𝑒, 𝐹) → 𝐹

which exhibits Hom(𝑒, 𝐹) as the limit of 𝐹 in S.

Proof We know that 𝑒 is the colimit of ℎ𝐼op in Hom(𝐼, S), by Proposition
6.2.13. Therefore, the preceding corollary exhibits Hom(𝑒, 𝐹) as a limit of
the functor 𝑖 ↦→ Hom(ℎ𝐼op (𝑖), 𝐹). We conclude with the observation that the
Yoneda Lemma identifies the latter with the functor 𝐹 itself. □

Corollary 6.3.8. For any simplicial set 𝑋 , the∞-category Hom(𝑋, S) is com-
plete (with respect to U).

Proof Since S is complete, we can apply Corollary 6.2.10 to 𝐶 = Sop. □

Proposition 6.3.9. Let 𝐴 be aU-small∞-category, let𝐶 be an∞-category with
U-small colimits, and let 𝜑 : 𝐴 → 𝐶 be a functor. We put 𝑢 = 𝜑ℎ𝐴 : 𝐴 → 𝐶.
There is a canonical natural transformation 𝐿𝑢! → 𝜑 such that the induced
composed map 𝑢 ∼−→ 𝐿𝑢!ℎ𝐴 → 𝜑ℎ𝐴 = 𝑢 is the identity. Furthermore, the
following conditions are equivalent.

(i) The functor 𝜑 commutes with U-small colimits.
(ii) The canonical natural transformation 𝐿𝑢! → 𝜑 is invertible.

If, furthermore, the∞-category𝐶 is locally U-small, then the above conditions
are also equivalent to each of the following three conditions.

(iii) The functor 𝜑 commutes with all colimits.
(iv) The functor 𝜑 has a right adjoint.
(v) The functor 𝜑 is a left adjoint of the functor 𝑢∗ℎ𝐶 .

Proof Since the adjunctions are functorial, by Theorem 6.1.22, to determine
a map

𝐿𝑢! = 𝐿𝑢! (1𝐴) → 𝜑

in Hom(𝐴,𝐶), it is sufficient to define a map 1
𝐴
→ 𝑢∗ℎ𝐶 (𝜑). Functors 𝐴→ 𝐴

correspond to functors 𝐴op × 𝐴 → S. With this point of view, the functors 1
𝐴

and 𝑢∗ℎ𝐶 (𝜑) correspond to the functors

(𝑎, 𝐹) ↦→ 𝐹 (𝑎) and (𝑎, 𝐹) ↦→ Hom𝐶 (𝑢(𝑎), 𝜑(𝐹)) ,
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respectively. By the Yoneda Lemma, we have a functorial invertible map

Hom
𝐴
(ℎ𝐴(𝑎), 𝐹)

∼−→ 𝐹 (𝑎) .

Therefore, since 𝜑ℎ𝐴 = 𝑢, it is sufficient to produce a functorial map of the
form:

Hom
𝐴
(𝑋, 𝐹) → Hom𝐶 (𝜑(𝑋), 𝜑(𝐹)) .

Such a map is provided out of 𝜑 by a functoriality argument; see Remark 5.8.3.
It remains to prove the second part of the proposition. Since, by virtue of

Theorem 6.3.4, the functor 𝐿𝑢! commutes with U-small colimits, it is clear
that condition (ii) implies conditions (i). Let us check that condition (i) implies
condition (ii). Let 𝐹 : 𝐴op → S be a presheaf on 𝐴, classifying a right fibration
𝑝 : 𝑋 → 𝐴. By virtue of Corolary 6.2.16, there is a canonical invertible map

lim−−→
𝑥∈𝑋

ℎ𝐴(𝑝(𝑥)) → 𝐹 .

Assuming that 𝜑 commutes with U-small colimits, we obtain a commutative
diagram of the form

lim−−→𝑥∈𝑋
𝐿𝑢! (ℎ𝐴(𝑝(𝑥))) lim−−→𝑥∈𝑋

𝑢(𝑝(𝑥))

𝐿𝑢! (𝐹) 𝜑(𝐹)

≀ ≀

in ho(𝐶), in which the vertical maps are invertible, because they exhibit 𝐿𝑢! (𝐹)
and 𝜑(𝐹) as colimits of the functors 𝐿𝑢!ℎ𝐴𝑝 and 𝑢𝑝, respectively. Since the
map 𝐿𝑢!ℎ𝐴(𝑎) → 𝜑(ℎ𝐴(𝑎)) = 𝑢(𝑎) is invertible for every object 𝑎 of 𝐴, the
upper horizontal map of the square above is invertible as well, which shows
that condition (ii) holds true.

Finally, let us assume that 𝐶 is locally U-small. Then, by Theorem 6.3.4,
the functor 𝐿𝑢! is left adjoint to 𝑢∗ℎ𝐶 . Therefore, Proposition 6.1.7 shows that
condition (ii) implies condition (v), which, in turns, obviously gives condition
(iv). We know that condition (iv) implies condition (iii), by Proposition 6.2.15.
It is clear that condition (iii) implies condition (i). □

Corollary 6.3.10. For any functor between U-small∞-categories 𝑓 : 𝐴→ 𝐵,
the functor 𝑓 ∗ : Hom(𝐵op, S) → Hom(𝐴op, S) has a right adjoint

𝑓∗ : Hom(𝐴op, S) → Hom(𝐵op, S)

which associates to a presheaf 𝐹 on 𝐴 the presheaf 𝑏 ↦→ Hom( 𝑓 ∗ℎ𝐵 (𝑏)𝐹).
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Proof One may interpret Proposition 6.1.16 as a proof that the functor 𝑢∗
commutes with U-small colimits. We conclude by applying the preceding
proposition for 𝜑 = 𝑓 ∗. □

Definition 6.3.11. Given two ∞-categories 𝐴 and 𝐵, we write Hom! (𝐴, 𝐵)
for the full subcategory of Hom(𝐴, 𝐵) whose objects are the functors 𝐴 → 𝐵

which commute with U-small colimits.

Proposition 6.3.12. Let 𝐼 be a U-small simplicial set. If an∞-category 𝐵 has
colimits of type 𝐼, then so doesHom! (𝐴, 𝐵) for any∞-category 𝐴. Furthermore,
the inclusion functor fromHom! (𝐴, 𝐵) intoHom(𝐴, 𝐵) commutes with colimits
of type 𝐼.

Proof By Corollary 6.2.10, we know that Hom(𝐴, 𝐵) has colimits of type 𝐼
and that these are computed fibrewise. Moreover the colimit functor

lim−−→ : Hom(𝐼,Hom(𝐴, 𝐵)) → Hom(𝐴, 𝐵)

commutes with colimits, since it is a left adjoint. Therefore, it preserves the
property of commuting with U-small colimits. □

Theorem 6.3.13. Let 𝐴 be a U-small ∞-category. The Yoneda embedding
ℎ𝐴 : 𝐴 → Hom(𝐴op, S) = 𝐴 is the universal functor into an ∞-category with
U-small colimits. In other words, given an∞-category𝐶 withU-small colimits,
the restriction functor

ℎ∗𝐴 : Hom! (𝐴,𝐶) → Hom(𝐴,𝐶)
𝜑 ↦→ 𝜑ℎ𝐴

is an equivalence of ∞-categories. In particular, it is possible to turn the
assignment 𝑢 ↦→ 𝐿𝑢! into a functor: as a quasi-inverse of the equivalence of
∞-categories above.

Proof Proposition 6.3.9 gives the essential surjectivity of the functor ℎ∗
𝐴
. It

remains to check the property of full faithfulness. Let us consider two functors
𝑢 and 𝑣 from 𝐴 to 𝐶. Let 𝑓 : 𝑢 → 𝑣 be a natural transformation. We can see 𝑓
as a functor

𝑓 : 𝐴→ Hom(Δ1, 𝐶)

and Theorem 6.3.4 tells us how to extend the latter into a cocontinuous functor

𝐿 𝑓! : 𝐴→ Hom(Δ1, 𝐶)

Since the evaluation at 𝜀 functor

ev 𝜀 : Hom(Δ1, 𝐶) → 𝐶
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commutes with colimits for 𝜀 = 0, 1, we have natural identifications

𝐿𝑢!
∼−→ ev0𝐿 𝑓! and 𝐿𝑣!

∼−→ ev1𝐿 𝑓! .

Therefore, the functor 𝐿 𝑓! provides a natural transformation 𝐿𝑢! → 𝐿𝑣! whose
restriction to 𝐴 gives back 𝑓 (because 𝐿 𝑓!ℎ𝐴 and 𝑓 are canonically equivalent).
Conversely, any natural transformation 𝐿𝑢! → 𝐿𝑣! defines a functor

𝜑 : 𝐴→ Hom(Δ1, 𝐶)

such that ev0𝜑 = 𝐿𝑢! and ev1𝜑 = 𝐿𝑣!. Let 𝑓 : 𝑢 → 𝑣 be the map induced
by 𝜑ℎ𝐴. Then, by virtue of the preceding proposition, we have a canonical
equivalence from 𝐿 𝑓! to 𝜑. This means that the map

Homho(Hom! (𝐴,𝐶 ) )
(𝐿𝑢!, 𝐿𝑣!) → Homho(Hom(𝐴,𝐶 ) ) (𝑢, 𝑣)

is a bĳection for all 𝑢 and 𝑣. Given an object 𝑠 of S which classifies an ∞-
groupoid 𝐾 , we may consider this bĳection replacing 𝑢 by 𝑠 ⊗ 𝑢; see (6.3.6.4).
Then Formula (6.3.6.5) and Propositions 6.3.9 and 6.3.12 mean that 𝐿 (𝑠⊗𝑢)! ≃
𝑠 ⊗ 𝐿𝑢!, and we deduce from Formula (6.3.6.6) that the natural map

Hom
Hom! (𝐴,𝐶 )

(𝐿𝑢!, 𝐿𝑣!) → HomHom(𝐴,𝐶 ) (𝑢, 𝑣)

is invertible in S as follows. For any object 𝑠 of S, the map

Homho(S) (𝑠,Hom
Hom! (𝐴,𝐶 )

(𝐿𝑢!, 𝐿𝑣!)) → Homho(S) (𝑠,HomHom(𝐴,𝐶 ) (𝑢, 𝑣))

is isomorphic to the bĳective map

Homho(Hom! (𝐴,𝐶 ) )
(𝐿 (𝑠 ⊗ 𝑢)!, 𝐿𝑣!) → Homho(Hom(𝐴,𝐶 ) ) (𝑠 ⊗ 𝑢, 𝑣) .

We conclude by applying the Yoneda Lemma to ho(S). □

6.4 Kan extensions

We still fix a universe U.

6.4.1. Let 𝑢 : 𝐴→ 𝐵 be a morphism of simplicial sets, and 𝐶 an ∞-category.
We are interested in the construction and computation of a left adjoint 𝑢! or
a right adjoint 𝑢∗ of the pull-back functor 𝑢∗ : Hom(𝐵,𝐶) → Hom(𝐴,𝐶),
which are called the left Kan extension and the right Kan extension of 𝑢 in 𝐶,
respectively. These operators thus generalize the notions of colimit and of limit,
which correspond to the case where 𝐵 = Δ0 is the final simplicial set. In his
work on homotopy theory, Grothendieck calls 𝑢! the homological push-forward
(or direct image) functor, and 𝑢∗ the cohomological push-forward functor. We
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will also consider the pull-back functor 𝑢∗ : Hom(𝐵op, 𝐶) → Hom(𝐴op, 𝐶)
(obtained by precomposing with 𝑢op); its left adjoint will also be denoted by
𝑢! and its right adjoint by 𝑢∗, despite the ambiguity it might cause.2 If we
do this for an abstract ∞-category 𝐶, we see that there is no difference: since
Hom(𝐴,𝐶)op = Hom(𝐴op, 𝐶op), one can swich from the point of view of
functors 𝐴→ 𝐶 to the one of functors 𝐴op → 𝐷 (with 𝐷 = 𝐶op), and this will
exchange the roles of 𝑢! and 𝑢∗. For the reader who wonders why we change
the variance of the functors we consider, we can only say that we never found
satisfying to emphasize one side more than the other. Covariant functors are
extremely useful, of course, and we use them continuously, but contravariant
functors also appear naturally, and their proximity to topoi allows to apply many
topological intuitions which are also useful in practice (e.g. smooth functors,
proper functors, and the associated base change formulas).

In this chapter, we will be interested in the case where both 𝐴 and 𝐵 are
U-small, while 𝐶 is (co)complete and locally U-small. The general strategy
will consist in looking at the case where 𝐶 = S is the ∞-category of U-
small ∞-groupoids, and to use (variations on) the Yoneda Lemma to extend
to the general case. Remark that, for a morphism of U-small simplicial sets
𝑢 : 𝐴 → 𝐵, the functor 𝑢∗ : Hom(𝐵, S) → Hom(𝐴, S) has both a left adjoint
and a right adjoint, by Proposition 6.1.14 and Corollary 6.3.10, respectively.
That is a good starting point.

6.4.2. Let us consider a commutative square of simplicial sets

(6.4.2.1)
𝐴′ 𝐴

𝐵′ 𝐵

𝑞

𝑢

𝑝

𝑣

We also assume that there is an ∞-category 𝐶 such that the left adjoint 𝜑! of
the pull-back functor

𝜑∗ : Hom(𝑌, 𝐶) → Hom(𝑋,𝐶)

associated to 𝜑 : 𝑋 → 𝑌 exists for 𝜑 = 𝑝 and 𝜑 = 𝑞. Then, for any functor
𝐹 : 𝐴→ 𝐶, there is a canonical base change map of the form

(6.4.2.2) 𝑞! 𝑢
∗ (𝐹) → 𝑣∗ 𝑝! (𝐹)

in Hom(𝐵′, 𝐶), which is constructed as follows. Applying the functor 𝑢∗ to the

2 Remark that, in the case where 𝐶 = S, these conventions are compatible with fact that the
homotopy categories of Hom(𝐴, S) and of Hom(𝐴op, S) correspond to LFib(𝐴) and
RFib(𝐴) , respectively.
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unit map 𝐹 → 𝑝∗𝑝! (𝐹) gives a functor

𝑢∗ (𝐹) → 𝑢∗𝑝∗𝑝! (𝐹) = 𝑞∗𝑣∗𝑝! (𝐹)

which determines the map (6.4.2.2). This map is a natural transformation. To
see this, we remark that we may apply the preceding construction replacing
𝐶 by Hom(𝑇, 𝐶) for any simplicial set 𝑇 (the fact that our hypothesis still
applies follows from Theorem 6.1.22). For 𝑇 = Hom(𝐴,𝐶) and 𝐹 : 𝐴 →
Hom(𝑇, 𝐶) the functor obtained by transposition of the evaluation functor
ev : 𝐴 ×Hom(𝐴,𝐶) → 𝐶, construction (6.4.2.2) above provides a map in the
∞-category of functors

Hom(𝐵′,Hom(Hom(𝐴,𝐶), 𝐶)) ≃ Hom(Hom(𝐴,𝐶),Hom(𝐵′, 𝐶)) .

Dually, assume that the pull-back functor

𝜑∗ : Hom(𝑌op, 𝐶) → Hom(𝑋op, 𝐶)

associated to 𝜑 : 𝑋 → 𝑌 has a right adjoint 𝜑∗ for 𝜑 = 𝑢 and 𝜑 = 𝑣. Then, for
any functor 𝐹 : 𝐴op → 𝐶, there is a functorial base change map of the form

(6.4.2.3) 𝑣∗ 𝑝∗ (𝐹) → 𝑞∗ 𝑢
∗ (𝐹)

obtained by applying the previous construction to 𝐶op.

Proposition 6.4.3. Let us consider a Cartesian square of U-small simplicial
sets of the form (6.4.2.1). If 𝑣 is smooth, or if 𝑝 is proper, then, for any functor
𝐹 : 𝐴→ S, the base change map 𝑞! 𝑢∗ (𝐹) → 𝑣∗ 𝑝! (𝐹) is invertible.

Proof It is sufficient to check that this map is an isomorphism in the homotopy
category ho(Hom(𝐵′, S)). Let 𝜋 : 𝑋 → 𝐴 be the left fibration classified by 𝐹.
By virtue of Theorem 5.4.5, and of Proposition 6.1.14, this map corresponds
to the base change map

L𝑞! R𝑢
∗ (𝑋) → R𝑣∗ L𝑝! (𝑋)

in LFib(𝐵′). This proposition is thus a reformulation of Corollary 4.4.20 and
of Theorem 4.4.24. □

Corollary 6.4.4. We consider a Cartesian square of U-small simplicial sets
of the form (6.4.2.1). If 𝑣 is smooth, or if 𝑝 is proper, then, for any functor
𝐹 : 𝐴op → S, the base change map 𝑣∗ 𝑝∗ (𝐹) → 𝑞∗ 𝑢∗ (𝐹) is invertible.

Proof For any functor 𝑋 : 𝐵′op → S, the induced map 𝑢!𝑞∗ (𝑋) → 𝑝∗𝑣! (𝑋)
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is invertible, because 𝑣op is proper or 𝑝op is smooth, so that we may apply the
preceding proposition. We thus have a commutative square in ho(S) of the form

Hom(𝑝∗𝑟! (𝑋), 𝐹) Hom(𝑋, 𝑣∗𝑝∗ (𝐹))

Hom(𝑢!𝑞∗ (𝑋), 𝐹) Hom(𝑋, 𝑞∗𝑢∗ (𝐹))

∼

≀
∼

(it is sufficient to check this in a naive way, by Remark 6.3.6). The Yoneda
Lemma applied to Hom(𝐵′op, S) thus proves the corollary. □

Theorem 6.4.5. Let 𝑢 : 𝐴→ 𝐵 be a morphism of U-small simplicial sets. The
following conditions are equivalent.

(a) The morphism 𝑢 is final.
(b) For any ∞-category 𝐶, a functor 𝐹 : 𝐵 → 𝐶 has a colimit in 𝐶 if and

only if the functor 𝑢∗ (𝐹) = 𝐹𝑢 has a colimit in 𝐶. If this is the case, then
the canonical map lim−−→ 𝑢∗ (𝐹) → lim−−→ 𝐹 is invertible.

(c) For any ∞-category 𝐷, a functor 𝐹 : 𝐵op → 𝐷 has a limit in 𝐷 if and
only if the functor 𝑢∗ (𝐹) = 𝐹𝑢op has a limit in 𝐷. If this is the case, the
canonical map lim←−− 𝐹 → lim←−− 𝑢

∗ (𝐹) is invertible.
(d) For any functor 𝐹 : 𝐵op → S the canonical map lim←−− 𝐹 → lim←−− 𝑢

∗ (𝐹) is
invertible.

Proof Conditions (b) and (c) are essentially the same, via the identification
𝐶 = 𝐷op. Condition (d) means that, for any functor 𝐹 : 𝐵op → S, if 𝑒 denotes
the final functor, the map

Hom(𝑒, 𝐹) → Hom(𝑢∗ (𝑒), 𝑢∗ (𝐹)) = Hom(𝑒, 𝑢∗ (𝐹)) ≃ Hom(𝑢! (𝑢∗ (𝑒)), 𝐹)

is invertible. This means the canonical map 𝑢! (𝑢∗ (𝑒) → 𝑒 is invertible. It
corresponds through the equivalence of Theorem 5.4.5 to the map 𝑢op : 𝐴op →
𝐵op in LFib(𝐵op). The latter is invertible if and only if 𝑢 is final, by Proposition
4.1.11. Hence conditions (a) and (d) are equivalent. Note that condition (a) is
independent of the chosen universe. In particular, condition (d) for U implies
its analogue for any larger universe. This means that, to prove the equivalence
between conditions (c) and (d), one may always assume that 𝐶 is locally U-
small. We observe that, by Corollary 6.3.5, a functor 𝐹 : 𝐼 → 𝐶 has a limit in𝐶
if and only if, the limit lim←−− ℎ𝐶 (𝐹) exists in Hom(𝐶op, S) and is representable,
in which case we always have

Hom𝐶 (𝑋, lim←−− 𝐹) ≃ lim←−−Hom𝐶 (𝑋, 𝐹)
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for all object 𝑋 of 𝐶, or in other words, a canonical invertible map

ℎ𝐶 (lim←−− 𝐹)
∼−→ lim←−− ℎ𝐶 (𝐹) .

If condition (d) holds true, for any functor 𝐹 : 𝐵op → 𝐶 and any object 𝑋 of
𝐶, we have canonical isomorphisms

lim←−−Hom𝐶 (𝑋, 𝐹) ≃ lim←−− 𝑢
∗Hom𝐶 (𝑋, 𝐹) = lim←−−Hom(𝑋, 𝑢∗𝐹)

in ho(S). This shows that lim←−− ℎ𝐶 (𝐹) is representable if and only if lim←−− ℎ𝐶 (𝑢
∗𝐹)

is representable, hence condition (c). □

Corollary 6.4.6. For any simplicial set 𝐴 with a final object 𝑎, the colimit (the
limit) of any functor 𝐹 : 𝐴→ 𝐶 (of any functor 𝐹 : 𝐴op → 𝐶, respectively) is
canonically equivalent to the evaluation 𝐹 (𝑎).

6.4.7. Let 𝑢 : 𝐴 → 𝐵 be a functor between U-small ∞-categories. Given an
object 𝑏 of 𝐵, we form the following Cartesian square

(6.4.7.1)
𝐴/𝑏 𝐴

𝐵/𝑏 𝐵

𝑢/𝑏

𝑝

𝑢

𝑞

in which 𝑞 is the canonical map𝐵/𝑏 → 𝐵. Given any functor 𝐹 : 𝐴op → 𝐶,
where 𝐶 is an∞-category, we put

(6.4.7.2) 𝐹/𝑏 = 𝑝∗ (𝐹) : (𝐴/𝑏)op → 𝐶 .

Similarly, for any functor 𝐺 : 𝐵op → 𝐶, we define

(6.4.7.3) 𝐺/𝑏 = 𝑞∗ (𝐺) : (𝐵/𝑏)op → 𝐶

Therefore, if the functors 𝑢∗ and (𝑢/𝑏)∗ exist in 𝐶, we have a canonical base
change map

(6.4.7.4) 𝑢∗ (𝐹)/𝑏 → (𝑢/𝑏)∗ (𝐹/𝑏) .

We observe that the limit of (𝑢/𝑏)∗ (𝐹/𝑏) is the limit of 𝐹/𝑏 and that the
evaluation of 𝑢∗ (𝐹)/𝑏 at the object (𝑏, 1𝑏) is the evaluation of 𝑢∗ (𝐹) at 𝑏.
Since (𝑏, 1𝑏) is a final object of 𝐵/𝑏, the preceding corollary thus means that
evaluating the map (6.4.7.4) at (𝑏, 1𝑏) gives a functorial map of the form

(6.4.7.5) 𝑢∗ (𝐹)𝑏 → lim←−− 𝐹/𝑏 ,

where we write 𝐻𝑏 = 𝑏∗ (𝐻) for the fibre at 𝑏 of any functor 𝐻 : 𝐵op → 𝐶.
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Proposition 6.4.8. Let 𝑢 : 𝐴→ 𝐵 be a functor between U-small∞-categories,
and 𝐹 : 𝐴op → S a presheaf on 𝐴. Then, for any object 𝑏 of 𝐵, the canonical
map (6.4.7.4) is invertible. Henceforth, the canonical map (6.4.7.5) is invertible
as well.

Proof Since 𝑞 is a right fibration, it is smooth. Therefore, this is a particular
instance of the base change formula provided by Corollary 6.4.4. □

Proposition 6.4.9. Let 𝐶 be a locally U-small ∞-category, and 𝑢 : 𝐴 → 𝐵 a
functor between U-small ∞-categories. If limits of type (𝐴/𝑏)op exist in 𝐶 for
all objects 𝑏 of 𝐵, then the functor 𝑢∗ : Hom(𝐵op, 𝐶) → Hom(𝐴op, 𝐶) has a
right adjoint 𝑢∗. Moreover, for any functor 𝐹 : 𝐵op → 𝐶 and any object 𝑏 of
𝐵, the maps (6.4.7.4) and (6.4.7.5) are invertible.

Proof Let 𝐹 : 𝐴op → 𝐶 be a functor. Applying the Yoneda embedding of 𝐶,
we get a functor ℎ𝐶 (𝐹) : 𝐴op → Hom(𝐶op, S). The functor

𝑢∗ : Hom(𝐵op, S) → Hom(𝐴op, S)

has a right adjoint 𝑢∗, by Corollary 6.3.10. Therefore, for any simplicial set 𝑋 ,
the functor

𝑢∗ = Hom(𝑋, 𝑢∗) : Hom(𝑋,Hom(𝐵op, S)) → Hom(𝑋,Hom(𝐴op, S))

has a right adjoint 𝑢∗, which is defined fibrewise over 𝑋 , by Theorem 6.1.22.
This means that, for any functor Φ : 𝑋 → Hom(𝐵op, S), the functor 𝑢∗ (Φ)
evaluated at 𝑏 simply is 𝑢∗ (Φ𝑏). In the case where 𝑋 = 𝐶op and Φ = ℎ𝐶 (𝐹),
this gives a functor

𝑢∗ (ℎ𝐶 (𝐹)) : 𝐵op → Hom(𝐶op, S) .

Using the preceding proposition and Corollary 6.3.5, we see that, for any object
𝑥 and 𝑏 of 𝐶 and 𝐵, respectively, we have functorial identifications of the form
below.

(𝑢∗ (ℎ𝐶 (𝐹))𝑏)𝑥 ≃ 𝑢∗ (Hom𝐶 (𝑥, 𝐹))𝑏
≃ lim←−−Hom𝐶 (𝑥, 𝐹/𝑏)

≃ Hom𝐶 (𝑥, lim←−− 𝐹/𝑏)

In other words,𝑢∗ (ℎ𝐶 (𝐹))𝑏 is representable for all 𝑏. This means that𝑢∗ (ℎ𝐶 (𝐹))
is in the essential image of the fully faithful functor

Hom(𝐵op, ℎ𝐶 ) : Hom(𝐵op, 𝐶) → Hom(𝐵op,Hom(𝐶op, S))

provided by Corollary 5.8.14. □
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Corollary 6.4.10. Let 𝐶 be a complete locally U-small ∞-category. For any
map between U-small simplicial sets 𝑢 : 𝐴 → 𝐵, the pull-back functor 𝑢∗ :
Hom(𝐵op, 𝐶) → Hom(𝐴op, 𝐶) has a right adjoint.

Proof In the case where 𝐴 and 𝐵 are ∞-categories, this is a particular case
of the preceding proposition. Otherwise, one chooses a commutative square of
the form

𝐴 𝐴′

𝐵 𝐵′

𝑓

𝑢 𝑣

𝑔

in which 𝑓 and 𝑔 are inner anodyne maps, and 𝐴′ and 𝐵′ are∞-categories. For
any weak categorical equivalence 𝜑 : 𝐼 → 𝐽, the pull-back functor

𝜑∗ : Hom(𝐽op, 𝐶) → Hom(𝐼op, 𝐶)

is an equivalence of∞-categories, hence has a right adjoint 𝜑∗ which is also a
left adjoint, by Proposition 6.1.6. Hence Proposition 6.1.8 implies that 𝑔∗𝑣∗ 𝑓∗
is a right adjoint of 𝑢∗. □

6.4.11. Let Φ : 𝐶 → 𝐷 be a functor between complete locally U-small
categories, and 𝑢 : 𝐴→ 𝐵 a morphism of U-small simplicial sets. By virtue of
Theorem 6.1.22, for any simplicial set 𝑋 and any functor 𝑅 : 𝑋 → Hom(𝐴,𝐶),
there is a canonical map

(6.4.11.1) Φ(𝑢∗ (𝑅)) → 𝑢∗ (Φ(𝑅))

in Hom(𝑋,Hom(𝐵, 𝐷)) which corresponds, by transposition, to the map

𝑢∗ (Φ(𝑢∗ (𝑅))) = Φ(𝑢∗𝑢∗ (𝐹)) → Φ(𝑅) ,

obtained as the image by Φ of the co-unit map 𝑢∗𝑢∗ (𝑅) → 𝑅. In the case
where 𝑋 = Hom(𝐴,𝐶) and 𝑅 is the identity of 𝑋 , this provides, for any functor
𝐹 : 𝐴→ 𝐶, a canonical map

(6.4.11.2) Φ(𝑢∗ (𝐹)) → 𝑢∗Φ((𝐹)) ,

functorially in 𝐹.

Proposition 6.4.12. If the functor Φ above commutes with U-small limits,
then, for any functor 𝐹 : 𝐴 → 𝐶, the canonical map Φ(𝑢∗ (𝐹)) → 𝑢∗ (Φ(𝐹))
is invertible.

Proof As in the proof of the preceding corollary, one can reduce to the case
where 𝐴 and 𝐵 are∞-categories. The last assertion of Proposition 6.4.9 means
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that we may even reduce to the case where 𝐵 = Δ0. This latter case is precisely
the property of commuting with U-small limits. □

Theorem 6.4.13. Let us consider a pull-back square of U-small simplicial sets
of the following form.

𝐴′ 𝐴

𝐵′ 𝐵

𝑢

𝑞 𝑝

𝑣

If 𝑝 is proper, or if 𝑣 is smooth, then, for any∞-category𝐶 with U-small limits,
and for any functor 𝐹 : 𝐴op → 𝐶, the base change map

𝑣∗ 𝑝∗ (𝐹) → 𝑞∗ 𝑢
∗ (𝐹)

is invertible.

Proof Let us choose a universe V, containing U, such that 𝐶 is V-small.
The Yoneda embedding of 𝐶 commutes with limits, hence with 𝑢∗ for any
morphism of U-small simplicial sets 𝑢, by the preceding proposition. As in the
proof of Theorem 6.4.5, one reduces the assertion to the case where 𝐶 = S′ is
the ∞-category of V-small ∞-groupoids. The latter case is already known, by
Corollary 6.4.4. □

6.5 The Cartesian product

A universe U is given once and for all, hence, the ∞-category of U-small
∞-groupoids S.

6.5.1. One defines a functor

(6.5.1.1) × : S × S→ S , (𝑥, 𝑦) ↦→ 𝑥 × 𝑦

as follows. Given a simplicial set 𝐴 and two functors 𝐹, 𝐺 : 𝐴 → S which
classify two left fibrations with U-small fibres 𝑝 : 𝑋 → 𝐴 and 𝑞 : 𝑌 → 𝐴,
respectively, one defines 𝐹 ×𝐺 as the functor which classifies the left fibration
𝑟 : 𝑍 → 𝐴 appearing in the Cartesian square below.

(6.5.1.2)
𝑍 𝑋 × 𝑌

𝐴 𝐴 × 𝐴

𝑟 𝑝×𝑞
(1𝐴,1𝐴)

Note that there is a canonical way to specify pull-backs of 𝑝 × 𝑞 out of the
specified pull-backs of 𝑝 and 𝑞: one writes the map 𝑝 × 𝑞 as a composition of
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𝑝 × 1𝐴 and of 1𝐴 × 𝑞, and we observe that pull-backs of 𝑝 × 1𝐴 and of 1𝐴 × 𝑞
are also pull-backs of 𝑝 and of 𝑞, respectively. Therefore, the left fibration 𝑟 is
well defined (as opposed to defined up to a unique isomorphism), as well as
the map 𝐹 × 𝐺 : 𝐴 → S which classifies 𝑟 . Furthermore, if ever one specifies
a section of 𝑝 and a section of 𝑞, this determines a section of 𝑝 × 𝑞, hence a
section of 𝑟 itself. In other words, there is a canonical way to promote the map
(6.5.1.1) to a Cartesian square of the following form.

(6.5.1.3)
S• × S• S•

S × S S

×

𝑝univ×𝑝univ 𝑝univ

×

This means that the map (6.5.1.2) classifies the product of two copies of the
universal left fibration with U-small fibres.

We can do this with many variables: given a U-small set 𝐼, a family of
functors 𝐹𝑖 : 𝐴 → S, 𝑖 ∈ 𝐼, which classifies a family of left fibrations with
U-small fibres (𝑝𝑖 : 𝑋𝑖 → 𝐴)𝑖 , the functor

∏
𝑖∈𝐼 𝐹𝑖 : 𝐴 → S classifies the left

fibration 𝑟 : 𝑍 → 𝐴 appearing in the Cartesian square below.

(6.5.1.4)
𝑍

∏
𝑖∈𝐼 𝑋𝑖

𝐴
∏
𝑖∈𝐼 𝐴

𝑟
∏
𝑖∈𝐼 𝑝𝑖

(1𝐴)𝑖∈𝐼

We choose the Cartesian square below.

(6.5.1.5)
S𝐼• S•

S𝐼 S

∏
𝑖∈𝐼

𝑝𝐼univ 𝑝univ∏
𝑖∈𝐼

In other words, the map
∏
𝑖∈𝐼 : S𝐼 → S classifies the left fibration with U-

small fibres 𝑝𝐼univ. Combining diagrams (6.5.1.4) and (6.5.1.5) we then have the
commutative diagram below, in which all the squares are Cartesian.

(6.5.1.6)
𝑍

∏
𝑖∈𝐼 𝑋𝑖 S𝐼• S•

𝐴
∏
𝑖∈𝐼 𝐴 S𝐼 S

𝑟
∏
𝑖∈𝐼 𝑝𝑖

∏
𝑖∈𝐼

𝑝𝐼univ 𝑝univ

(1𝐴)𝑖∈𝐼
∏
𝑖∈𝐼 𝐹𝑖

∏
𝑖∈𝐼

We observe that, for any object 𝑥 of S, and 𝑖 ∈ 𝐼, if we have a family (𝑥𝑖)𝑖∈𝐼
such that one of the 𝑥𝑖 is equal to 𝑥 and all the other factors are equal to the final
object 𝑒, then

∏
𝑖∈𝐼 𝑥𝑖 = 𝑥. Indeed, this comes form the fact that all the squares
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of the following diagram are Cartesian, in which the lower left horizontal map
is the functor (∏𝑖∈𝐼 𝑥𝑖)! (i.e., the functor which is defined by 𝑒 on the 𝑗-th
factors for 𝑗 ≠ 𝑖 and by the identity of S on the 𝑖-th factor).

(6.5.1.7)
S• S𝐼• S•

S S𝐼 S

𝑝univ

∏
𝑖∈𝐼

𝑝𝐼univ 𝑝univ∏
𝑖∈𝐼

Since we always have a canonical map to the final object 𝑒, this means that, for
any finite family (∏𝑖∈𝐼 𝑥𝑖) of objects of S, there are canonical maps

(6.5.1.8)
∏
𝑖∈𝐼

𝑥𝑖 → 𝑥𝑖

called the 𝑖-th projection for 1 ≤ 𝑖 ≤ 𝑛.

Proposition 6.5.2. The family of maps (6.5.1.8) exhibits
∏
𝑖∈𝐼 𝑥𝑖 as the limit of

the diagram (𝑥𝑖)𝑖∈𝐼 (seen as a functor 𝐼 → S). This identification is functorial.

Proof Let us consider a family (𝑥𝑖)𝑖∈𝐼 of endofunctors of S. To check that
the projections (6.5.1.8) exhibit

∏
𝑖∈𝐼 𝑥𝑖 as the limit of the diagram (𝑥𝑖)𝑖∈𝐼 in

Hom(S, S), since limits are computed fibrewise in categories of functors, it is
sufficient to check that, for any object 𝑦 of S, the projections∏

𝑖∈𝐼
𝑥𝑖 (𝑦) → 𝑥𝑖 (𝑦)

exhibit
∏
𝑖∈𝐼 𝑥𝑖 (𝑦) as the limit of the diagram (𝑥𝑖 (𝑦))𝑖∈𝐼 in S. This shows that

the last assertion, about functoriality, is automatically true. It thus remains to
prove the first assertion. Let 𝐶 be a locally U-small category which has limits
of type 𝐼. Let us consider an 𝐼-indexed family of objects 𝑥𝑖 in 𝐶. We denote by
𝑥 the limit of the corresponding functor 𝐹 : 𝐼 → 𝐶 (with 𝐹 (𝑖) = 𝑥𝑖). Since we
have

Hom(𝐼, 𝐶) ≃ 𝐶 𝐼 =
∏
𝑖∈𝐼

𝐶 ,

we get the canonical isomorphism

Hom(𝐼, 𝐶)/𝐹 ≃
∏
𝑖∈𝐼

𝐶/𝑥𝑖 .

Therefore, we then have the following commutative diagram, in which all the
squares are Cartesian, where, for each 𝑖, the functor ℎ𝑖 : 𝐶op → S classifies the
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left fibration (𝐶/𝑥𝑖)op → 𝐶op.

𝐶/𝐹 ∏
𝑖∈𝐼 𝐶/𝑥𝑖

∏
𝑖∈𝐼 S

op
• S

op
•

𝐶 𝐶 𝐼
∏
𝑖∈𝐼 S

op Sop
∏
𝑖∈𝐼 ℎ

op
𝑖 (∏𝑖∈𝐼 )op

In other words, since there is a canonical fibrewise equivalence 𝐶/𝑥 → 𝐶/𝐹
over 𝐶, we have proved that 𝑥 also represents the presheaf

𝑦 ↦→
∏
𝑖∈𝐼

Hom𝐶 (𝑦, 𝑥𝑖) .

For 𝐶 = S, since the functor HomS (𝑒,−) is canonically isomorphic to the
identity, this shows that

∏
𝑖∈𝐼 𝑥𝑖 is the limit of the family (𝑥𝑖)𝑖∈𝐼 in S. □

Proposition 6.5.3. Let 𝑦 be an object of S, seen as a functor Δ0 → S. There is
a canonical equivalence 𝐿𝑦! (𝑥)

∼−→ 𝑥 × 𝑦 for all objects 𝑥 of S, functorially in
both 𝑥 and 𝑦. In particular, there is a natural equivalence

HomS (𝑥 × 𝑦, 𝑧) ≃ HomS (𝑥,HomS (𝑦, 𝑧)) .

Proof Applying Theorem 6.3.13 for 𝐴 = Δ0 and𝐶 = S, we obtain the diagram

S
∼←− Hom! (S, S) ⊂ Hom(S, S)

which, in turns, defines the functor

S × S→ S

(𝑥, 𝑦) ↦→ 𝐿𝑦! (𝑥) .

Since, for the terminal object 𝑒 of S, we have 𝐿𝑦! (𝑒) ≃ 𝑦 (functorially in 𝑦),
there is a natural map 𝐿𝑦! (𝑥) → 𝑦. Since 𝐿𝑒! ≃ 1S, the map 𝑦 → 𝑒 induces a
natural transformation 𝐿𝑦! (𝑥) → 𝑥. Since, by the previous proposition, 𝑥 × 𝑦 is
the limit of (𝑥, 𝑦) functorially in both variables, this defines a functorial map

𝐿𝑦! (𝑥) → 𝑥 × 𝑦 .

We shall prove that, for each fixed 𝑦, this map is invertible. The functoriality
of this natural transformation means that it is defined for 𝑥 an abitrary functor
𝑥 : 𝐴 → S (with 𝐴 any simplicial set). As such, one may identify 𝑥 × 𝑦 with
𝑞!𝑞
∗ (𝑥), functorially in 𝑥, where 𝑞 : 𝐿 → Δ0 is the Kan fibration classified by

𝑦, by Remark 6.1.24. In particular, the functor (−) × 𝑦 commutes with U-small
colimits. If an object 𝑥 of S classifies the Kan fibration 𝑝 : 𝑋 → Δ0, then there
is a canonical invertible map

lim−−→
𝑘∈𝐾

𝑒 ≃ 𝑥 .
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Therefore, it is sufficient to check that the canonical map 𝐿𝑦! (𝑒) → 𝑒× 𝑦 = 𝑦 is
an equivalence, which is true by construction. The last assertion is a particular
case of Theorem 6.3.4 for 𝑢 = 𝑦. □

Definition 6.5.4. Let 𝐶 be an ∞-category, and 𝐼 a small set. The product
(coproduct) of an 𝐼-indexed family of objects (𝑥𝑖)𝑖∈𝐼 of 𝐶 is its limit (colimit),
seen as a functor 𝐼 → 𝐶; one writes such a product (coproduct) as∏

𝑖∈𝐼
𝑥𝑖

(∐
𝑖∈𝐼

𝑥𝑖 , respectively
)
.

In the case where 𝐼 = {1, . . . , 𝑛} for some non-negative integer 𝑛, one also
writes ∏

𝑖∈𝐼
𝑥𝑖 = 𝑥1 × · · · × 𝑥𝑛

(∐
𝑖∈𝐼

𝑥𝑖 = 𝑥1 ⨿ · · · ⨿ 𝑥𝑛, respectively
)
.

Proposition 6.5.5. Let 𝐼 be a small set. If an ∞-category 𝐶 has 𝐼-indexed
products, then the category ho(𝐶) has 𝐼-indexed products. Furthermore, the
canonical functor 𝐶 → 𝑁 (ho(𝐶)) commutes with products.

Proof It follows right away from Theorem 1.6.6 that the canonical functor
ho(𝐶 𝐼 ) → ho(𝐶)𝐼 is an isomorphism of categories, functorially in 𝐼 and 𝐶.
Therefore, Remark 6.1.5 shows that ho(𝐶) has 𝐼-indexed products whenever
it is so for 𝐶, and that the functor 𝐶 → 𝑁 (ho(𝐶)) commutes with 𝐼-indexed
products. □

Proposition 6.5.6. Let 𝑠 be an object of an∞-category𝐶 such that the product
with 𝑠 always exists in 𝐶. Then the canonical functor 𝐶/𝑠 → 𝐶 has a right
adjoint. The latter assigns to each object 𝑡 of𝐶 the product 𝑠× 𝑡, equipped with
the canonical map 𝑠 × 𝑡 → 𝑠, and the co-unit is given by the other canonical
map 𝑠 × 𝑡 → 𝑡.

Proof After enlarging the ambient universe, we may assume that𝐶 isU-small.
Let 𝑡 be an object of 𝐶, we choose a product 𝑦 of 𝑠 and 𝑡, and write 𝑔 : 𝑦 → 𝑠

for the canonical map. By proposition 6.5.2 there is a functorial equivalence

Hom𝐶 (𝑥, 𝑠) ×Hom𝐶 (𝑥, 𝑡) ≃ Hom𝐶 (𝑥, 𝑦) .

In other words, up to a fibrewise equivalence over 𝐶, the right fibration 𝐶/𝑦→
𝐶 is the pull-back of the product right fibration 𝐶/𝑠 × 𝐶/𝑡 → 𝐶 × 𝐶 along the
diagonal 𝐶 → 𝐶 ×𝐶. Hence there is a homotopy Cartesian square of the form

𝐶/𝑦 𝐶/𝑡

𝐶/𝑠 𝐶
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(in which the map 𝐶/𝑦 → 𝐶 is the one induced by 𝑔, up to homotopy). Given
a map 𝑓 : 𝑥 → 𝑠 in 𝐶, seen as an object (𝑥, 𝑓 ) of 𝐶/𝑠 (through the equality
Δ0 ∗ Δ0 = Δ1), this means that the homotopy fibre of the map 𝐶/𝑦 → 𝐶/𝑠 at
(𝑥, 𝑓 ) is canonically equivalent to the homotopy fibre of𝐶/𝑡 → 𝐶 at 𝑥, which is
the∞-groupoid 𝐶 (𝑥, 𝑡). On the other hand, there is the canonical commutative
square below, in which the upper horizontal map is a trivial fibration, because
𝐶/𝑠→ 𝐶 is a right fibration.

(𝐶/𝑠)/(𝑦, 𝑔) 𝐶/𝑦

𝐶/𝑠 𝐶

This means that homotopy fibre of the map 𝐶/𝑦 → 𝐶/𝑠 at (𝑥, 𝑓 ) is the ∞-
groupoid 𝐶/𝑠((𝑥, 𝑓 ), (𝑦, 𝑔)). In otherwords, by Propositions 5.3.20 and 5.8.2,
there is an equivalence

Hom𝐶/𝑠 ((𝑥, 𝑓 ), (𝑦, 𝑔)) ≃ Hom𝐶 (𝑥, 𝑡)

in S, functorially in 𝑥. We conclude with Proposition 6.1.11. □

Proposition 6.5.7. Let 𝑝 : 𝑋 → 𝐴 be a right fibration between U-small
simplicial sets, classified by a functor 𝐹 : 𝐴op → S. There is a canonical
equivalence of∞-categories

Hom(𝑋op, S) ≃ Hom(𝐴op, S)/𝐹

such that the canonical functor Hom(𝐴op, S)/𝐹 → Hom(𝐴op, S) corresponds
to the functor 𝑝! : Hom(𝑋op, S) → Hom(𝐴op, S).

Proof We have 𝑝! (𝑒) = 𝐹, so that there is a canonical commutative square of
the form

Hom(𝑋op, S) Hom(𝐴op, S)

Hom(𝑋op, S)/𝑒 Hom(𝐴op, S)/𝐹

𝑝!

in which the left vertical map is a trivial fibration, because 𝑒 is a final ob-
ject. Choosing a section of this trivial fibration and composing with the lower
horizontal map above defines a comparison functor

Hom(𝑋op, S) → Hom(𝐴op, S)/𝐹 .

To prove that the latter is an equivalence of∞-categories, is sufficient to prove
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that, for any simplicial set 𝐾 , the induced map

𝜋0 (𝑘 (Hom(𝐾op,Hom(𝑋op, S)))) → 𝜋0 (𝑘 (Hom(𝐾op,Hom(𝐴op, S)/𝐹)))

is bĳective. By Proposition 4.2.12, there is an equivalence

Hom(𝐾op,Hom(𝐴op, S)/𝐹) ≃ Hom(𝐾op,Hom(𝐴op, S)/𝐹𝐾 )

where 𝐹𝐾 denotes the functor obtained by composing 𝐹 with the Cartesian
projection 𝐴op × 𝐾op → 𝐴op. We are thus reduced to prove that the induced
functor

ho(Hom(𝐾op × 𝑋op, S)) → ho(Hom(𝐾op × 𝐴op, S)/𝐹𝐾 )

induces a bĳection when one passes to the sets of isomorphism classes of
objects. For this, it is sufficient to prove that this functor is essentially surjective,
full, and conservative. To prove the essential surjectivity, let us consider a
functor Φ : 𝐾op × 𝐴op → S together with a map 𝑓 : Φ→ 𝐹𝐾 . If Φ classifies a
right fibration with U-small fibres 𝜋 : 𝐸 → 𝐾 × 𝐴, by virtue of Theorem 5.4.5,
the map 𝑓 may be represented by a map 𝑓 : 𝐸 → 𝐾 × 𝑋 over 𝐾 × 𝐴. We then
choose a factorisation of 𝑓 into a final map 𝑖 : 𝐸 → 𝐸 ′, followed by a right
fibration 𝜋′ : 𝐸 ′ → 𝐾 × 𝑋 , and observe that 𝜋′ is fibrewise equivalent to a right
fibration with U-small fibres: for any U-small simplicial set 𝐿 and any map
𝐿 → 𝐾 , it follows from Proposition 6.1.16 that the pull-back 𝐸 ′

𝐿
= 𝐿 ×𝐾 𝐸 ′

is equivalent to a right fibration with U-small fibres. Therefore, by virtue of
Corollary 5.4.10, there exists a functor Ψ : 𝐾op × 𝑋op → S which classifies 𝜋′,
at least up to a fibrewise equivalence over 𝐾 × 𝑋 . The final map 𝑖 induces an
isomorphism from the image of Ψ with the pair (Φ, 𝑓 ). It remains to prove the
properties of fullness and of conservativity. To prove the property of fullness, we
first observe that, if two right fibrations 𝑓 , 𝑔 : 𝐸 → 𝐾×𝑋 are 𝐽-homotopic, then
the corresponding objects of ho(Hom(𝐾op×𝑋op, S)) are isomorphic. Indeed, if
ℎ : 𝐽 ×𝐸 → 𝐾 × 𝑋 is a homotopy from 𝑓 to 𝑔, we may factor ℎ into a final map
followed by a right fibration ℎ′ : 𝐸 ′ → 𝐾 × 𝑋 , and both (𝐸, 𝑓 ) and (𝐸, 𝑔) will
be weakly equivalent to (𝐸 ′, ℎ′) in the contravariant model category structure
over 𝐾 × 𝑋 . We also observe that any map in ho(Hom(𝐾op × 𝐴op, S)/𝐹𝐾 ) is
induced by a functor Φ : Δ2 → Hom(𝐾op × 𝐴op, S) such that Φ(2) = 𝐹𝐾 .
Applying Theorem 5.4.5 once again, for the contravariant model structure over
(Δ2)op × 𝐾 × 𝐴, these two observations imply the property of fullness. Since,
by Proposition 3.4.8, the functor

Hom(𝐾op × 𝐴op, S)/𝐹𝐾 → Hom(𝐾op × 𝐴op, S)

is conservative, it is now sufficient to prove that the functor

L(1𝐾 × 𝑝)! : RFib(𝐾 × 𝑋) → RFib(𝐾 × 𝐴)
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is conservative. Theorem 4.1.16 and Proposition 6.1.16 show that it is sufficient
to prove this for 𝐾 = Δ0 (just to simplify the notations). Let 𝑢 : 𝐸 → 𝐹 and
𝑟 : 𝐹 → 𝑋 be two morphisms of simplicial sets such that 𝑟 and 𝑞 = 𝑟𝑢 are
right fibrations. By virtue of Proposition 4.1.11, 𝑢 is a final map if and only if
it is a weak equivalence of the contravariant model category structure over 𝑋 .
But 𝑝𝑟 and 𝑝𝑞 are also right fibrations, hence 𝑢 is a final map if and only if it is
a weak equivalence of the contravariant model category structure over 𝐴. This
implies the property of conservativity, and thus achieves the proof. □

The special case where 𝑋 = 𝐴/𝑎 gives the following corollary.

Corollary 6.5.8. Let 𝑎 be an object of a U-small ∞-category 𝐴. There is a
canonical equivalence of∞-categories

Hom((𝐴/𝑎)op, S) ≃ Hom(𝐴op, S)/ℎ𝐴(𝑎) .

The special case where 𝐴 = Δ0 is also of interest.

Corollary 6.5.9. Let 𝑥 be an object of S, corresponding to a U-small ∞-
groupoid 𝑋 . There is a canonical equivalence of∞-categories of the form

Hom(𝑋op, S) ≃ S/𝑥 .

Proposition 6.5.10. Let 𝑠 be an object of an∞-category such that the canonical
functor 𝐶/𝑠 → 𝐶 has a right adjoint. Then, for any object 𝑡 of 𝐶, the product
of 𝑠 and 𝑡 exists in 𝐶.

Proof We may assume that 𝐶 is U-small. Let 𝑝 : 𝐶/𝑠 → 𝐶 be the canonical
functor, and let us choose a right adjoint 𝑞 of 𝑝. Then, by virtue of Theorem
6.1.23, The functor 𝑝! : Hom((𝐶/𝑠)op, S) → Hom(𝐶op, S) is a left adjoint
of the functor 𝑞! ≃ 𝑝∗. Since Hom(𝐶op, S) has U-small limits, it has finite
products, hence by virtue of Propositions 6.5.7 and 6.5.6, the functor 𝑝!𝑞! ≃
(𝑝𝑞)! takes a presheaf 𝐹 : 𝐶op → S to the presheaf ℎ𝐶 (𝑠) × 𝐹. With the
identification ℎ𝐶 (𝑝(𝑞(𝑡))) ≃ (𝑝𝑞)! (ℎ𝐶 (𝑡)), this means that 𝑝(𝑞(𝑡)) represents
the presheaf

𝑥 ↦→ Hom(𝑥, 𝑠) ×Hom(𝑥, 𝑡)

on 𝐶, hence that the product of 𝑠 and 𝑡 is representable. □

6.6 Fibre products

6.6.1. Let us consider Δ1 × Δ1. We may identify the horn Λ2
2 with the full

subcategory of Δ1 × Δ1 whose objects are the pairs (𝑖, 𝑗) such that 1 ∈ {𝑖, 𝑗}.
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We define
𝜑 : Δ1 × Λ2

2 → Δ1 × Δ1

as the unique functor such that

𝜑(𝜀, (𝑖, 𝑗)) =
{
(0, 0) if 𝜀 = 0,
(𝑖, 𝑗) if 𝜀 = 1.

Lemma 6.6.2. The obvious commutative square

{0} × Λ2
2 Δ1 × Λ2

2

Δ0 Δ1 × Δ1

𝜑

(0,0)

is homotopy coCartesian in the Joyal model category structure.

Proof One checks that we have coCartesian squares of the following form.

Δ0 × Λ2
2 (Δ0 × Λ2

2) ⨿ Λ2
2 Δ0 × 𝜕Δ1 × Λ2

2 Δ0 × Δ1 × Λ2
2

Δ0 Δ0 ⨿ Λ2
2 Δ0 ⨿ Λ2

2 Δ0 ⋄Λ2
2

∼

Furthermore, we observe that Δ0 ∗ Λ2
2 = Δ1 × Δ1. In other words, the commu-

tative square of the lemma induces the canonical map

Δ0 ⋄Λ2
2 → Δ0 ∗ Λ2

2 = Δ1 × Δ1

which is known to be a weak categorical equivalence, by Proposition 4.2.3. □

6.6.3. Given an ∞-category 𝐶, specifying a map Λ2
2 → 𝐶 is the same as

providing a diagram of the following form in 𝐶.

(6.6.3.1)
𝑥

𝑦′ 𝑦

𝑓

𝑣

such a datum will be called a lower corner in 𝐶.
A commutative square in 𝐶 is map Δ1 × Δ1 → 𝐶. Hence a commutative

square in 𝐶 consists of a diagram of the form

(6.6.3.2)
𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑓 ′ 𝑓

𝑣
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together with a map ℎ : 𝑥′ → 𝑦, as well as with two morphisms Δ2 → 𝐶 which
express that the triangles

𝑥′ 𝑋

𝑦

𝑢

ℎ
𝑓 and

𝑥′

𝑦′ 𝑦

𝑓 ′ ℎ

𝑣

commute (to see this, recall that, as explained in the proof of Lemma 3.1.25,
the nerve of any partially ordered et 𝐸 is isomorphic to the colimit of the nerve
of its non-empty finite totally ordered subsets, and apply this principle to the
product 𝐸 = [1] × [1]).

Finally, we observe that giving a commutative square of the form (6.6.3.2)
is equivalent to giving a morphism of lower corners of the following form.

(6.6.3.3)
𝑥′

𝑥′ 𝑥′

1𝑥′

1𝑥′

→
𝑥

𝑦′ 𝑦

𝑓

𝑣

This is made precise by the next proposition, taking into account that two
parallel arrows in a homotopy Cartesian square have equivalent homotopy
fibres.

Proposition 6.6.4. Let 𝐶 be an ∞-category. There is a canonical homotopy
Cartesian square of the following form, in which the lower horizontal map is
the constant diagram functor.

Hom(Δ1 × Δ1, 𝐶) Hom(Δ1 × Λ2
2, 𝐶)

𝐶 Hom(Λ2
2, 𝐶)

𝜑∗

ev0,0 ev0

Proof Since the functor Hom(−, 𝐶) sends homotopy coCartesian squares of
∞-categories to homotopy Cartesian ones, this follows right away from Lemma
6.6.2. □

Definition 6.6.5. A Cartesian square in an ∞-category 𝐶 is a commutative
square of the form (6.6.3.2) which exhibits, via the induced map (6.6.3.3), the
object 𝑥′ as the limit of the induced lower corner (6.6.3.1).

A coCartesian square in an ∞-category 𝐶 is a commutative square which
can be interpreted as Cartesian square in 𝐶op via the unique isomorphism
(Δ1)op ≃ Δ1.
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Remark 6.6.6. Given a diagram of the form (6.6.3.1) in an∞-category, its limit,
whenever it exists, is usually denoted by 𝑦′ ×𝑦 𝑥 and called the fibre product of
𝑦′ and 𝑥 over 𝑦. In this case, a commutative square of the form (6.6.3.2) defines
a map 𝑥′ → 𝑦′ ×𝑦 𝑥, and the latter is invertible if and only if the given square
is Cartesian.

Proposition 6.6.7. Let us a consider a commutative square of the form

(6.6.7.1)
𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑓 ′ 𝑓

𝑣

in an∞-category 𝐶 (there is in particular a specified composition ℎ both of 𝑓
and 𝑢, and of 𝑣 and 𝑓 ′). Since (1, 1) is a final object of Δ1 ×Δ1, it corresponds
to a commutative square of the form

(6.6.7.2)
(𝑥′, ℎ) (𝑥, 𝑓 )

(𝑦′, 𝑣) (𝑦, 1𝑦)

𝑢

𝑓 ′ 𝑓

𝑣

in𝐶/𝑦. The square (6.6.7.1) is Cartesian in𝐶 if and only if the square (6.6.7.2)
is Cartesian in 𝐶/𝑦.

Proof We may assume that 𝐶 is U-small for some universe U. Since the
Yoneda embedding is fully faithful, commutes with limits, and is compat-
ible with slicing over an object, by Corollary 6.5.8, we may replace 𝐶 by
Hom(𝐶op, S). In particular, by Proposition 6.5.7, we may assume that𝐶 as well
as all its slices are locally U-small and are complete and cocomplete. Proving
this proposition then amounts to show that the canonical functor 𝐶/𝑦 → 𝐶

preserves Cartesian squares (it will then detect Cartesian squares because it is
conservative, since it is a right fibration). Let us assume that the square (6.6.7.2)
is Cartesian. Let us form the limit 𝑧 of the lower corner of diagram (6.6.7.1),

(6.6.7.3)
𝑧 𝑥

𝑦′ 𝑦

𝑢

𝑔′ 𝑔

𝑣

and let us call 𝑘 : 𝑧 → 𝑦 the canonical map. We get a commutative square of
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𝐶/𝑦 of the following form

(6.6.7.4)
(𝑧, 𝑘) (𝑥, 𝑔)

(𝑦′, 𝑣) (𝑦, 1𝑦)

𝑢

𝑔′ 𝑓

𝑣

We want to prove that the comparison map 𝑥′ → 𝑧, obtained from (6.6.7.1),
is invertible. But this comparison map comes from a map of 𝐶/𝑦, because it
is compatible, by construction with the whole diagram (6.6.7.1). On the other
hand, the commutative square (6.6.7.4) defines a map (𝑧, 𝑘) → (𝑥′, ℎ) in 𝐶/𝑦.
The composition (𝑥′, ℎ) → (𝑧, ℎ) → (𝑥′, ℎ) is the identity,because it can be
seen as map in Hom(Λ2

2, 𝐶/𝑦)/(𝑣, 𝑓 ), where (𝑣, 𝑓 ) is the lower corner defined
by the maps 𝑣 and 𝑓 in diagram (6.6.7.2). Hence the composition 𝑥′ → 𝑧 → 𝑥′

is the identity in 𝐶. Similarly, the composition 𝑧 → 𝑥′ → 𝑧 is the identity
because it can be promoted to a map in Hom(Λ2

2, 𝐶)/(𝑣, 𝑓 ), where, this time,
(𝑣, 𝑓 ) is the lower corner defined by the maps 𝑣 and 𝑓 in diagram (6.6.7.1). □

Proposition 6.6.8. Let𝐶 be an∞-category with finite products. For any objects
𝑥 and 𝑦 of 𝐶 and any maps 𝑥 → 𝑒 and 𝑦 → 𝑒, where 𝑒 is a final object of 𝐶,
there is a canonical Cartesian square of the form

(6.6.8.1)
𝑥 × 𝑦 𝑦

𝑥 𝑒

𝑝

𝑞

where 𝑝 and 𝑞 are the projections which exhibit 𝑥 × 𝑦 as the product of 𝑥 and 𝑦.

Proof Applying Proposition 6.6.4 to𝐶op, we see that there is an isomorphism
between the∞-category of diagrams

𝑧 𝑦

𝑥 𝑒

𝑓

𝑔

and the one of maps

𝑧 𝑦

𝑥

𝑓

𝑔 →
𝑒 𝑒

𝑒

1𝑒

1𝑒

Since the constant upper corner defined by 𝑒 is a final object of Hom(Λ2
0, 𝐶)

there is an essentially unique way to extend any diagram 𝑥 ← 𝑧 → 𝑦 to a



310 Adjoints, limits and Kan extensions

commutative square whose lower right vertex is equal to 𝑒, such as diagram
(6.6.8.1). As in the proof of the previous proposition, we reduce to the case
where 𝐶 has U-small limits. We see right away that the comparison map from
𝑥 × 𝑦 to the limit of the diagram 𝑥 → 𝑒 ← 𝑦 induced by diagram (6.6.8.1) is
invertible. □

Theorem 6.6.9. Let 𝐶 be an ∞-category. Limits of shape Λ2
2 exist in 𝐶 if

and only if, for any object 𝑦 of 𝐶, the slice category 𝐶/𝑦 has finite products.
Furthermore, for a commutative square

𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑓 ′ 𝑓

𝑣

in 𝐶, with canonical map ℎ : 𝑥′ → 𝑦, the following conditions are equivalent.

(i) It is Cartesian.
(ii) The map 𝑢 exhibits the pair (𝑥′, 𝑓 ′), seen as an object of 𝐶/𝑦′, as a

representation of the presheaf

(𝐶/𝑦′)op → S

(𝑡, 𝑔 : 𝑡 → 𝑦′) ↦→ Hom𝐶/𝑦 ((𝑡, 𝑣𝑔), (𝑥, 𝑓 )) ,

where the functor (𝑡, 𝑔) ↦→ (𝑡, 𝑣𝑔) is obtained by composing the canonical
functor (𝐶/𝑦)/(𝑦′, 𝑣) → 𝐶/𝑦 with a choice of section of the canonical
trivial fibration (𝐶/𝑦)/(𝑦′, 𝑣) → 𝐶/𝑦′.

(iii) The maps 𝑓 ′ and 𝑢 exhibit (𝑥′, ℎ) as the product of (𝑥, 𝑓 ) and of (𝑦′, 𝑣)
in 𝐶/𝑦.

Proof The first assertion is a direct consequence of Propositions 6.5.6 and
6.6.7. This also proves the rest of the theorem in the case where, furthermore,
the∞-category 𝐶 has limits of type Λ2

2. The general case follows from the fact
that, since the Yoneda embedding is fully faithful, is compatible with slices,
and commutes with limits, we may choose a universe U such that 𝐶 is locally
U-small, and replace 𝐶 by the∞-category Hom(𝐶op, S). □

Corollary 6.6.10. Let𝐶 be an∞-category. We consider a functorΔ1×Δ2 → 𝐶,
seen as a commutative diagram whose restriction toΔ1×Λ2

1 is of the form below.

𝑥′′ 𝑥′ 𝑥

𝑦′′ 𝑦′ 𝑦

𝑢′

𝑝′′

𝑢

𝑝′ 𝑝

𝑣′ 𝑣
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We assume that the square

𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑝′ 𝑝

𝑣

is Cartesian. Then the square

𝑥′′ 𝑥′

𝑦′′ 𝑦′

𝑢′

𝑝′′ 𝑝′

𝑣′

is Cartesian if and only if the composed square

𝑥′′ 𝑥

𝑦′′ 𝑦

𝑢′′

𝑝′′ 𝑝

𝑣′′

is Cartesian.

Proof We easily reduce to the case where𝐶 = S using the Yoneda embedding
(and choosing a universe U so that 𝐶 is U-small). In other words, without loss
of generality, we may assume that 𝐶 has pull-backs. For any map 𝑤 : 𝑠 → 𝑡 in
𝐶 the functor of composition by 𝑤

𝑤! : 𝐶/𝑠→ 𝐶/𝑡

then has a right adjoint𝑤∗, obtained by pulling back along𝑤; see Theorem 6.6.9.
Furthermore, interpreting the Yoneda embedding through the dual version of
Theorem 5.4.5, we see that the composition of the functors

𝑣′! : 𝐶/𝑦
′′ → 𝐶/𝑦′ and 𝑣! : 𝐶/𝑦′ → 𝐶/𝑦

is 𝐽-homotopic to the functor

𝑣′′! : 𝐶/𝑦′′ → 𝐶/𝑦 .

Therefore, the composition of 𝑣∗ and 𝑣′∗ is a right adjoint to 𝑣′′! , by Propositions
6.1.7 and 6.1.8. In other words, whenever the comparison map

(𝑥′, 𝑝′) → 𝑣∗ (𝑥, 𝑝)

is invertible, the comparison map

(𝑥′′, 𝑝′′) → 𝑣′′∗ (𝑥, 𝑝)
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is isomorphic to the comparision map

(𝑥′′, 𝑝′′) → 𝑣′∗ (𝑥′, 𝑝′) .

Hence one is invertible if and only if the other is invertible. □

Remark 6.6.11. Given any model category C, we may consider the injective
model category structure on the category of arrows Arr(C). This operation is
functorial in the sense that any Quillen adjunction (or Quillen equivalence)
from C to D induces a Quillen adjunction (or equivalence) from Arr(C) to
Arr(D). In particular, since (a variant of) Proposition 5.4.3 provides, for any
simplical set 𝐴, a Quillen equivalence of the form

𝑡! : Arr(sSet/𝐴) ⇄ sSet/(Δ1 × 𝐴) : 𝑡∗ ,

where sSet/𝐶 is equipped with the contravariant model category structure over
𝐶 for 𝐶 = 𝐴 or 𝐶 = Δ1 × 𝐴, we get a Quillen equivalence

Arr(Arr(sSet/𝐴)) ⇄ Arr(sSet/(Δ1 × 𝐴))

as well as a Quillen equivalence

Arr(sSet/(Δ1 × 𝐴)) ⇄ sSet/(Δ1 × Δ1 × 𝐴) .

Therefore, any commutative square of the form

(6.6.11.1)
𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝑢

𝑞 𝑝

𝑣

may be interpreted as an object of RFib(Δ1×Δ1×𝑌 ). In the case all the simplicial
sets of diagram (6.6.11.1) are U-small for a universe U, for any map with U-
small codomain 𝜋 : 𝑌 → 𝐴, we get in fact an object in ho(Hom(Δ1×Δ1×𝐴, S)),
by Theorem 5.4.5. If both 𝑝 and 𝑞 are right fibrations with U-small fibres, this
can be refined as follows. We may choose two functors

𝐹 : 𝑌op → S and 𝐹′ : 𝑌 ′op → S

classifying 𝑝 and 𝑞, respectively. Then the commutative square above corre-
sponds to a map

(6.6.11.2) 𝐹′ → 𝑣∗ (𝐹)

in Hom(𝑌 ′op, S) via the correspondence provided by Corollary 5.4.7. The map
(6.6.11.2) is invertible if and only if the square (6.6.11.1) is homotopy Cartesian.
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In the case all the simplicial sets in (6.6.11.1) are U-small, for any left fibration
𝜋 : 𝑌 → 𝐴, the square defines a commutative diagram of the form

(6.6.11.3)
𝜋!𝑣! (𝐹′) 𝜋! (𝐹)

𝜋!𝑣! (𝑒) 𝜋! (𝑒)

which is Cartesian if and only if the square (6.6.11.1) is homotopy Cartesian,
by Proposition 6.5.7 and of Theorem 6.6.9. Moreover, all Cartesian squares of
the ∞-category Hom(𝐴op, S) are obtained in this way. In particular, Cartesian
squares of S correspond to homotopy Cartesian squares of the form (6.6.11.1)
in the Kan-Quillen model category structure, restricted to U-small simplicial
sets.

Theorem 6.6.12. Let U be a universe, and 𝐴 a U-small ∞-category. For any
morphism 𝑝 : 𝐹 → 𝐺 in 𝐴 = Hom(𝐴op, S), the pull-back functor

𝑝∗ : 𝐴/𝐺 → 𝐴/𝐹 , (𝑌 → 𝐺) ↦→ (𝑌 ×𝐺 𝐹 → 𝐹)

has a right adjoint (and thus commutes with colimits).

Proof The presheaf 𝐺 classifies a right fibration 𝐴′ → 𝐴. Replacing 𝐴 by
𝐴′, we see that, by virtue of Proposition 6.5.7, we may assume, without loss of
generality, that 𝐺 = 𝑒 is the final object. By Proposition 6.3.9, it is sufficient to
prove that the functor 𝑝∗ commutes with colimits. Since the canonical functor
𝐴/𝐹 → 𝐴 is conservative (being a right fibration) and commutes with colimits
(having a right adjoint), it is sufficient to prove that the functor 𝑋 ↦→ 𝑋 × 𝐹
commutes with colimits. Since the evaluation functors 𝑋 ↦→ 𝑋 (𝑎), 𝑎 ∈ 𝐴0,
form a conservative family of functors which commute with colimits as well
as with limits (hence with products), it is sufficient to prove that the functor
𝑥 ↦→ 𝑥 × 𝑦 commutes with colimits in S for all 𝑦. But, in this case, we already
know that such a functor has a right adjoint, by Proposition 6.5.3. □

6.7 Duality

We fix a universe U.

6.7.1. Let 𝐵 be an ∞-category with U-small colimits, and 𝐴 a U-small ∞-
category. The relative Yoneda embedding

(6.7.1.1) ℎ𝐴/𝐵 : 𝐴 × 𝐵→ Hom(𝐴op, 𝐵)
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is the functor defined by ℎ𝐴/𝐵 (𝑎, 𝑥) = 𝑎 ⊗ 𝑥, where

(6.7.1.2) 𝑎 ⊗ 𝑥 = 𝑎! (𝑥)

(we remind that, by virtue of Theorem 6.3.13, the assignment 𝑎 ↦→ 𝑎! is a
functor indeed). In other words, we have functorial identifications

(6.7.1.3) Hom(𝑎 ⊗ 𝑥, 𝑓 ) ≃ Hom(𝑥, 𝑓 (𝑎))

(in the∞-category ofV-small∞-groupoids forV large enough). Given another
∞-category 𝐶 with U-small colimits, any functor

(6.7.1.4) Φ : Hom(𝐴op, 𝐵) → 𝐶

restricts to a functor Φℎ𝐴/𝐵 : 𝐴 × 𝐵 → 𝐶, which, by transposition, defines a
functor

(6.7.1.5) 𝑡Φ : 𝐵→ Hom(𝐴,𝐶) .

If Φ commutes with U-small colimits, then so does 𝑡Φ. Indeed, we have
𝑡Φ(𝑥) (𝑎) = Φ(𝑎! (𝑥))

and, since Φ commutes with U-small colimits, and since colimits are computed
fibrewise in Hom(𝐴,𝐶), this proves our claim. The assignment Φ ↦→ 𝑡Φ thus
restricts to a functor

(6.7.1.6) Hom! (Hom(𝐴op, 𝐵), 𝐶) → Hom! (𝐵,Hom(𝐴,𝐶)) .

The aim of this sub-chapter is to prove the following theorem.

Theorem 6.7.2. The functor (6.7.1.6) is an equivalence of∞-categories.

Remark 6.7.3. In the case where 𝐵 = S is the ∞-category of U-small ∞-
groupoids, Theorem 6.3.13 provides a canonical equivalence of∞-categories

Hom! (𝐵,Hom(𝐴,𝐶)) ≃ Hom(𝐴,𝐶)

so that the functor (6.7.1.6) is an equivalence of∞-categories, by a second ap-
plication of Theorem 6.3.13. In general, Theorem 6.7.2 is thus a generalisation
of Theorem 6.3.13, and the ingredients of the proof have a lot in common, as
we shall see below.

6.7.4. Let Ψ : 𝐵 → Hom(𝐴,𝐶) be a functor which commutes with U-small
colimits. The associated functor Ψ̄ : 𝐴 × 𝐵 → 𝐶 extends by U-small colimits
to a functor

(6.7.4.1) Ψ̄! : �𝐴 × 𝐵→ 𝐶
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where, for any∞-category 𝐷, 𝐷 is the full subcategory of U-small presheaves
on 𝐷; indeed, since we have a canonical invertible map of the form

(6.7.4.2) Ψ̄!ℎ𝐴×𝐵 ≃ ℎ𝐶 Ψ̄ ,

and since Ψ̄! commutes with colimits, it preserves the property of being a U-
small colimit of representable presheaves. On the other hand, for any object 𝑎
in 𝐴 and any object 𝑥 in 𝐵, there is a canonical identification of the form

(6.7.4.3) 𝑎 ⊗ ℎ𝐵 (𝑥)
∼−→ ℎ𝐴×𝐵 (𝑎, 𝑥) .

To see this, using that, by virtue of Proposition 6.5.3, the Cartesian product
commutes with colimits in each variables in S, we observe that, for any object
𝑏 of 𝐴 and any object 𝑦 of 𝐵, we have:

(6.7.4.4) (𝑎 ⊗ ℎ𝐵 (𝑥)) (𝑏, 𝑦) = Hom𝐴(𝑏, 𝑎) ×Hom𝐵 (𝑦, 𝑥) .

In other words, formulas (6.7.4.2) and (6.7.4.3) give a functorial invertible map

(6.7.4.5) Ψ̄! (𝑎 ⊗ ℎ𝐵 (𝑥)) ≃ ℎ𝐶 (Ψ(𝑥) (𝑎)) .

Lemma 6.7.5. Let V be any universe such that 𝐵 is V-small, and S′ be the
∞-category of V-small∞-groupoids. For any functor 𝐹 : 𝐼 → 𝐵, the presheaf
on 𝐼op × 𝐵 defined by (𝑖, 𝑥) ↦→ Hom𝐵 (𝑥, 𝐹 (𝑖)) is U-small.

Proof The presheaf (𝑖, 𝑥) ↦→ Hom𝐵 (𝑥, 𝐹 (𝑖)) corresponds to the left fibration
obtained as the pull-back along 1𝐵op×𝐹 : 𝐵op× 𝐼 → 𝐵op×𝐵 of the left fibration
(𝑠𝐵, 𝑡𝐵) : S(𝐵) → 𝐵op × 𝐵 (5.6.1.4). Proposition 5.6.9 provides a canonical
cofinal functor of the form

S(𝐼) → (𝐵op × 𝐼) ×𝐵op×𝐵 S(𝐵) .

Since S(𝐼) is U-small, this proves the lemma. □

6.7.6. Let 𝐿 : 𝐶 → 𝐶 be the functor provided by Proposition 6.3.2. We now
have the composed functor

(6.7.6.1) Ψ′ : Hom(𝐴op, 𝐵) �𝐴 × 𝐵 𝐶 𝐶 .
Hom(𝐴op ,ℎ𝐵 ) Ψ̄! 𝐿

Lemma 6.7.7. If Ψ = 𝑡Φ for some functor Φ : Hom(𝐴op, 𝐵) → 𝐶, then
there is a canonical natural transformation Ψ′ → Φ. The latter is invertible
whenever the functor Φ commutes with U-small colimits.

Proof Since Φ is a functor, we get a functorial map of the form

Hom𝐵 (𝑥, 𝑓 (𝑎)) ≃ HomHom(𝐴op ,𝐵) (𝑎 ⊗ 𝑥, 𝑓 ) → Hom𝐶 (Φ(𝑎 ⊗ 𝑥),Φ( 𝑓 ))



316 Adjoints, limits and Kan extensions

for any objects 𝑎 in 𝐴 and 𝑥 in 𝐵, and for any functor 𝑓 : 𝐴op → 𝐵. By
transposition, this defines a map

𝐿Ψ̄! (ℎ𝐵 ( 𝑓 )) → Φ( 𝑓 )

functorially in 𝑓 . By construction, when 𝑓 = 𝑎⊗𝑥, this map is the isomorphism

𝐿Ψ̄! (𝑎 ⊗ ℎ𝐵 (𝑥)) ≃ Φ(𝑎 ⊗ 𝑥)

provided by formula (6.7.4.5) for Ψ = 𝑡Φ. Let V be a universe containing U

and such that 𝐵 and𝐶 are V-small. We denote by S′ the∞-category of V-small
∞-groupoids. The adjunction given by Proposition 6.3.2

𝐿 : 𝐵 ⇄ 𝐵 : ℎ𝐵

induces, by Theorem 6.1.22, an adjunction

𝐿 : Hom(𝐴op, 𝐵) ⇄ Hom(𝐴op, 𝐵) : ℎ𝐵 .

For a functor 𝑓 : 𝐴op → 𝐵, since 𝐹 = ℎ𝐵 ( 𝑓 ) is a U-small presheaf on the
product 𝐴 × 𝐵, by Corollary 6.2.16 and Lemma 6.7.5, interpreted via Formula
(6.7.1.3) and the Yoneda Lemma, there is a canonical isomorphism of the form

lim−−→
𝑥→ 𝑓 (𝑎)

𝑎 ⊗ ℎ𝐵 (𝑥) ≃ ℎ𝐵 ( 𝑓 )

in Hom(𝐴op, 𝐵). Since the functor 𝐿 commutes with all colimits (Proposition
6.2.15), and since 𝐿ℎ𝐵 is isomorphic to the identity, this induces a canonical
isomorphism

lim−−→
𝑥→ 𝑓 (𝑎)

𝑎 ⊗ 𝑥 ≃ 𝑓

in Hom(𝐴op, 𝐵). This shows that the map 𝐿Ψ̄! (ℎ𝐵 ( 𝑓 )) → Φ( 𝑓 ) is invertible
whenever Φ commutes with U-small colimits, because it is then sufficient to
prove this property for 𝑓 = 𝑎 ⊗ 𝑥. □

Proof of Theorem 6.7.2 We deduce from the previous lemma that the functor
(6.7.1.6) induces a bĳection

𝜋0 (𝑘 (Hom! (Hom(𝐴op, 𝐵), 𝐶))) → 𝜋0 (𝑘 (Hom! (𝐵,Hom(𝐴,𝐶)))) .

For any simplicial set 𝑋 and any ∞-category 𝐷 with U-small colimits, the
∞-category Hom(𝑋, 𝐷) has U-small colimits. The bĳection above thus holds
for 𝐶 = Hom(𝑋, 𝐷). On the other hand, we know that a functor between ∞-
categories 𝑢 : 𝐸 → 𝐹 is an equivalence of ∞-categories if and only if the
induced map

𝜋0 (𝑘 (Hom(𝑋, 𝐸))) → 𝜋0 (𝑘 (Hom(𝑋, 𝐹)))
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is bĳective for all 𝑋 . Using the identifications

Hom(𝑋,Hom! (Hom(𝐴op, 𝐵), 𝐷)) ≃ Hom! (Hom(𝐴op, 𝐵), 𝐶)

and
Hom(𝑋,Hom! (𝐵,Hom(𝐴, 𝐷))) ≃ Hom! (𝐵,Hom(𝐴,𝐶)) ,

this achieves the proof. □



7

Homotopical algebra

This chapter aims at providing tools to describe localisations of ∞-categories.
In other words, it is all about the process of inverting maps. This is fundamental,
because, inverting maps in (the nerve of) an ordinary category is the source of
many examples of∞-categories.

The first section defines localisations through the appropriate universal prop-
erty and gives a general construction of these. It also explores the basic features
that can be derived from the universal property: existence of final objects or
of finite products in a localisation, compatibility with adjunctions, fully faith-
fulness of adjoints of localisation functors. We also study a class of examples
of localisations given by proper functors with weakly contractible fibres (al-
though it looks like a pleasant exercise about proper base change formulas, it
will provide quite concrete computational tools, mainly in Section 7.3 below);
see Proposition 7.1.12. Section 7.2 studies (right) calculus of fractions. For
instance, a sufficient condition for such a calculus to hold is provided by the
possibility of approximating weak equivalences by trivial fibrations in a suitable
sense (Corollary 7.2.18). If ever all weak equivalences can be approximated
by trivial fibrations, we deduce from our understanding of locally constant
presheaves (i.e., from an∞-categorical analogue of Quillen’s Theorem B) that
pull-backs along suitable fibrations give Cartesian squares in the localisation
(Theorem 7.2.25). Section 7.3 is about providing formulas to decompose limits
as ‘simple’ limits of smaller diagrams, where ‘simple’ limits are limits of se-
quences of maps, pull-backs, and products (Theorem 7.3.22). In the process, we
see that all ∞-categories are localisations of ordinary categories (Proposition
7.3.15).

In Section 7.4 we study functors indexed by finite direct categories (i.e., by
categories whose nerve is a finite simplicial set). We introduce a notion of
∞-category with weak equivalences and fibrations. For instance, any (nerve of
a) Quillen model category, or any (nerve of a) category of fibrant objects in the

318
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sense of Brown, gives rise to such a thing. We explain how diagrams indexed
by a finite direct category with values in an ∞-category with weak equiva-
lences and fibrations is an ∞-category with weak equivalences and fibrations
in two ways: although we define weak equivalences fibrewise, we can define
fibrations fibrewise as well, or as Reedy fibrations. In particular, for any finite
direct category 𝐼, 𝐼-indexed presheaves can be approximated by Reedy fibrant
presheaves. Furthermore, limits of Reedy fibrant presheaves always exist, and
their formation is compatible with fibrewise weak equivalences. This will play
an important role in the construction and analysis of derived functors.

The goal of Section 7.5 is to explain why the localisation of any∞-category
with weak equivalences and fibrations has finite limits, and to construct de-
rived functors. This is achieved by studying first the special case where all
objects are fibrant: we observe that the localisation of an∞-category of fibrant
objects always has finite limits in a canonical way (Proposition 7.5.6). As a
byproduct, we obtain a systematic method to invert maps in a compatible way
with respect to finite limits (Proposition 7.5.11). Then comes the problem of
studying fibrant approximation from an∞-category theoretic point of view: we
prove a local finality theory property (Proposition 7.5.16) which explains how
to compute the left Kan extensions along the localisation functor restricted to
fibrant objects (Corollary 7.5.17). As rather direct consequences, we derive two
important features: the fact that the localisation of its subcategory of fibrant
objects is equivalent to the localisation of any ∞-category with weak equiva-
lences and fibrations (Theorem 7.5.18), and the construction of right derived
functors through the usual method: by picking a fibrant resolution of each
object (7.5.25). The compatibility of the formation of derived functors with
composition (Proposition 7.5.29) and the ∞-categorical analogue of Quillen’s
derived adjunction theorem (7.5.30) follow rather immediately.

Section 7.6 studies necessary and sufficient conditions for a left exact functor
to induce an equivalence of finitely complete∞-categories (this is quite mean-
ingful, since the right derived functors of the previous section are left exact). It
appears that such a condition is simply that the induced functor on the homotopy
categories is an equivalence of categories in the very ordinary sense. Another
equivalent condition is an∞-categorical analogue of Waldhausen’s approxima-
tion property (Theorem 7.6.10). As a consequence, we obtain nice coherence
results of the following form. Given an∞-category with weak equivalences and
fibrations 𝐶 and a fibrant object 𝑥 in 𝐶, there is a canonical equivalence from
the localisation of 𝐶/𝑥 to the slice of the localisation of 𝐶 over 𝑥 (Corollary
7.6.13). Similarly, the formation of the localisation of an∞-category with weak
equivalences and fibrations commutes with the functorHom(𝑁 (𝐼)op,−) for any
finite direct category 𝐼 (Theorem 7.6.17). In Section 7.7, we see how to ensure
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the existence of small products, hence of small limits, in the localisation of an
∞-category with weak equivalences and fibrations. This is why we introduce
homotopy complete ∞-categories with weak equivalences and fibrations. We
then characterise the localisation with a universal property among∞-categories
with small limits and continuous functors (Theorem 7.7.7). Section 7.8 relies
on all the preceding ones to prove that the localisation of the covariant model
category over a simplicial set 𝑋 is canonically equivalent to the ∞-category
of functors from 𝑋 to S; see Theorem 7.8.9. As we sketch in Remark 7.8.11,
this may be seen as a variation of the axiomata of Eilenberg and Steenrod to
characterise homology theories.

In Section 7.9, we come back to the problem of computing localisations
of diagram categories. An important special case of an ∞-category with weak
equivalences and fibrations is when all maps are fibrations. This is what happens
when we want to invert a class of maps which is closed under finite limits
in an ∞-category with finite limits 𝐶. In this case, the property of homotopy
completeness simply means that𝐶 has small products and that the class of weak
equivalences is closed under small products. Furthermore, in this situation,
using the duality theorem from Section 6.7 of Chapter 6, we show that inverting
weak equivalences commutes with the functor Hom(𝑋op,−) for any small ∞-
category 𝑋 (Proposition 7.9.2). We then study the possibility of extending this
kind of result to homotopy complete∞-categories with weak equivalences and
fibrations. We observe that we cannot expect this for 𝑋 arbitrary, but rather
for 𝑋 the nerve of a small category (Remark 7.9.3). Under a mild additional
assumption which is always satisfied in practice, we show that this is the only
obstruction (Theorem 7.9.8). As a corollary, we see that, for any small category
𝐴, the localisation of the category of small simplicial presheaves on 𝐴 is
canonically equivalent to the ∞-category of presheaves of small ∞-groupoids
on 𝑁 (𝐴) (Corollary 7.9.9).

In Section 7.10, we explain how to compute mapping spaces. For this we
need to work with locally small∞-categories. Therefore, we first give sufficient
conditions for (localisations of) ∞-categories to be locally small (Proposition
7.10.1 and Corollary 7.10.5). We then characterise mapping spaces of complete
locally small ∞-categories (Proposition 7.10.6), out of which we see that the
main methods to construct mapping spaces in Quillen model structures give
the right answer.

Finally section 7.11 gives a brief introduction to presentable ∞-categories.
We define them as the ∞-categories which are equivalent to cocontinuous lo-
calisations of ∞-categories of presheaves on small ∞-categories by a small
set of maps. We show various stability properties (such as the stability by left
Bousfield localisations), and prove that cocontinuous functors between pre-
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sentable∞-categories always have a right adjoint. Finally, we interpret a result
of Dugger in order to characterise presentable∞-categories as localisations of
combinatorial model structures.

7.1 Localisation

7.1.1. Let 𝐶 be a simplicial set, and 𝑊 ⊂ 𝐶 be a simplicial subset. Given an
∞-category 𝐷, we write Hom𝑊 (𝐶, 𝐷) for the full subcategory of Hom(𝐶, 𝐷)
which consists of functor 𝑓 : 𝐶 → 𝐷 such that, for any map 𝑢 : 𝑥 → 𝑦 in
𝑊 , the induced map 𝑓 (𝑢) : 𝑓 (𝑥) → 𝑓 (𝑦) is invertible in 𝐷. In other words,
there is a pull-back square of the following form, induced by the operation of
restriction along𝑊 ⊂ 𝐶.

(7.1.1.1)
Hom𝑊 (𝐶, 𝐷) Hom(𝐶, 𝐷)

Hom𝑊 (𝑊, 𝐷) Hom(𝑊, 𝐷)

Definition 7.1.2. A localisation of 𝐶 by 𝑊 is a functor 𝛾 : 𝐶 → 𝑊−1𝐶 such
that:

(i) 𝑊−1𝐶 is an∞-category;
(ii) the functor 𝛾 sends the morphisms of 𝑊 to invertible morphisms in

𝑊−1𝐶;
(iii) for any ∞-category 𝐷, composing with 𝛾 induces an equivalence of
∞-categories of the form

Hom(𝑊−1𝐶, 𝐷) ∼−→ Hom𝑊 (𝐶, 𝐷) .

Proposition 7.1.3. The localisation of 𝐶 by𝑊 always exists and is essentially
unique.

Proof For any ∞-category 𝑋 , the functor ℎ(−, 𝑋) takes anodyne extensions
to trivial fibrations; see Corollary 3.5.13. Therefore, if we put 𝑊 ′ = Ex∞ (𝑊),
we have a trivial fibration

Hom(𝑊 ′, 𝐷) = ℎ(𝑊 ′, 𝐷) → ℎ(𝑊, 𝐷) = Hom𝑊 (𝑊, 𝐷) .

We define 𝐶′ by forming the following push-out square.

(7.1.3.1)
𝑊 𝐶

𝑊 ′ 𝐶′
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Since Hom(𝑊 ′, 𝐷) = ℎ(𝑊 ′, 𝐷), we have Hom𝑊 ′ (𝐶′, 𝐷) = Hom(𝐶′, 𝐷), and
therefore, the Cartesian square obtained by applying the functor Hom(−, 𝐷) to
the coCartesian square (7.1.3.1), together with the Cartesian square (7.1.1.1),
give a Cartesian square of the following form.

(7.1.3.2)
Hom(𝐶′, 𝐷) Hom𝑊 (𝐶, 𝐷)

Hom(𝑊 ′, 𝐷) ℎ(𝑊, 𝐷)

If we choose a fibrant resolution 𝑊−1𝐶 of 𝐶′ in the Joyal model category
structure, we get a trivial fibration of the form

Hom(𝑊−1𝐶, 𝐷) → Hom(𝐶′, 𝐷) .

On the other hand, since the lower horizontal map of diagram (7.1.3.2) is a
trivial fibration, so is the upper one, hence the inclusion 𝛾 : 𝐶 → 𝑊−1𝐶

is a localisation of 𝐶 by 𝑊 . By definition, the map 𝛾 exhibits 𝑊−1𝐶 as a
representation of the functor 𝜋0 (𝑘 (Hom𝑊 (𝐶,−))) in the homotopy category
of the Joyal model category structure. The Yoneda Lemma thus implies that the
pair (𝑊−1𝐶, 𝛾) is unique up to a unique isomorphism in the homotopy category
of the Joyal model category structure. □

Remark 7.1.4. One may always choose the localisation of 𝐶 by 𝑊 so that 𝛾
is the identity at the level of objects. Indeed, in the construction given in the
above, the map𝑊 → 𝑊 ′ is the identity on objects, and one may choose the map
𝐶′ → 𝑊−1𝐶 to be an inner anodyne extension, hence a retract of a countable
composition of sums of push-outs of maps which are the identity on objects
(namely, the inner horn inclusions).

Remark 7.1.5. One defines 𝑊 ⊂ 𝐶, the saturation of 𝑊 in 𝐶, by forming the
following Cartesian square.

𝑊 𝐶

𝑘 (𝑊−1𝐶) 𝑊−1𝐶

𝛾

We thus have inclusions

Sk1 (𝑊) ⊂ 𝑊 ⊂ 𝑊 .

One checks that, for any∞-category 𝐷, these inclusions induce equalities

HomSk1 (𝑊 ) (𝐶, 𝐷) = Hom𝑊 (𝐶, 𝐷) = Hom
𝑊
(𝐶, 𝐷) .
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Therefore, 𝑊−1𝐶 is also the localisation of 𝐶 by Sk1 (𝑊), as well as the lo-
calisation of 𝐶 by 𝑊 . We observe that the inclusion 𝑊 → 𝐶 is a fibration of
the Joyal model category structure (because it is a pull-back of such a thing).
Therefore, if ever 𝐶 is an∞-category, so is𝑊 . We will say that𝑊 is saturated
if𝑊 = 𝑊 .
Remark 7.1.6. The functor 𝜏(𝐶) → ho(𝑊−1𝐶) exhibits ho(𝑊−1𝐶) as the lo-
calisation of the ordinary category 𝜏(𝐶) by the class of maps𝑊1 as considered
in Definition 2.2.8 (this is seen directly, by inspection of the universal proper-
ties). In particular, given a small category𝐶 and a set of maps𝑊 in𝐶, seen as a
simplicial subset of Sk1 (𝑁 (𝐶)), there is a canonical equivalence of categories

ho(𝑊−1𝑁 (𝐶)) ≃ 𝑊−1𝐶 ,

where the right hand side is the ordinary localisation of𝐶 by𝑊 . However, even
in this case, there is no reason why the canonical functor

𝑊−1𝑁 (𝐶) → ho(𝑊−1𝑁 (𝐶)) ≃ 𝑁 (𝑊−1𝐶)

would be an equivalence of ∞-categories. In fact, the localisation 𝑊−1𝑁 (𝐶)
often has much better properties than the ordinary one.

Proposition 7.1.7. The functor 𝛾op : 𝐶op → (𝑊−1𝐶)op is the localisation of
𝐶op by𝑊op.

Proof This is for the equality Hom𝑊op (𝐶op, 𝐷) = Hom𝑊 (𝐶, 𝐷op)op. □

Proposition 7.1.8. Let 𝑓 : 𝐶 → 𝐶′ be a weak categorical equivalence. For
any simplicial subset𝑊 ⊂ 𝐶, the localisation of 𝐶′ by 𝑓 (𝑊) is the localisation
of 𝐶 by𝑊 .

Proof The maps 𝑓 induces an equivalence of∞-categories

Hom(𝐶′, 𝐷) ≃ Hom(𝐶, 𝐷)

which restricts to an equivalence of∞-categories

Hom 𝑓 (𝑊 ) (𝐶
′, 𝐷) ≃ Hom𝑊 (𝐶, 𝐷)

for any∞-category 𝐷. □

Remark 7.1.9. Assume that a universeU is given. Let𝑊 ⊂ 𝐶 be an inclusion of
U-small simplicial sets, and let 𝛾 : 𝐶 → 𝑊−1𝐶 be the associated localisation.
Then the functor

𝛾∗ : Hom(𝑊−1𝐶op, S) → Hom(𝐶op, S)

is fully faithful. Furthermore, its essential image consists of those presheaves
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𝐹 : 𝐶op → S such that, for any map 𝑢 : 𝑥 → 𝑦 in 𝑊 , the induced map
𝑢∗ : 𝐹 (𝑦) → 𝐹 (𝑥) is invertible in S.

Indeed, by definition, the functor 𝛾∗ defines an equivalence of∞-categories

Hom(𝑊−1𝐶op, S) ≃ Hom𝑊op (𝐶op, S) .

Since the functor 𝛾∗ has adjoints, these properties may be translated as follows.
for any presheaf 𝐺 on 𝑊−1𝐶, the unit map 𝐺 → 𝛾∗𝛾∗ (𝐺) is invertible, ans
so is the co-unit map 𝛾!𝛾∗ (𝐺) → 𝐺. For a presheaf 𝐹 on 𝐶 which sends the
maps of𝑊 to invertible maps, the co-unit map 𝛾∗𝛾∗ (𝐹) → 𝐹 and the unit map
𝐹 → 𝛾∗𝛾! (𝐹) are invertible (simply because the restriction of 𝛾! and of 𝛾∗ to
Hom𝑊op (𝐶op, S) are adjoints of the equivalence of ∞-categories induced by
functor 𝛾∗).

Proposition 7.1.10. For any inclusion of simplicial sets 𝑊 ⊂ 𝐶, the localisa-
tion functor 𝛾 : 𝐶 → 𝑊−1𝐶 is both final and cofinal.

Proof We may assume that𝐶 is U-small for some universe U. For any functor
𝐹 : 𝑊−1𝐶op → S, since 𝛾∗ is fully faithful, by Remark 7.1.9, we have an
isomorphism 𝐹 ≃ 𝛾∗𝛾∗ (𝐹), hence an invertible map

lim←−− 𝐹 ≃ lim←−− 𝛾∗𝛾
∗ (𝐹) ≃ lim←−− 𝛾

∗ (𝐹)

in S. By virtue of Theorem 6.4.5, this shows that 𝛾 is final. Proposition 7.1.7
ensures that we can apply the above to 𝛾op, hence 𝛾 is cofinal as well. □

Proposition 7.1.11. We consider a universe U. Let 𝑊 ⊂ 𝐶 be an inclusion of
U-small simplicial sets. We consider a functor 𝑓 : 𝐶 → 𝑋 , where 𝑋 is small
∞-category. Then 𝑓 exhibits 𝑋 as the localisation of 𝐶 by𝑊 if and only if the
following three conditions are verified.

(a) The functor 𝑓 sends the maps of𝑊 on invertible maps of 𝑋 .
(b) The functor 𝑓 is essentially surjective.
(c) The functor 𝑓 ∗ induces an equivalence of∞-categories

𝑓 ∗ : Hom(𝑋op, S) ∼−→ Hom𝑊op (𝐶op, S) .

Proof It is clear that conditions (a), (b) and (c) are verified whenever 𝑓 is
the localisation of 𝐶 by 𝑊 (see Remark 7.1.4 for condition (b)). To prove the
converse, we consider the localisation functor 𝛾 : 𝐶 → 𝑊−1𝐶. Condition (a)
implies that there exists a functor 𝑔 : 𝑊−1𝐶 → 𝑋 such that 𝑔𝛾 is isomorphic
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to 𝑓 . We thus have the following commutative diagram (up to 𝐽-homotopy)

Hom(𝑋op, S) Hom(𝑊−1𝐶op, S)

Hom𝑊op (𝐶op, S)

𝑔∗

𝑓 ∗ 𝛾∗

in which both 𝛾∗ and 𝑓 ∗ are equivalences of ∞-categories, by condition (c).
Therefore, the functor 𝑔∗ is an equivalence of ∞-categories. This implies that
its left adjoint 𝑔! is an equivalence of ∞-categories as well. In particular, the
functor 𝑔! is fully faithful, hence the functor 𝑔 is fully faithful, by Proposition
6.1.15. Since 𝑓 is essentially surjective, by condition (b), so is 𝑔. Therefore,
the functor 𝑔 is an equivalence of ∞-categories. Hence, in the commutative
triangle (up to 𝐽-homotopy)

Hom(𝑋, 𝐷) Hom(𝑊−1𝐶, 𝐷)

Hom𝑊 (𝐶, 𝐷)

𝑔∗

𝑓 ∗ 𝛾∗

the functors 𝑔∗ and 𝛾∗ are equivalences of ∞-categories for any ∞-category
𝐷. □

Proposition 7.1.12. Let 𝑝 : 𝐴 → 𝐵 be an inner fibration between ∞-
categories. We assume that 𝑝 is proper or smooth, and that, for any object
𝑏 of 𝐵, the fibre 𝐴𝑏 = 𝑝−1 (𝑏) is weakly contractible. Then, for any Cartesian
square of∞-categories

𝐴′ 𝐴

𝐵′ 𝐵

𝑢

𝑝′ 𝑝

𝑣

the functor 𝑝′ exhibits 𝐵′ as the localisation of 𝐴′ by the set of maps whose
image in 𝐵′ are identities.

Proof We shall prove the case where 𝑝 is proper, the case where 𝑝 is smooth
being deduced by duality. We may assume that 𝐴 and 𝐵 are U-small for
some universe U. Since the properties of being proper and of having weakly
contractible fibres is closed under pull-backs, it is sufficient to prove that 𝑝
exhibits 𝐵 as a localisation of 𝐴. We first prove that the functor

𝑝∗ : Hom(𝐵op, S) → Hom(𝐴op, S)

is fully faithful. By virtue of Theorem 6.4.13, for any presheaf 𝐹 on 𝐵, and for
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any object 𝑏 of 𝐵, the evaluation of the unit map

𝐹 → 𝑝∗𝑝
∗ (𝐹)

at 𝑏 is isomorphic to the unit map

𝐹 (𝑏) → lim←−−
𝑎∈𝐴op

𝑏

𝐹 (𝑏) .

To prove that the latter is invertible, by Theorem 6.4.5, it is sufficient to prove
that the unique map 𝐴𝑏 → Δ0 is final, which may be seen as a very special
case of Corollary 4.4.31, for instance.

Let 𝑊 = ∪𝑏∈𝐵0
𝐴𝑏 ⊂ 𝐴. If a presheaf 𝐹 on 𝐴 sends the maps of 𝑊 to

invertible maps in S, then, for each object 𝑏 of 𝐵, the restriction of 𝐹 to 𝐴𝑏 is
locally constant (i.e. sends all maps of 𝐴𝑏 to invertible maps of S). But, since
the weak homotopy type of 𝐴𝑏 is the point, the map 𝐴𝑏 → Δ0 is a localisation.
Let us put 𝐹|𝐴𝑏 = 𝑗∗ (𝐹), with 𝑗 : 𝐴𝑏 → 𝐴 the inclusion. The above implies
that, for any choice of an object 𝑥 in 𝐴𝑏, 𝐹|𝐴𝑏 is equivalent to the constant
presheaf with value 𝐹 (𝑥). Furthermore, the diagram

Δ0 𝑥−→ 𝐴𝑏 → Δ0

induces a diagram

𝐹 (𝑥) → lim←−−
𝑎∈𝐴op

𝑏

𝐹|𝐴𝑏 → 𝐹 (𝑥)

whose composition is the identity of 𝐹 (𝑥) and in which the first map is invert-
ible, by applying condition (d) of Theorem 6.4.5 to the final map 𝐴𝑏 → Δ0.
This implies that the evaluation at an object 𝑎 of 𝐴 of the co-unit map

𝑝∗𝑝∗ (𝐹) → 𝐹

is invertible whenever 𝐹 belongs to Hom𝑊op (𝐴op, S): using Theorem 6.4.13,
we see that it is isomorphic to the invertible map

(𝑝∗𝑝∗ (𝐹)) (𝑎) = 𝑝∗ (𝐹) (𝑝(𝑎)) ≃ lim←−−
𝑥∈𝐴op

𝑝 (𝑎)

𝐹|𝐴𝑝 (𝑎) → 𝐹 (𝑎)

induced by 𝑎 : Δ0 → 𝐴𝑝 (𝑎) (applying what precedes for 𝑥 = 𝑎 and 𝑏 = 𝑝(𝑎)).
This shows that the essential image of the functor 𝑝∗ is exactly the subcategory
Hom𝑊op (𝐴op, S). The functor 𝑝 is also essentially surjective: each fibre 𝐴𝑏
is weakly contractible, hence non-empty. Proposition 7.1.11 thus ends the
proof. □
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Proposition 7.1.13. Let 𝐼 be a finite set, and 𝑊𝑖 ⊂ 𝐶𝑖 , 𝑖 ∈ 𝐼, a collection of
inclusions of simplicilal sets. Let us assume that, for any object 𝑥 in some 𝐶𝑖 ,
the identity of 𝑥 belongs to𝑊𝑖 . We thus have the localisation

𝛾𝑖 : 𝐶𝑖 → 𝑊−1𝑖 𝐶𝑖

of 𝐶𝑖 by𝑊𝑖 for each 𝑖. Then the product map∏
𝑖∈𝐼

𝛾𝑖 :
∏
𝑖∈𝐼

𝐶𝑖 →
∏
𝑖∈𝐼

𝑊−1𝑖 𝐶𝑖

is the localisation of
∏
𝑖∈𝐼 𝐶𝑖 by

∏
𝑖∈𝐼𝑊𝑖 .

Proof By an obvious induction, it is sufficient to consider the case where
𝐼 = {1, 2}. Let us put 𝐶 = 𝐶1 × 𝐶2 and 𝑊 = 𝑊1 ×𝑊2. We have the canonical
isomorphism

Hom(𝑊−11 𝐶1 ×𝑊−12 𝐶2, 𝐷) ≃ Hom(𝑊−11 𝐶1,Hom(𝑊−12 𝐶2, 𝐷)) .

Since the functor Hom(𝑊−11 𝐶1,−) preserves∞-categories, we have an equiv-
alence of∞-categories

Hom(𝑊−11 𝐶1,Hom(𝑊−12 𝐶2, 𝐷)) → Hom(𝑊−11 𝐶1,Hom𝑊2
(𝐶2, 𝐷))

Composing with the equivalence of∞-categories

Hom(𝑊−11 𝐶1,Hom𝑊2
(𝐶2, 𝐷)) → Hom𝑊1

(𝐶1,Hom𝑊2
(𝐶2, 𝐷)) ,

we see that 𝛾 = 𝛾1 × 𝛾2 induces an equivalence of∞-categories

Hom(𝑊−11 𝐶1,Hom(𝑊−12 𝐶2, 𝐷)) → Hom𝑊1
(𝐶1,Hom𝑊2

(𝐶2, 𝐷)) .

On the other hand, since 𝑊1 and 𝑊2 contain all identities, all maps in 𝑊 can
be obtained as the diagonal of a commutative square of the following form.

(𝑥1, 𝑥2) (𝑦1, 𝑥2)

(𝑥1, 𝑦2) (𝑦1, 𝑦2)

( 𝑓1 ,1𝑥2 )

(1𝑥1 , 𝑓2 ) (1𝑦1 , 𝑓2 )
( 𝑓1 ,1𝑦2 )

As a consequence, the canonical isomorphism

Hom(𝐶1 × 𝐶2, 𝐷) ≃ Hom(𝐶1,Hom(𝐶2, 𝐷))

induces a canonical isomorphism

Hom𝑊 (𝐶, 𝐷) ≃ Hom𝑊1
(𝐶1,Hom𝑊2

(𝐶2, 𝐷))

for any∞-category 𝐷. □
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Proposition 7.1.14. Let 𝑓 : 𝐴 → 𝐵 be a functor between ∞-categories,
equipped with a right adjoint 𝑔 : 𝐵→ 𝐴. We suppose that there are simplicial
subset 𝑉 ⊂ 𝐴 and 𝑊 ⊂ 𝐵 such that 𝑓 (𝑉) ⊂ 𝑊 and 𝑔(𝑊) ⊂ 𝑉 . Then there
exists commutative diagrams up to 𝐽-equivalence of the form

𝐴 𝐵

𝑉−1𝐴 𝑊−1𝐵

𝑓

𝑓

and
𝐵 𝐴

𝑊−1𝐵 𝑉−1𝐴

𝑔

𝑔

in which the vertical maps are the localisation functors, and such that 𝑓 and 𝑔
canonically form an adjoint pair.

Proof LetHom𝑊
𝑉 (𝐴, 𝐵) be the full subcategory ofHom(𝐴, 𝐵) which consists

of functors 𝜑 : 𝐴→ 𝐵 such that 𝜑(𝑉) ⊂ 𝑊 . There is a canonical functor of the
form below.

Hom𝑊
𝑉 (𝐴, 𝐵) → Hom𝑉 (𝐴,𝑊

−1𝐵) ∼←− Hom(𝑉−1𝐴,𝑊−1𝐵)

Therefore, given any functors 𝑓0, 𝑓1 : 𝐴→ 𝐵 such that 𝑓𝑖 (𝑉) ⊂ 𝑊 for 𝑖 = 0, 1,
we have canonical commutative squares up to 𝐽-homotopy of the form

𝐴 𝐵

𝑉−1𝐴 𝑊−1𝐵

𝑓𝑖

𝑓 𝑖

for 𝑖 = 0, 1. Moreover, any natural transformation ℎ : 𝑓0 → 𝑓1 determines
canonically a natural transformation ℎ : 𝑓 0 → 𝑓 1 which is compatible with
ℎ via the commutative square above. Moreover, the assignment ℎ ↦→ ℎ is
functorial; in particular, it is compatible with composition. This proposition
thus follows from the characterisation of adjunctions given by condition (v) of
Theorem 6.1.23. □

Remark 7.1.15. Let𝑊 ⊂ 𝐶 be an inclusion of simplicial sets, equipped with the
associated localisation functor 𝛾 : 𝐶 → 𝑊−1𝐶. If 𝑒 is a final (or initial) object of
𝐶, then 𝛾(𝑒) is a final (or initial) object of𝑊−1𝐶. Indeed, 𝛾(𝑒) : Δ0 → 𝑊−1𝐶

is the composition of the final (or cofinal) map 𝑒 : Δ0 → 𝐶 and of the map 𝛾,
which is both final and cofinal, by Proposition 7.1.10.

Corollary 7.1.16. Let 𝐶 be an∞-category with finite products, equipped with
a simplicial subset 𝑊 ⊂ 𝐶. We assume that 𝑊 contains all the identities of 𝐶,
and that the product functor

× : 𝐶 × 𝐶 → 𝐶



7.1 Localisation 329

sends 𝑊 ×𝑊 into 𝑊 . Then the localisation of 𝐶 by 𝑊 has finite products and
the localisation functor 𝛾 : 𝐶 → 𝑊−1𝐶 commutes with finite products.

Proof As explained in the above remark, we already know that the final object
of 𝐶 is sent to a final object of 𝑊−1𝐶. By an easy induction, we see that it
is thus sufficient to prove that 𝐶 has binary products. The product functor is
the right adjoint of the diagonal functor 𝐶 → 𝐶 × 𝐶. Therefore, this corollary
follows straight away from Propositions 7.1.13 and 7.1.14. □

Proposition 7.1.17. Let𝐶 be an∞-category equipped with a simplicial subset
𝑊 ⊂ 𝐶. Any right adjoint (or left adjoint) of the localisation functor 𝛾 : 𝐶 →
𝑊−1𝐶 is fully faithful.

Proof We may assume that 𝐶 is U-small for some universe U. If 𝛾 has a right
adjoint 𝑣, then, by virtue of Theorem 6.1.23, the functor

𝛾∗ : Hom(𝑊−1𝐶op, S) → Hom(𝐶op, S)

is isomorphic to 𝑣!. Therefore, since 𝛾∗ is fully faithful, so is 𝑣!. By virtue of
Proposition 6.1.15, this shows that 𝑣 is fully faithful. The case of a left adjoint
of 𝛾 follows from the case of a right adjoint, by Proposition 7.1.7. □

Proposition 7.1.18. Let 𝑢 : 𝐴 → 𝐵 be a functor between ∞-categories which
has a fully faithful right adjoint 𝑣 : 𝐵 → 𝐴. Let 𝑊 = 𝑘 (𝐵) ×𝐵 𝐴 be the
subcategory of maps of 𝐴 which become invertible in 𝐵. Then the functor 𝑢
exhibits 𝐵 as the localisation of 𝐴 by𝑊 .

Proof We may assume that 𝐴 and 𝐵 are U-small for some universe U. Let
𝛾 : 𝐴→ 𝑊−1𝐴 be the localisation of 𝐴 by𝑊 . For any presheaf 𝐹 : 𝐵op → S,
the functor 𝑢∗ (𝐹) belongs to Hom𝑊op (𝐴op, S). Furthermore, since 𝑢 is a left
adjoint of 𝑣, condition (vii) of Theorem 6.1.23 tells us that we have a functorial
identification 𝑢∗ (𝐹) ≃ 𝑣! (𝐹). In other words, by Remark 7.1.9, the following
map is invertible.

𝑣! (𝐹) → 𝛾∗𝛾!𝑣! (𝐹) .

Since, by virtue of Proposition 6.1.15, the unit map 𝐹 → 𝑣∗𝑣! (𝐹) is invertible,
and since 𝑣∗𝛾∗ = (𝛾𝑣)∗, this shows that the unit map

𝐹 → (𝛾𝑣)∗ (𝛾𝑣)! (𝐹)

is invertible. In other words, the functor 𝛾𝑣 is fully faithful, by Proposition
6.1.15. On the other hand, the functor 𝛾𝑣 is essentially surjective: for any object
𝑎 of 𝐴, the unit map 𝑎 → 𝑣𝑢(𝑎) belongs to 𝑊 , for its image by 𝑢 is a section
of the invertible co-unit map 𝑢𝑣𝑢(𝑎) → 𝑢(𝑎). Therefore, the functor 𝛾𝑣 is an
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equivalence of categories. Since there is an invertible map 𝑢𝑣 ≃ 1𝐴, we deduce
that the functors 𝛾𝑣𝑢 and 𝛾 are isomorphic. Therefore, for any ∞-category 𝐷,
the triangle

Hom(𝑊−1𝐴, 𝐷) Hom(𝐵, 𝐷)

Hom𝑊 (𝐴, 𝐷)

𝑣∗𝛾∗

𝑢∗

commutes up to 𝐽-homotopy, and the horizontal maps as well as the slanted map
of the left hand side are equivalences of∞-categories. Therefore, the functor 𝑢
exhibits 𝐵 as the localisation of 𝐴 by𝑊 . □

7.2 Calculus of fractions

The aim of this chapter is to provide tools to compute localisations of ∞-
categories. We fix a universe U.

7.2.1. Let𝑊 ⊂ 𝐶 be an inclusion of U-small simplicial sets, and

𝛾 : 𝐶 → 𝑊−1𝐶

the corresponding localisation functor. For convenience, we assume that 𝐶 is
an∞-category, and that the embedding𝑊 → 𝐶 is an isofibration (in particular,
𝑊 is an∞-category as well).

Definition 7.2.2. Let 𝑥 be an object of𝐶. A putative right calculus of fractions
at the object 𝑥 is a functor 𝜋(𝑥) : 𝑊 (𝑥) → 𝐶 with the following properties:

(a) 𝑊 (𝑥) is a U-small simplicial set with a final object 𝑥0 whose image by
𝜋(𝑥) is 𝑥.

(b) the image by 𝜋(𝑥) of any map 𝑧0 → 𝑥0 in𝑊 (𝑥) lies in𝑊 .

Example 7.2.3. There is always a minimal putative right calculus of fractions
at an object 𝑥, which consists to put 𝑊 (𝑥) = Δ0 and 𝜋(𝑥) = 𝑥. There is a
maximal one which consists to pick the full subcategory𝑊 (𝑥) of 𝐶//𝑥 whose
objects correspond to all possible maps of the form 𝑠 : 𝑧 → 𝑥 in𝑊 ; the functor
𝜋(𝑥) is then the composition of the inclusion𝑊 (𝑥) ⊂ 𝐶//𝑥 with the canonical
projection from 𝐶//𝑥 to 𝐶.

Definition 7.2.4. A functor 𝐹 : 𝐶 → S is𝑊-local if it sends the maps of𝑊 to
invertible maps of S.

Let 𝑝 : 𝑋 → 𝐶 be a morphism of simplicial sets. We say that 𝑝 is 𝑊-local
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if there exists a 𝑊-local functor 𝐹 : 𝐶 → S classifying a left fibration with
U-small fibres 𝑞 : 𝑌 → 𝐶, as well as a cofinal map 𝑖 : 𝑋 → 𝑌 such that 𝑞𝑖 = 𝑝.

Remark 7.2.5. Let𝑊 = 𝛾−1 (𝑘 (𝑊−1𝐶)) be the saturation of𝑊 in the sense of
Remark 7.1.5. If a functor 𝐹 : 𝐶 → S is 𝑊-local, then it is 𝑊-local: indeed,
such a functor 𝐹 is equivalent to the composition of the localisation functor
𝛾 with a a functor from 𝑊−1𝐶 to S. Therefore, a morphism of simplicial sets
𝑝 : 𝑋 → 𝐶 is𝑊-local if and only if it is𝑊-local.

Definition 7.2.6. A right calculus of fractions at an object 𝑥 of 𝐶 is a putative
right calculus of fractions at 𝑥, with the property that the map 𝜋(𝑥) : 𝑊 (𝑥) → 𝐶

is𝑊-local.
A right calculus of fractions of 𝑊 in 𝐶 is the data of right calculus of

fractions 𝜋(𝑥) : 𝑊 (𝑥) → 𝐶 at 𝑥, for each object 𝑥 of 𝐶.
A left calculus of fractions of𝑊 in 𝐶 is a right calculus of fractions of𝑊op

in 𝐶op.

7.2.7. From now on, we fix a right calculus of fractions𝑊 (𝑥) at a given object
𝑥 of 𝐶. We thus have a functor 𝜋(𝑥) : 𝑊 (𝑥) → 𝐶, which induces a functor

(7.2.7.1) 𝜋(𝑥)! : Hom(𝑊 (𝑥), S) → Hom(𝐶, S)

Since this functor commutes with colimits, while the map 𝑊 (𝑥)/𝑥0 → 𝑊 (𝑥)
is a trivial fibration, applying Proposition 6.2.13 for 𝐴 = 𝑊 (𝑥)op, we see that
𝜋(𝑥)! sends the final object 𝑒 to the following functor (where the colimit is
indexed by (𝑊 (𝑥)/𝑥0)op, the objects of which we consider as maps of the form
𝑠0 : 𝑧0 → 𝑥0, whose images by 𝜋(𝑥) are denoted by 𝑠 : 𝑧 → 𝑥):

(7.2.7.2) 𝜋(𝑥)! (𝑒) =
(
𝑦 ↦→ lim−−→

𝑠0:𝑧0→𝑥0
Hom𝐶 (𝑧, 𝑦)

)
.

We observe that the property that 𝜋(𝑥) is 𝑊-local precisely means that the
functor 𝜋(𝑥)! (𝑒) is𝑊-local.

Theorem 7.2.8. If there is a right calculus of fractions at 𝑥, then there is a
canonical equivalence, functorially in 𝑦:

lim−−→
𝑠0:𝑧0→𝑥0

Hom𝐶 (𝑧, 𝑦) ≃ Hom𝑊−1𝐶 (𝛾(𝑥), 𝛾(𝑦)) .

Proof By virtue of Remark 7.2.5, we may assume, without loss of generality,
that 𝑊 is saturated in the sense of Remark 7.1.5 (without changing 𝑊 (𝑥)).
We shall say that a morphism 𝑢 : 𝐹 → 𝐺 of Hom(𝐶, S) is a 𝑊-equivalence
if its image 𝛾! (𝑢) : 𝛾! (𝐹) → 𝛾! (𝐺) is invertible in Hom(𝑊−1𝐶, S). Since
the 𝑊-local functors form the essential image of the functor 𝛾∗, applying the
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Yoneda Lemma to Hom(𝑊−1𝐶, S), we see that a morphism 𝑢 as above is a
𝑊-equivalence if and only if, for any𝑊-local functor Φ : 𝐶 → S, the induced
map

𝑢∗ : Hom(𝐺,Φ) → Hom(𝐹,Φ)

is invertible. By Proposition 7.1.18, the functor 𝛾! exhibits the ∞-category of
functors Hom(𝑊−1𝐶, S) as the localisation of Hom(𝐶, S) by the subcategory
of𝑊-equivalences.

The above also applies to the localisation 𝑊−1𝑊 = Ex∞ (𝑊). In particular,
one may see the∞-category Hom(𝑊−1𝑊, S) as the localisation of Hom(𝑊, S)
by the 𝑊-equivalences. Furthermore, if 𝑖 : 𝑊 → 𝐶 is the inclusion map, the
induced restriction functor

𝑖∗ : Hom(𝐶, S) → Hom(𝑊, S)

preserves𝑊-local objects. Therefore, its left adjoint

𝑖! : Hom(𝑊, S) → Hom(𝐶, S)

preserves𝑊-equivalences. Furthermore, since𝑊 is saturated, we observe that
the image of 𝜋(𝑥) in 𝐶 lies in 𝑊 . There is thus a unique map 𝑞 : 𝑊 (𝑥) → 𝑊

such that 𝑖𝑞 = 𝜋(𝑥). Therefore, the functor 𝑥0 : Δ0 → 𝑊 (𝑥) defines a map

ℎ𝑊op (𝑥) → 𝑞! (𝑒)

in Hom(𝑊, S). One shows that this is a𝑊-equivalence as follows. We have to
show that its image in Hom(𝑊−1𝑊, S) is invertible. But, since right fibrations
are conservative, it follows from Corollary 6.5.9 that the colimit functor

lim−−→ : Hom(𝑊−1𝑊, S) → S

is conservative. Our claim thus follows from the fact that the map 𝑥0 : Δ0 →
𝑊 (𝑥) is final, using condition (b) of Theorem 6.4.5. Applying the functor 𝑖!,
this provides a canonical 𝑊-equivalence ℎ𝐶op (𝑥) → 𝜋(𝑥)! (𝑒). In other words,
applying the functor 𝛾! gives an invertible map

ℎ𝑊−1𝐶op (𝛾(𝑥)) = 𝛾! (ℎ𝐶op (𝑥)) ≃ 𝛾!𝜋(𝑥)! (𝑒) .

On the other hand, since 𝜋(𝑥)! (𝑒) is𝑊-local, the unit map

𝜋(𝑥)! (𝑒) → 𝛾∗𝛾!𝜋(𝑥)! (𝑒)

is invertible. We thus have

𝜋(𝑥)! (𝑒) ≃ 𝛾∗ℎ𝑊−1𝐶op (𝛾(𝑥))

which really is a reformulation of the theorem, by Formula (7.2.7.2). □
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Corollary 7.2.9. If there is a right calculus of fractions 𝑊 (𝑥) at 𝑥, then there
is a canonical equivalence of the form

lim−−→
𝑠0:𝑧0→𝑥0

𝐹 (𝑧) ≃ 𝛾! (𝐹) (𝛾(𝑥))

for all presheaves 𝐹 : 𝐶op → S (where the colimit is indexed by𝑊 (𝑥)op).

Proof Since the functors

𝐹 ↦→ lim−−→
𝑠0:𝑧0→𝑥0

𝐹 (𝑧) and 𝐹 ↦→ 𝐹 (𝑥)

commute with colimits, and since any presheaf is a colimit of representable
presheaves (Corollary 6.2.16), it is sufficient to restrict ourselves to the case
where 𝐹 is representable. Since 𝛾! (ℎ𝐶 (𝑦)) ≃ ℎ𝑊−1𝐶 (𝛾(𝑦)), this is then a
reformulation of Theorem 7.2.8. □

Remark 7.2.10. The weak homotopy type corresponding to the colimit object
lim−−→𝑠0:𝑧0→𝑥0

Hom𝐶 (𝑧, 𝑦) of S may be described as follows. Assuming that a
putative right Calculus of fractions 𝜋(𝑥) : 𝑊 (𝑥) → 𝐶 is choosen at 𝑥, we put:

(7.2.10.1) Span𝑊 (𝑥, 𝑦) = 𝐶//𝑦 ×𝐶 𝑊 (𝑥) .

(we observe that this is in fact an homotopy pull-back, by Corollary 5.3.6, and
that we could have choosen 𝐶/𝑦 instead of 𝐶//𝑦, by Proposition 4.2.9). Since
𝑥0 is a final object in 𝑊 (𝑥), and since the projection of 𝐶//𝑥 to 𝐶 is a right
fibration, there is a functor 𝑤 : 𝑊 (𝑥) → 𝐶//𝑥 which sends 𝑥0 to 1𝑥 such
that 𝜋(𝑥) is the composition of 𝑤 and of the projection from 𝐶//𝑥 → 𝐶. This
defines a functor from Span𝑊 (𝑥, 𝑦) to 𝐶//𝑦 ×𝐶 𝐶//𝑥 whose image may be
described as the subcategory of the ∞-category Hom(Λ2

0, 𝐶) whose objects
correspond to the functors Λ2

0 → 𝐶 of the form

(7.2.10.2)
𝑧

𝑥 𝑦

𝑠 𝑓

in which (𝑧, 𝑠) belongs to the image of 𝑤, so that, in particular, the map 𝑠

is in 𝑊 (in the case of the maximal putative right calculus of fractions at
𝑥, this fully determines Span𝑊 (𝑥, 𝑦), but not in general). By virtue of the
dual version of Proposition 6.4.8, the evaluation of 𝜋(𝑥)! (𝑒) : 𝐶 → S at
𝑦 is the Span𝑊 (𝑥, 𝑦)-indexed colimit of the constant functor with value the
terminal object 𝑒. In other words, by Proposition 6.1.14, the evaluation of
𝜋(𝑥)! (𝑒) : 𝐶 → S at 𝑦 corresponds to the weak homotopy type of Span𝑊 (𝑥, 𝑦).
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By the preceding theorem, the right calculus of fractions at 𝑥 thus provides a
canonical isomorphism

(7.2.10.3) Ex∞ (Span𝑊 (𝑥, 𝑦)) ≃ 𝑊−1𝐶 (𝛾(𝑥), 𝛾(𝑦))

in the homotopy category ho(sSet). In particular, by Propositions 3.1.31 and
3.7.2, the right calculus of fractions at 𝑥 implies that, for any object 𝑦 of 𝐶, we
have a canonical bĳection of the form

(7.2.10.4) 𝜋0
(
Span𝑊 (𝑥, 𝑦)

)
≃ Homho(𝑊−1𝐶 ) (𝛾(𝑥), 𝛾(𝑦))

which assigns to a span of the form (7.2.10.2) the map 𝛾( 𝑓 )𝛾(𝑠)−1.

7.2.11. When we have a right calculus of fractions, one may deduce from the
preceding remark a description of ho(𝑊−1𝐶) by a right calculus of fractions
in the ordinary sense as follows.

We define two parallel maps 𝑓 , 𝑔 : 𝑥 → 𝑦 to be𝑊-homotopic is they become
equal in ho(𝑊−1𝐶). The relation of being 𝑊-homotopic is an equivalence
relation on Homho(𝐶 ) (𝑥, 𝑦) which is compatible with composition, hence there
is a unique functor

(7.2.11.1) 𝑞 : ho(𝐶) → 𝜋(𝐶)

which is the identity on object, such that, for each pair of objects 𝑥 and 𝑦 in
ho(𝐶), the induced map

Homho(𝐶 ) (𝑥, 𝑦) → Hom𝜋 (𝐶 ) (𝑥, 𝑦)

is the quotient ofHomho(𝐶 ) (𝑥, 𝑦) by the relation of𝑊-homotopy. The canonical
functor from ho(𝐶) to ho(𝑊−1𝐶) factors canonically through a faithful functor

(7.2.11.2) 𝛾 : 𝜋(𝐶) → ho(𝑊−1𝐶)

We define 𝜋(𝑊) to be the set of maps obtained as the maps which are images
of elements of𝑊 in 𝜋(𝐶).

Corollary 7.2.12. If there is a right calculus of fractions of𝑊 in𝐶, then the set
of maps 𝜋(𝑊) satisfies the axioms for a right calculus of fractions in the usual
sense of Gabriel and Zisman.1 Furthermore, the functor (7.2.11.2) exhibits
ho(𝑊−1𝐶) as the localisation of 𝜋(𝐶) by 𝜋(𝑊).

Proof The last assertion is immediate, and is only stated for the record. By
definition, the first assertion means that the following conditions are satisfied.

(1) All identities are in𝑊 .
1 The axioms are recalled in the proof.



7.2 Calculus of fractions 335

(2) For any diagram 𝑦′
𝑔
−→ 𝑦

𝑡←− 𝑥 in 𝜋(𝐶), with 𝑡 ∈ 𝜋(𝑊), there is a
commutative square in 𝜋(𝐶) of the form

𝑥′ 𝑥

𝑦′ 𝑦

𝑓

𝑠 𝑡

𝑔

with 𝑠 ∈ 𝜋(𝑊).

(3) For any parallel morphisms 𝑓 , 𝑔 : 𝑥 → 𝑦 in 𝜋(𝐶), if 𝑡 : 𝑦 → 𝑦′ is a
map in 𝜋(𝑊) such that 𝑡 𝑓 = 𝑓 𝑔, there exists a map 𝑠 : 𝑥′ → 𝑥 such that
𝑓 𝑠 = 𝑔𝑠.

Property (1) follows from the existence of a right calculus of fractions for 𝑊 .
Since the functor 𝛾 is faithful, Properties (2) and (3) follow straight away from
the fact that, by virtue of the bĳection (7.2.10.4), any map in ho(𝑊−1𝐶) may
be written as 𝑞( 𝑓 )𝑞(𝑠)−1, where 𝑓 : 𝑧 → 𝑦 is any map in 𝜋(𝐶), and 𝑠 : 𝑧 → 𝑥

is an element of𝑊 . □

Remark 7.2.13. In practice, one can describe the relation of W-homotopy above
as the more concrete path-homotopy relation. See Proposition 7.6.14 below.

Definition 7.2.14. Let 𝐹 be a set of maps in 𝐶.
We say that 𝐹 is closed under compositions if all identites of 𝐶 are in 𝐹 and

if, for composable maps 𝑢 : 𝑥 → 𝑦 and 𝑣 : 𝑦 → 𝑧 in 𝐹, any composition of 𝑢
and 𝑣 is in 𝐹.

We say that 𝐹 is closed under pull-backs if the following properties are
verified.

(a) For any map 𝑓 : 𝑥 → 𝑦 in 𝐹, and for any map 𝑣 : 𝑦′ → 𝑦 in 𝐶, there
exists a Cartesian square of the form

𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑓 ′ 𝑓

𝑣

such that 𝑓 ′ belongs to 𝐹.
(b) Any map isomorphic to an element of 𝐹 in Hom(Δ1, 𝐶) belongs to 𝐹.

Lemma 7.2.15. Let 𝑣 : 𝑦′ → 𝑦 be a map in 𝐶. We denote by 𝑣! : 𝐶/𝑦′ → 𝐶/𝑦
any choice of functor encoding compsition by 𝑣 (e.g., one may construct 𝑣! by
composing the functor 𝐶/𝑣 → 𝐶/𝑦 with some section of the trivial fibration
𝐶/𝑣 → 𝐶/𝑦′). If the pull-back of 𝑓 along any map of codomain 𝑦 exists in 𝐶,
then, for any map 𝑣 : 𝑦′ → 𝑦 in 𝐹, and any object 𝑥 of 𝐶, the induced functor

𝑣! ×𝐶 1𝐶/𝑥 : 𝐶/𝑦′ ×𝐶 𝐶/𝑥 → 𝐶/𝑦 ×𝐶 𝐶/𝑥
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has a right adjoint, which we can describe as follows. It sends an object (𝑧, 𝑠, 𝑓 ),
of 𝐶/𝑦 ×𝐶 𝐶/𝑥, seen as a diagram

𝑧

𝑥 𝑦

𝑠 𝑓

to the object (𝑧′, 𝑠′, 𝑓 ′) obtained by forming the Cartesian square

𝑧′ 𝑧

𝑦′ 𝑦

𝑤

𝑓 ′ 𝑓

𝑣

and by choosing a composition 𝑠′ of 𝑠 and 𝑤.

Proof Since the Yoneda embedding is fully faithful, continuous, and compat-
ible with slices, we see that proving the lemma for Hom(𝐶op, S) implies that
it holds for 𝐶 itself. In other words, we may assume, without loss of general-
ity, that 𝐶 has finite products and pull-backs. We observe then that there is a
canonical equivalence of∞-categories

𝐶/𝑦 ×𝐶 𝐶/𝑥 ≃ 𝐶/𝑥 × 𝑦

over 𝐶 × 𝐶. Replacing 𝑣 by 1𝑥 × 𝑣 : 𝑥 × 𝑦′ → 𝑥 × 𝑦, we see that we may
assume that 𝑥 is the final object. We are thus reduced to prove that the functor
𝑣! : 𝐶/𝑦′ → 𝐶/𝑦 has a right adjoint, which follows from Theorem 6.6.9. □

Theorem 7.2.16. If𝑊 is closed under compositions and under pull-backs, then
there is a right calculus of fractions of𝑊 in 𝐶, defined by the maximal putative
right calculus of fractions (see Example 7.2.3).

Proof We fix an object 𝑥 of 𝐶. We let 𝑊 (𝑥) be the maximal putative right
calculus of fractions at 𝑥: the full subcategory of 𝐶/𝑥 whose objects are the
couples (𝑧, 𝑠 : 𝑧 → 𝑥) with 𝑠 in𝑊 .

Let 𝑣 : 𝑦′ → 𝑦 be a map in𝑊 . With the notations of the previous lemma, we
have a functor

𝑣! : 𝐶/𝑦′ → 𝐶/𝑦

which encodes the operation of composing with 𝑣, and we know that the induced
functor

𝑣! ×𝐶 1𝐶/𝑥 : 𝐶/𝑦′ ×𝐶 𝐶/𝑥 → 𝐶/𝑦 ×𝐶 𝐶/𝑥

has a right adjoint. The explicit description of the latter shows that, when we
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restricts ourselves to the subcategories in the diagram

𝑣! ×𝐶 1𝑊 (𝑥 ) : 𝐶/𝑦′ ×𝐶 𝑊 (𝑥) → 𝐶/𝑦 ×𝐶 𝑊 (𝑥) ,

we still get a functor with a right adjoint (it might help to replace 𝐶/𝑧 by 𝐶//𝑧
though). But functors with right adjoints are cofinal, by Corollary 6.1.13, hence
are weak homotopy equivalences.This means that the functor 𝜋(𝑥)! (𝑒) sends 𝑣
to an invertible map of S. Therefore, the map 𝜋(𝑥) : 𝑊 (𝑥) → 𝐶 is𝑊-local for
any object 𝑥. □

Remark 7.2.17. Under the form given by Corollary 7.2.9, the previous theorem
can be found in one of Hoyois’papers [Hoy17, Prop. 3.4]. Under the form
of Formula (7.2.10.3), this can also be found in the work of Nuiten [Nui16,
Cor. 3.14].

Corollary 7.2.18. Let us assume that there is a subcategory𝑊 ′ of𝑊 which is
closed under compositions and under pull-backs, and such that the saturation
of 𝑊 ′ in 𝐶 contains 𝑊 (see Remark 7.1.5). Then there is a right calculus of
fractions of𝑊 in 𝐶

Proof Since𝑊 and𝑊 ′ have the same saturation in 𝐶, the localisation by𝑊 ′
coincides with the localisation by𝑊 , so that any calculus of fractions of𝑊 ′ in
𝐶 is also a calculus of fractions of 𝑊 in 𝐶. We may thus apply the preceding
theorem to𝑊 ′. □

Definition 7.2.19. We say that 𝑊 has the 2-out-of-3 property, if, for any
commutative triangle of 𝐶

𝑦

𝑥 𝑧

𝑔

ℎ

𝑓

in which two maps among 𝑓 , 𝑔 and ℎ are in𝑊 , then so is the third.

Definition 7.2.20. A class of trivial fibrations (with respect to 𝑊) is a set of
maps 𝐹 in 𝐶 such that:

(a) 𝐹 ⊂ 𝑊 ;
(b) 𝐹 is closed under compositions and under pull-backs (in particular, all

isomorphisms are in 𝐹).
(c) For any map 𝑓 : 𝑥 → 𝑦 in 𝑊 , there exists commutative triangles of the

form
𝑥

𝑥 𝑧 𝑦

𝑓
𝑠

𝑞𝑝



338 Homotopical algebra

with 𝑝 and 𝑞 in 𝐹.

The elements of 𝐹 will often be called trivial fibrations (although this notion
depends on the choice of 𝐹).

Remark 7.2.21. The existence of a class of trivial fibrations implies that there
is a right calculus of fractions, by Corollary 7.2.18.

Definition 7.2.22. A map 𝑝 : 𝑦′ → 𝑦 in 𝐶 is𝑊-local if, for any map 𝑓 : 𝑡 → 𝑦

and any element 𝑣 : 𝑡′ → 𝑡 of𝑊 , one can form the following Cartesian squares
in 𝐶

𝑠′ 𝑠 𝑦′

𝑡′ 𝑡 𝑦

𝑞′

𝑢

𝑞

𝑓 ′

𝑝

𝑣 𝑓

in such a way that the map 𝑢 belongs to𝑊 .

Remark 7.2.23. In the case where𝑊 contains all the identities (which is implied
by the existence of a (putative) right calculus of fractions), one can form the pull-
back of a𝑊-local map along any map: this is because, in the above definition,
we are then allowed to consider the case where 𝑣 is the identity of 𝑡. One then
checks immediately that the set of𝑊-local maps is closed under compositions
and under pull-backs.
Remark 7.2.24. In the case where 𝐶 is the nerve of a small category, the
notion of category with weak equivalences and a class of trivial fibrations has
been introduced by Horel [Hor16] under the name of partial Brown categories.
Similarly, the following theorem as well as its proof are extensions of statements
and proofs that Weiss made in [Wei99] in the setting of Waldhausen categories
with functorial cylinder objects.

Theorem 7.2.25. Let us assume that there is a class of trivial fibrations with
respect to𝑊 . We fix a class 𝐹 of𝑊-local maps and we denote, for each object
𝑥 of 𝐶, by 𝐶 (𝑥) the full subcategory of the slice 𝐶/𝑥 with objects the maps
𝑝 : 𝑦→ 𝑥 that belong to 𝐹. We also assume the following properties:

(i) any trivial fibration belongs to 𝐹;
(ii) for any map 𝑝 : 𝑥 → 𝑦 in 𝐹 and any trivial fibration 𝑞 : 𝑦→ 𝑧, the map

𝑞𝑝 : 𝑥 → 𝑧 is in 𝐹;
(iii) for any object 𝑥, the full subcategory 𝑊 (𝑥) of 𝐶 (𝑥) spanned by trivial

fibrations of codomain 𝑥 forms a right calculus of fractions at (𝑥, 1𝑥) in
𝐶 (𝑥) with respect to the class of maps whose image through the forgetful
functor 𝐶 (𝑥) ⊂ 𝐶/𝑥 → 𝐶 belong to𝑊 .



7.2 Calculus of fractions 339

Then, for any Cartesian square in 𝐶 of the form

(7.2.25.1)
𝑠 𝑦′

𝑡 𝑦

𝑞

𝑓 ′

𝑝

𝑓

in which the map 𝑝 is in 𝐹, the square

(7.2.25.2)
𝛾(𝑠) 𝛾(𝑦′)

𝛾(𝑡) 𝛾(𝑦)

𝛾 (𝑞)

𝛾 ( 𝑓 ′ )

𝛾 (𝑝)
𝛾 ( 𝑓 )

is Cartesian in𝑊−1𝐶.

Proof By Remark 6.6.11, the image of the Cartesian square (7.2.25.1) by
the Yoneda embedding of 𝐶 may be realized as a Cartesian square of the
contravariant model category structure over 𝐶 of the form

(7.2.25.3)
𝐶/𝑠 𝐶/𝑦′

𝐶/𝑡 𝐶/𝑦

𝑞!

𝑓 ′!

𝑝!

𝑓!

in which all maps are right fibrations (and each structural map of the form
𝐶/𝑐 → 𝐶 is a right fibration whose domain has a final object which is sent to 𝑐
in 𝐶). Each object 𝑥 of 𝐶, will be equipped with the right calculus of fractions
𝑊 (𝑥) associated to some choice of a class of trivial fibrations, i.e., which
consists of the full subcategory of 𝐶/𝑥 whose objects are the pairs (𝑧, 𝑠), with
𝑠 : 𝑧 → 𝑥 a trivial fibration. Pulling-back along the map 𝜋(𝑥) : 𝑊 (𝑥) → 𝐶, we
thus get a Cartesian square over𝑊 (𝑥) of the form

(7.2.25.4)
𝑊 (𝑥)/𝑠 𝑊 (𝑥)/𝑦′

𝑊 (𝑥)/𝑡 𝑊 (𝑥)/𝑦

𝑞!

𝑓 ′!

𝑝!

𝑓!

(in which we have put𝑊 (𝑥)/𝑐 = 𝐶/𝑐 ×𝐶 𝑊 (𝑥)). By virtue of the interpretation
of Theorem 7.2.8 made in Remark 7.2.10, it is sufficient to prove that diagram
(7.2.25.4) is homotopy Cartesian in the Kan-Quillen model category structure.
For this purpose, we shall apply the dual version of Proposition 4.6.11 to the
functor 𝑝! : 𝑊 (𝑥)/𝑦′ → 𝑊 (𝑥)/𝑦. In other words, we have to give ourselves a
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map 𝑤 : 𝑎0 → 𝑎1 in𝑊 (𝑥)/𝑦 and see that pulling back along the induced functor

(7.2.25.5) 𝑤! : (𝑊 (𝑥)/𝑦)/𝑎0 → (𝑊 (𝑥)/𝑦)/𝑎1

gives a weak homotopy equivalence of the form

(7.2.25.6) 𝑤! : (𝑊 (𝑥)/𝑦′ )/𝑎0 → (𝑊 (𝑥)/𝑦′ )/𝑎1 .

Such a map 𝑤 corresponds essentially to a commutative diagram in 𝐶, of the
form

(7.2.25.7)
𝑧0 𝑦

𝑥 𝑧1

𝑔0

𝑠0
𝑤

𝑔1

𝑠1

such that 𝑠0 and 𝑠1 are trivial fibrations. We form the following Cartesian
squares.

𝑧′0 𝑧′1 𝑦′

𝑧0 𝑧1 𝑦

𝑝0

𝑤′

𝑝1

𝑔′1

𝑝

𝑤 𝑔1

Using right caclculus of fractions at (𝑥, 1𝑥) in 𝐶 (𝑥) (under the form of
equivalence (7.2.10.3)), we observe that, for each 𝑖 = 0, 1, the ∞-category
(𝑊 (𝑥)/𝑦′ )/𝑎𝑖 has the weak homotopy type of the mapping space of maps from
(𝑥, 1𝑥) to (𝑧′

𝑖
, 𝑠𝑖 𝑝𝑖) in the localization of 𝐶 (𝑥). In other words, it suffices to

know that 𝑤′ induces an isomorphism in the localization 𝐶 (𝑥). But, since 𝑝 is
𝑊-local, the map 𝑤′ is a weak equivalence. □

7.3 Constructions of limits

7.3.1. Given a small category 𝐼 and a functor 𝐹 : 𝐼 → Cat, one can form
the Grothendieck construction 𝑝𝐹 :

∫
𝐹 → 𝐼 as follows. The objects of the

category
∫
𝐹 are pairs (𝑖, 𝑥) where 𝑖 is an object of 𝐼, and 𝑥 is an object of

𝐹 (𝑖). Morphisms (𝑖, 𝑥) → ( 𝑗 , 𝑦) are pairs (𝑢, 𝑣), where 𝑢 : 𝑖 → 𝑗 is a map
in 𝐼, and 𝑣 : 𝐹 (𝑢) (𝑥) → 𝑦 is a map in 𝐹 ( 𝑗). The composition of two maps
(𝑢0, 𝑣0) : (𝑖0, 𝑥0) → (𝑖1, 𝑥1) and (𝑢1, 𝑣1) : (𝑖1, 𝑥1) → (𝑖2, 𝑥2) is given by

(𝑢1, 𝑣1) ◦ (𝑢0, 𝑣0) = (𝑢1𝑢0, 𝑣1𝐹 (𝑢1) (𝑣0)) .

The functor 𝑝 :
∫
𝐹 → 𝐼 is defined by 𝑝(𝑖, 𝑥) = 𝑖 on objects and by 𝑝(𝑢, 𝑣) = 𝑢

on morphisms. We observe that, for any functor 𝜑 : 𝐽 → 𝐼 we have a canonical
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Cartesian square of the following form, where 𝜑∗ (𝐹) = 𝐹𝜑.

(7.3.1.1)

∫
𝜑∗ (𝐹)

∫
𝐹

𝐽 𝐼

𝑝𝜑∗ (𝐹) 𝑝𝐹

𝜑

In particular, for any object 𝑖 of 𝐼, there is the canonical Cartesian square below,
where 𝑒 denotes the final category.

(7.3.1.2)
𝐹 (𝑖)

∫
𝐹

𝑒 𝐼

𝑝𝐹

𝑖

Proposition 7.3.2. The morphism 𝑁 (𝑝𝐹) : 𝑁 (
∫
𝐹) → 𝑁 (𝐼) is proper.

Proof Since this is the nerve of a functor, this is an inner fibration between
∞-categories. We shall prove that condition (ii) of Theorem 4.4.36 is satisfied.
Let 𝑖 be an object of 𝐼. We write 𝐹/𝑖 for the composition of 𝐹 with 𝐼/𝑖 → 𝐼.
Since the nerve functor commutes with the formation of slices and preserves
adjunctions, it is sufficient to prove that the canonical functor

𝐹 (𝑖) →
∫

𝐹/𝑖

is final. By virtue of the dual version of Corollary 6.1.13, it is sufficient to prove
that it has a left adjoint. An object of

∫
𝐹/𝑖 is a triple ( 𝑗 , 𝛼, 𝑥), where 𝛼 : 𝑗 → 𝑖

is a map of 𝐼, and 𝑥 is an object of 𝐹 ( 𝑗). We define a functor
∫
𝐹/𝑖 → 𝐹 (𝑖) by

sending ( 𝑗 , 𝛼, 𝑥) to 𝐹 (𝛼) (𝑥). The unit map is

(𝛼, 1𝐹 (𝛼) (𝑥 ) ) : ( 𝑗 , 𝛼, 𝑥) → (𝑖, 1𝑖 , 𝐹 (𝛼) (𝑥))

and the co-unit map is the identity. □

7.3.3. For a small category 𝐴 and a presheaf of sets 𝐹 on 𝐴, on associates
the category of elements 𝐴/𝐹; see Definition 1.1.7. Since this construction is
functorial, for any functor 𝐹 : 𝐼 → Hom(𝐴op, Set), we obtain a functor

𝐴/𝐹 : 𝐼 → Cat , 𝑖 ↦→ 𝐴/𝐹 (𝑖) .

There is a canonical functor

(7.3.3.1) 𝜋𝐹 :

∫
𝐴/𝐹 → 𝐴/lim−−→ 𝐹

defined as follows. We let ℓ𝑖 : 𝐹 (𝑖) → lim−−→ 𝐹 be the canonical map, for each
object 𝑖 of 𝐼. The objects of

∫
𝐴/𝐹 are triples (𝑖, 𝑎, 𝑠), where 𝑖 is an object of 𝐼,
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𝑎 is an object of 𝐴, and 𝑠 ∈ 𝐹 (𝑎). Morphisms (𝑖, 𝑎, 𝑠) → ( 𝑗 , 𝑏, 𝑡) are couples
(𝑢, 𝑣), where 𝑢 : 𝑖 → 𝑗 is a map in 𝐼, while 𝑣 : 𝑎 → 𝑏 is a map in 𝐴 such that
𝑣∗ (𝑡) = 𝑠. The functor 𝜋𝐹 is defined by 𝜋𝐹 (𝑖, 𝑎, 𝑠) = (𝑎, ℓ𝑖 (𝑠)) on objects and
by 𝜋𝐹 (𝑢, 𝑣) = 𝑣 on maps.

Proposition 7.3.4. The functor 𝑁 (𝜋𝐹) : 𝑁 (
∫
𝐴/𝐹) → 𝑁 (𝐴/lim−−→ 𝐹) is smooth.

Proof We may assume that 𝐴/lim−−→ 𝐹 = 𝐴: since (𝐴/lim−−→ 𝐹)/(𝐹 (𝑖), ℓ𝑖) ≃
𝐴/𝐹 (𝑖) for all 𝑖, we may replace 𝐴 by 𝐴/lim−−→ 𝐹. This mainly simplifies no-
tations. Let 𝑎0 be an object of 𝐴. As in the proof of the preceding proposition,
we observe that it is sufficient to prove that the fully faithful functor

𝜋−1𝐹 (𝑎0) → 𝑎0\
( ∫

𝐴/𝐹
)
, (𝑖, 𝑎, 𝑠) ↦→ (𝑖, 𝑎, 𝑠, 1𝑎0 )

has a right adjoint. The fibre 𝜋−1
𝐹
(𝑎0) may be identified with the Grothendieck

construction associated with the functor 𝑖 ↦→ 𝐹 (𝑖) (𝑎0) (where we consider sets
as categories in which all maps are identities). The objects of 𝑎0\(

∫
𝐴/𝐹) may

be described as 4-tuples (𝑖, 𝑎, 𝑠, 𝑓 ), where (𝑖, 𝑎, 𝑠) is an object of
∫
𝐴/𝐹, while

𝑓 : 𝑎0 → 𝑎 is a morphism in 𝐴. The right adjoint sends such an object (𝑖, 𝑎, 𝑠, 𝑓 )
to (𝑖, 𝑎0, 𝑓 ∗ (𝑠)). The co-unit is given by the map (1𝑖 , 𝑓 ) : (𝑖, 𝑎0, 𝑓 ∗ (𝑠), 1𝑎0 ) →
(𝑖, 𝑎, 𝑠, 𝑓 ). □

Proposition 7.3.5. We fix a universe U. Let 𝐴 and 𝐼 be U-small categories,
and 𝐹 : 𝐼 → Hom(𝐴op, Set) a functor taking its values in U-small presheaves
of sets. We assume that one of the following three conditions are satisfied.

(a) The category 𝐼 is discrete.
(b) We have 𝑁 (𝐼) = Λ2

0, and the map 𝐹 (0) → 𝐹 (1) is a monomorphism.
(c) The category 𝐼 is filtered.

We consider an∞-category 𝐶 with U-small limits, and a functor

Φ : 𝑁 (𝐴/lim−−→ 𝐹)op → 𝐶 .

For each object 𝑖 of 𝐼, we write Φ𝑖 = ℓ∗𝑖 (Φ) = Φ |𝐴/𝐹 (𝑖)op , where ℓ𝑖 : 𝐴/𝐹 (𝑖) →
𝐴/lim−−→ 𝐹 is the canonical functor. Then the assignment 𝑖 ↦→ lim←−−Φ𝑖 extends
naturally to a functor 𝑁 (𝐼)op → 𝐶 such that there is a canonical invertible
map of the form

lim←−−
𝑥∈𝐴/lim−→𝐹op

Φ(𝑥) ≃ lim←−−
𝑖∈𝑁 (𝐼 )op

lim←−−
𝑥∈𝑁 (𝐴/𝐹 (𝑖) )op

Φ𝑖 (𝑥) .

Proof Let Ψ = 𝑁 (𝑝𝐴/𝐹)∗ (𝑁 (𝜋𝐹)∗ (Φ)). Since, by Proposition 7.3.2, the map
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𝑁 (𝑝𝐴/𝐹) is proper, we can apply Theorem 6.4.13 to the Cartesian square

𝑁 (𝐴/𝐹 (𝑖)) 𝑁 (
∫
𝐴/𝐹)

Δ0 𝑁 (𝐼)

𝑁 (𝑝𝐴/𝐹 )

and deduce that there are canonical isomorphisms of the form

Ψ(𝑖) ≃ lim←−−
𝑥∈𝑁 (𝐴/𝐹 (𝑖) )op

Φ𝑖 (𝑥) .

There is a canonical map

lim←−−Φ→ lim←−− 𝑁 (𝜋𝐹)
∗ (Φ) ≃ lim←−− 𝑁 (𝑝𝐴/𝐹)∗𝑁 (𝜋𝐹)

∗ (Φ) = lim←−−Ψ .

By Theorem 6.4.5, to finish the proof, it is sufficient to check that the map
𝑁 (𝜋𝐹) is final. Since, by virtue of Proposition 7.3.4, it is smooth, Propositions
7.1.12 and 7.1.10 show that it is sufficient to prove that the fibres of 𝑁 (𝜋𝐹) are
weakly contractible. Let 𝑥 = (𝑎, 𝑠) be an object of 𝐴/lim−−→ 𝐹. We shall describe
the fibre 𝜋−1

𝐹
(𝑥). This is where we have to go case by case. However, whenever

𝑥 is fixed we observe that 𝜋−1
𝐹
(𝑥) is isomorphic to the fibre at 𝑥 of the map

𝜋𝐹 (𝑎) :
∫
𝐹 (𝑎) → lim−−→𝐼

𝐹 (𝑎) (where we see sets as categories in which the only
maps are identities). In other words, to do these computations, we may assume
that 𝐴 is the final category, and thus that 𝐹 takes its values in the category of
U-small sets. In particular, we shall drop 𝐴 and 𝑎 from the notations below,
and thus identify 𝑥 = 𝑠.

If 𝐼 is discrete, then the functor 𝜋𝐹 is an isomorphism. In particular, the
nerve of its fibre at 𝑥 is isomorphic to Δ0, which is obviously contractible.

If 𝑁 (𝐼) = Λ2
0, and if 𝐹 (0) → 𝐹 (1) is a monomorphism, we have two cases

to consider. We have a coCartesian square in the category of presheaves of sets
on 𝐴 of the following form, where the horizontal maps will be considered as
inclusions.

𝐹 (0) 𝐹 (1)

𝐹 (2) lim−−→ 𝐹

If 𝑥 belongs to the set 𝐹 (2), then (2, 𝑥) is a final object of 𝜋−1
𝐹
(𝑥): one may

identify the nerve of 𝜋−1
𝐹
(𝑥) with (⨿𝐸Δ0) ∗Δ0, where 𝐸 is the fibre of the map

𝐹 (0) → 𝐹 (2) at 𝑥. If 𝑥 does not belong to the set 𝐹 (2), then, since the induced
map

𝐹 (1) \ 𝐹 (0) → lim−−→ 𝐹 \ 𝐹 (2)
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is bĳective, the only object of 𝜋−1
𝐹
(𝑥) is (1, 𝑥), and this identifies the nerve of

𝜋−1
𝐹
(𝑥) with Δ0.

It remains to consider the case where 𝐼 is filtered. One then observes by
direct inspection that the fibre 𝜋−1

𝐹
(𝑥) itself is filtered. Finally, we remark that

the nerve of any small filtered category 𝐽 is weakly contractible: since 𝐽 is the
𝐽-indexed colimit of its slices, for any finite partially ordered set 𝐸 , any functor
𝐸 → 𝐽 factors through some slice 𝐽/ 𝑗 , so that Lemma 4.3.15 proves that the
nerve of 𝐽 is weakly contractible. □

Remark 7.3.6. The previous proposition may be applied in situations where
the functor 𝐹 is not given explicitly. In fact, in practice, this is the functor 𝐴/𝐹
that will be given. To see that this will be harmless, we first observe that there
is a canonical isomorphism

lim−−→ 𝐴/𝐹 ≃ 𝐴/lim−−→ 𝐹

(i.e., the functor 𝐴/(−) commutes with colimits). In other words, the proposition
above is about computing limits indexed by certain colimits of small categories.
Recall that the nerve of a functor between small categories 𝑢 : 𝐴→ 𝐵 is a right
fibration if and only if, for any object 𝑎 of 𝐴, the induced map 𝐴/𝑎 → 𝐵/𝑢(𝑎) is
an isomorphism of categories (this follows right away from Proposition 4.1.2).
In this case there is a unique presheaf of sets 𝐹 on 𝐵 such that 𝐴 ≃ 𝐵/𝐹 over 𝐵:
one defines 𝐹 (𝑏) as the fibre of 𝑢 at 𝑏, which is then always a discrete category,
hence a set. In this case, we say that 𝑢 is a discrete fibration, or a Grothendieck
fibration with discrete fibres. We may consider functors 𝐺 : 𝐼 → Cat/𝐴 such
that, for each object 𝑖 of 𝐼, the structural map 𝐺 (𝑖) → 𝐴 is a discrete fibration.
These are isomorphic to functors of the form 𝐴/𝐹 (𝑖) as above. We let the reader
reformulate the preceding proposition directly in terms of the functor 𝐺.

7.3.7. Let 𝐴 be a small category. We consider a décalage on 𝐴, that is an object
𝜔, a functor 𝐷 : 𝐴→ 𝐴, equipped with two natural transformations (where 𝜔
also stands for the constant functor with value 𝜔)

(7.3.7.1) 1𝐴
𝜂
−→ 𝐷

𝜋←− 𝜔 .

We also consider a categorical realisation of this décalage, by which we mean
a functor 𝑖 : 𝐴→ Cat with the following properties.

(i) For any object 𝑎 of 𝐴, the category 𝑖(𝑎) comes equipped with a specified
final object 𝑒𝑎.

(ii) For any object 𝑎 of 𝐴, the map 𝑖(𝜂𝑎) : 𝑖(𝑎) → 𝑖(𝐷 (𝑎)) is a sieve, i.e., it
is a discrete fibration which is injective on objects.2

2 Alternatively, one may also see sieves as those functors 𝑗 :𝑈 → 𝑉 which are injective on
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(iii) For any map 𝑓 : 𝑎 → 𝑏 in 𝐴, the commutative square

(7.3.7.2)
𝑖(𝑎) 𝑖(𝐷 (𝑎))

𝑖(𝑏) 𝑖(𝐷 (𝑏))

𝑖 (𝜂𝑎 )

𝑖 ( 𝑓 ) 𝑖 (𝐷 ( 𝑓 ) )
𝑖 (𝜂𝑏 )

is Cartesian.
(iv) For any object 𝑎 of 𝐴, the commutative square

(7.3.7.3)
∅ 𝑖(𝜔)

𝑎 𝑖(𝐷 (𝑎))

𝑖 (𝜋𝑎 )
𝑖 (𝜂𝑎 )

is Cartesian.

Given any small category𝐶, one may form the presheaf 𝑖∗𝐶 = HomCat (𝑖(−), 𝐶),
and there is a canonical functor

(7.3.7.4) 𝜏𝐶 : 𝐴/𝑖∗𝐶 → 𝐶

defined on object by 𝜏𝐶 (𝑎, 𝑢) = 𝑢(𝑒𝑎). Given a map 𝑓 : (𝑎, 𝑢) → (𝑏, 𝑣) in
𝐴/𝑖∗𝐶, there is a map 𝑖( 𝑓 ) (𝑒𝑏) → 𝑒𝑎 whose image by 𝑢 is the definition of
𝜏𝐶 ( 𝑓 ).

Proposition 7.3.8. Under the hypothesis of the above, for any small category
𝐶, the nerve of the functor 𝜏𝐶 : 𝐴/𝑖∗𝐶 → 𝐶 is proper with contractible fibres.
In particular, it is always final and cofinal.

Proof The last assertion follows from the first, by Propositions 7.1.12 and
7.1.10. We shall thus focus on the proof that 𝜏𝐶 is proper with contractible fibres.
For any object 𝑐 of the category 𝐶, we observe that the obvious commutative
square

𝐴/𝑖∗ (𝐶/𝑐) 𝐴/𝑖∗ (𝐶)

𝐶/𝑐 𝐶

𝜏𝐶/𝑐 𝜏𝐶

is Cartesian. Therefore, by virtue of Theorem 4.4.36, it is sufficient to prove that,
for any small category 𝐶 equipped with a final object 𝑒, the fibre 𝑁 (𝜏−1

𝐶
(𝑒)) is

contractible and the nerve of the inclusion 𝜏−1
𝐶
(𝑒) → 𝐴/𝑖∗𝐶 is final.

objects and fully faithful, with the additional property that a map 𝑓 : 𝑤→ 𝑣 in 𝑉 is in the
image of 𝑗 if and only if there exists an object 𝑢 in𝑈 such that 𝑗 (𝑢) = 𝑣.
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For this, we shall extend the décalage on 𝐴 to a décalage on 𝐴/𝑖∗𝐶. Given
an object 𝑎 of 𝐴 and a functor 𝑢 : 𝑖(𝑎) → 𝐶, we define

𝐷 (𝑢) : 𝑖(𝐷 (𝑎)) → 𝐶

as the unique functor such that 𝐷 (𝑢)𝑖(𝜂𝑎) = 𝑢, and such that 𝐷 (𝑢) (𝑥) = 𝑒 for
any object 𝑥 which does not belong to the image of 𝑖(𝜂𝑎). This makes sense
because of property (ii) above. The following diagram commutes (where we
also write 𝑒 for any constant functor with value 𝑒).

𝑖(𝑎) 𝑖(𝐷 (𝑎)) 𝑖(𝜔)

𝐶

𝑖 (𝜂𝑎 )

𝑢
𝐷 (𝑢)

𝑖 (𝜋𝑎 )

𝑒

because of property (iv). Property (iii) ensures that, for any map 𝑓 : (𝑎, 𝑢) →
(𝑏, 𝑣) in 𝐴/𝑖∗𝐶, the induced diagram

𝑖(𝐷 (𝑎)) 𝑖(𝐷 (𝑏))

𝐶

𝐷 (𝑢)

𝑖 (𝐷 ( 𝑓 ) )

𝐷 (𝑣)

commutes. In other words, we have defined a functor

𝐷𝐶 : 𝐴/𝑖∗𝐶 → 𝐴/𝑖∗𝐶
(𝑎, 𝑢) ↦→ (𝐷 (𝑎), 𝐷 (𝑢))

as well as natural tranformations

1𝐴/𝑖∗𝐶
𝜂
−→ 𝐷𝐶

𝜋←− (𝜔, 𝑒) .

We see that the full subcategory 𝜏−1
𝐶
(𝑒) of 𝐴/𝑖∗𝐶 is stable under the operator

𝐷𝐶 , which proves that 𝑁 (𝜏−1
𝐶
(𝑒)) is contractible.

Finally, let us consider an object 𝜉 = (𝑎0, 𝑢0) of 𝐴/𝑖∗𝐶, and form the
following Cartesian square.

𝜉\𝜏−1
𝐶
(𝑒) 𝜉\(𝐴/𝑖∗𝐶)

𝜏−1
𝐶
(𝑒) 𝐴/𝑖∗𝐶

It is sufficient to prove that the nerve of 𝜉\𝜏−1
𝐶
(𝑒) is contractible. Given a triple

(𝑎, 𝑢, 𝑓 ) corresponding to an object (𝑎, 𝑢) of 𝜏−1
𝐶
(𝑒), i.e., a functor of the form
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𝑢 : 𝑖(𝑎) → 𝐶 such that 𝑢(𝑒𝑎) = 𝑒, equipped with a map 𝑓 : 𝑎0 → 𝑎 such that
𝑢 ◦ 𝑖( 𝑓 ) = 𝑢0, one defines

𝐷 𝜉 (𝑎, 𝑢, 𝑔) = (𝐷 (𝑎), 𝐷 (𝑢), 𝜂𝑎 𝑓 ) .

Putting 𝐷 𝜉 (𝑔) = 𝐷 (𝑔) on morphisms, this defines a functor

𝐷 𝜉 : 𝜉\𝜏−1𝐶 (𝑒) → 𝜉\𝜏−1𝐶 (𝑒)

which comes equipped with natural transformations

1𝜉\𝜏−1
𝐶
(𝑒)

𝜂
−→ 𝐷 𝜉

𝐷 ( 𝑓 )
←−−−− (𝐷 (𝑎0), 𝐷 (𝑢0), 𝜂𝑎0 ) .

This shows that the nerve of 𝜉\𝜏−1
𝐶
(𝑒) is contractible. □

Corollary 7.3.9. For any small category 𝐶, there is a canonical functor 𝜏𝐶 :

ΔΔΔ/𝑁 (𝐶) → 𝐶 whose nerve is proper with contractible fibres, hence is both
final and cofinal.

Proof We observe that the functor 𝐷 ( [𝑛]) = [𝑛] ∗ [0] = [𝑛 + 1] can be
naturally extended to a décalage on ΔΔΔ with 𝜔 = [0]. We conclude by applying
the preceding proposition in the case where 𝐴 = ΔΔΔ and 𝑖 : 𝐴 → Cat is the
inclusion (so that 𝑖∗ = 𝑁 is the nerve functor). □

Let ΔΔΔ+ be the subcategory of ΔΔΔ with the same objects, but with the strictly
increasing maps as morphisms. The preceding corollary has a version without
degeneracies.

Corollary 7.3.10. Let 𝑖 : ΔΔΔ+ → Cat be the inclusion functor. Evaluating at the
maximal elements defines, for any small category 𝐶, a functor 𝜏𝐶 : ΔΔΔ+/𝑖∗𝐶 →
𝐶 whose nerve is proper with contractible fibres, hence is both final and cofinal.

Proof The same décalage as in the previous corollary has the same conse-
quences for the same reasons. □

Proposition 7.3.11. For any small category 𝐴, the functor

Hom(𝐴op, Set) → sSet
𝐹 ↦→ 𝑁 (𝐴/𝐹)

commutes with colimits.

Proof Let 𝜏𝐴 : ΔΔΔ/𝑁 (𝐴) → 𝐴 be the functor defined by evaluating at maximal
elements. The induced functor

𝜏∗𝐴 : Hom(𝐴op, Set) → Hom((ΔΔΔ/𝑁 (𝐴))op, Set) ≃ sSet/𝑁 (𝐴)
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has a right adjoint and thus commutes with colimits. One checks that its com-
position with the obvious colimit preserving functor

sSet/𝑁 (𝐴) → sSet

is isomorphic to the functor 𝐹 ↦→ 𝑁 (𝐴/𝐹), hence the assertion. □

7.3.12. Let 𝐶 be a simplicial set, and 𝑊 ⊂ 𝐶. A weak localisation of 𝐶 by 𝑊
is a map 𝐶 → 𝐿 such that, for any inner anodyne extension 𝐿 → 𝐷 such that
𝐷 is an ∞-category, the composed map 𝐶 → 𝐷 is the localisation of 𝐶 by𝑊 .
For instance, if we form the push-out

(7.3.12.1)
𝑊 𝐶

Ex∞ (𝑊) Ex∞ (𝑊) ∪ 𝐶

the map 𝑓 : 𝐶 → 𝐿 = Ex∞ (𝑊) ∪ 𝐶 is a weak localisation of 𝐶 by 𝑊 ; see
the proof of Proposition 7.1.3. The unicity of localisations implies that, if
𝑓 ′ : 𝐶 → 𝐿′ is another weak localisation by𝑊 , any map 𝑙 : 𝐿 → 𝐿′ such that
𝑙 𝑓 = 𝑓 ′ is a weak categorical equivalence. We also observe that, if 𝐶 → 𝐿

is a weak localisation by 𝑊 , and if 𝑉 denotes the image of 𝑊 in 𝐿, then the
map 𝐿 → Ex∞ (𝑉) ∪ 𝐿 i a weak categorical equivalence. Indeed, for any inner
fibration 𝐿 → 𝐷 such that 𝐷 is an ∞-category, we have 𝑉 ⊂ 𝑘 (𝐷), so that
the localisation of 𝐷 by 𝑉 is equivalent to 𝐷. In other words, we obtain a
commutative diagram

(7.3.12.2)
𝐶 𝐿 𝐷

Ex∞ (𝑊) ∪ 𝐶 Ex∞ (𝑉) ∪ 𝐿 Ex∞ (𝑉) ∪ 𝐷

in which the maps on the bottom line, as well as the middle vertical map and the
right vertical map, are weak categorical equivalences, because the map from 𝐶

to any vertex of this diagram which is distinct from 𝐶 is a weak localisation by
𝑊 .

Lemma 7.3.13. Let 𝐼 be a small category, 𝐹, 𝐺 : 𝐼 → sSet be functors, and
𝛼 : 𝐹 → 𝐺 be a natural transformation. We suppose that there is a sub-functor
𝑊 ⊂ 𝐹 such that, for any object 𝑖 of 𝐼, the map 𝐹 (𝑖) → 𝐺 (𝑖) is a weak
localisation of 𝐹 (𝑖) by𝑊 (𝑖). We assume furthermore that one of the following
conditions are satisfied.

(a) The category 𝐼 is discrete.
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(b) We have 𝑁 (𝐼) = Λ2
0, the maps 𝐹 (0) → 𝐹 (1) and 𝐺 (0) → 𝐺 (1) are

inclusions, and𝑊 (0) = 𝐹 (0) ∩𝑊 (1).
(c) The category 𝐼 is filtered.

Then the map lim−−→ 𝐹 → lim−−→𝐺 is a weak localisation of lim−−→ 𝐹 by the image of
lim−−→𝑊 in lim−−→ 𝐹.

Proof Since the case where 𝐼 is empty is obvious, Case (a) follows straight
away from (b) and (c). Assuming that (c) holds, we proceed as follows. We
remark that, for any functor 𝑋 : 𝐼 → sSet, using the natural trivial cofibration
(3.1.22.5), we have a commutative diagram

lim−−→ 𝑋

lim−−→Ex∞ (𝑋) Ex∞ (lim−−→ 𝑋)

in which the slanted maps are weak homotopy equivalences, by Corollary
4.1.17. The horizontal map is thus an equivalence of ∞-groupoids. Let 𝑉 be
the image of 𝑊 in 𝐺. For each index 𝑖, the identity of 𝐺 (𝑖) exhibits 𝐺 (𝑖) as a
weak localisation by 𝑉 (𝑖) (because the 1-simplices of 𝑉 (𝑖) all are invertible in
𝜏(𝐺 (𝑖))). By virtue of Corollary 3.9.8, we now have the commutative diagram
below, in which the horizonal maps are weak categorical equivalences.

lim−−→(Ex∞ (𝑊) ∪ 𝐹) lim−−→(Ex∞ (𝑊)) ∪ (lim−−→ 𝐹) Ex∞ (lim−−→𝑊) ∪ (lim−−→ 𝐹)

lim−−→(Ex∞ (𝑉) ∪ 𝐺) lim−−→(Ex∞ (𝑉)) ∪ (lim−−→𝐺) Ex∞ (lim−−→𝑉) ∪ (lim−−→𝐺)

Furthermore, as seen at number 7.3.12, the maps

𝐺 (𝑖) → Ex∞ (𝑉 (𝑖)) ∪ 𝐺 (𝑖) ← Ex∞ (𝑊 (𝑖)) ∪ 𝐹 (𝑖)

are weak categorical equivalences for all 𝑖, hence so are the maps

lim−−→𝐺 → lim−−→(Ex∞ (𝑉) ∪ 𝐺) ← lim−−→(Ex∞ (𝑊) ∪ 𝐹) .

Since the map lim−−→ 𝐹 → Ex∞ (lim−−→𝑊) ∪ (lim−−→ 𝐹) is a weak localisation, this
proves the assertion of the lemma under assumption (c).

Under assumption (b), we proceed as follows. Given an ∞-category 𝐶, a
simplicial set 𝐴 and a simplicial subset𝑉 ⊂ 𝐴, recall that we writeHom𝑉 (𝐴,𝐶)
for the full subcategory of Hom(𝐴,𝐶) which sends the morphisms of 𝑉 to
invertible morphisms of 𝐶. The restriction functor along 𝐹 (0) ⊂ 𝐹 (1) induces
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an isofibration

Hom(𝐹 (1), 𝐶) → Hom(𝐹 (0), 𝐶) .

Therefore, since inner horn inclusions are bĳective on objects, we get an inner
fibration

Hom𝑊 (1) (𝐹 (1), 𝐶) → Hom𝑊 (0) (𝐹 (0), 𝐶) .

We also observe that if two maps 𝑓 , 𝑔 : 𝐴→ 𝐶 are isomorphic in Hom(𝐴,𝐶),
then 𝑓 belongs to Hom𝑉 (𝐴,𝐶) if and only if 𝑔 has the same property. This
implies that the inner fibration above is in fact an isofibration as well. The
assumption that𝑊 (0) = 𝐹 (0) ∩𝑊 (1) ensures that the induced map lim−−→𝑊 →
lim−−→ 𝐹 is a monomorphism. Furthermore the set of 1-simplices of lim−−→𝑊 consists
of the disjoint union of 𝑊 (2)1 with the complement of 𝑊 (0)1 in 𝑊 (1)1. The
pull-back square

Hom(lim−−→ 𝐹,𝐶) Hom(𝐹 (1), 𝐶)

Hom(𝐹 (2), 𝐶) Hom(𝐹 (0), 𝐶)

thus induces the pull-back square below.

Homlim−→𝑊 (lim−−→ 𝐹,𝐶) Hom𝑊 (1) (𝐹 (1), 𝐶)

Hom𝑊 (2) (𝐹 (2), 𝐶) Hom𝑊 (0) (𝐹 (0), 𝐶)

Hence the latter is homotopy Cartesian in the Joyal model structure. On the
other hand, we have a canonical homotopy Cartesian square of the following
form.

Hom(lim−−→𝐺,𝐶) Hom(𝐺 (1), 𝐶)

Hom(𝐺 (2), 𝐶) Hom(𝐺 (0), 𝐶)

Therefore, the equivalences of∞-categories

Hom(𝐺 (𝑖), 𝐶) → Hom𝑊 (𝑖) (𝐹 (𝑖), 𝐶)

induce an equivalence of∞-categories

Hom(lim−−→𝐺,𝐶) → Homlim−→𝑊 (lim−−→ 𝐹,𝐶) .
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This shows that lim−−→𝐺 is the weak localisation of lim−−→ 𝐹 by lim−−→𝑊 under as-
sumption (b). □

7.3.14. The maps

(7.3.14.1) 𝜏Δ𝑛 = 𝑁 (𝜏[𝑛]) : 𝑁 (ΔΔΔ/Δ𝑛) = 𝑁 (ΔΔΔ/𝑁 ( [𝑛])) → 𝑁 ( [𝑛]) = Δ𝑛

are functorial in Δ𝑛, and thus, by Proposition 7.3.11, extend uniquely to a
natural map

(7.3.14.2) 𝜏𝑋 : 𝑁 (ΔΔΔ/𝑋) → 𝑋 .

Let 𝑗 : ΔΔΔ+ → ΔΔΔ be the inclusion functor. Then, for any simplicial set 𝑋 , there
is a canonical inclusion ΔΔΔ+/ 𝑗∗ (𝑋) → ΔΔΔ/𝑋 , hence a canonical map

(7.3.14.3) 𝜏+,𝑋 : 𝑁 (ΔΔΔ+/ 𝑗∗𝑋) → 𝑋 .

We define
(7.3.14.4)

𝑊𝑋 =
⋃
𝑥∈𝑋0

𝜏−1𝑋 (𝑥) and 𝑊+,𝑋 =
⋃
𝑥∈𝑋0

𝜏−1+,𝑋 (𝑥) = 𝑊𝑋 ∩ 𝑁 (ΔΔΔ+/ 𝑗∗𝑋) .

Proposition 7.3.15. The functor 𝜏𝑋 : 𝑁 (ΔΔΔ/𝑋) → 𝑋 exhibits 𝑋 as the weak
localisation of 𝑁 (ΔΔΔ/𝑋) by𝑊𝑋. Similarly, the functor 𝜏+,𝑋 : 𝑁 (ΔΔΔ+/ 𝑗∗𝑋) → 𝑋

exhibits 𝑋 as a weak localisation of 𝑁 (ΔΔΔ+/ 𝑗∗𝑋) by𝑊+,𝑋.

Proof Since 𝜏 is a natural transformation between functors which preserve
colimits as well as monomorphisms, the class of simplicial sets 𝑋 such that 𝜏𝑋
and 𝜏+,𝑋 are a weak localisation by𝑊𝑋 and𝑊+,𝑋, respectively, is saturated by
monomorphisms, by the previous lemma. By virtue of Corollary 1.3.10, it is
sufficient to prove that this class contains Δ𝑛 for all 𝑛 ≥ 0, which follows right
away from Corollaries 7.3.9 and 7.3.10 for 𝐶 = [𝑛], by Proposition 7.1.12. □

Proposition 7.3.16. We fix a universe U. Let 𝐼 be a U-small category, and
𝑋 : 𝐼 → sSet a functor taking its values in U-small simplicial sets, with colimit
𝑌 = lim−−→ 𝑋 . We assume that one condition among the three following ones is
satisfied.

(a) The category 𝐼 is discrete. The simplicial set 𝑌 is then the sum of the
family (𝑋 (𝑖))𝑖∈𝐼 .

(b) We have 𝑁 (𝐼) = Λ2
0, and the map 𝑋 (0) → 𝑋 (1) is a monomorphism.

The simplicial set 𝑌 then fits in the following coCartesian square.

𝑋 (0) 𝑋 (1)

𝑋 (2) 𝑌
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(c) The category 𝐼 is filtered.

We consider an∞-category 𝐶 with U-small limits, and a functor

Φ : 𝑌op → 𝐶 .

For each object 𝑖 of 𝐼, we write Φ𝑖 = ℓ∗
𝑖
(Φ) = Φ |𝑋 (𝑖)op , where we denote by

ℓ𝑖 : 𝑋 (𝑖) → lim−−→ 𝑋 = 𝑌 the canonical map. Then the assignment 𝑖 ↦→ lim←−−Φ𝑖
extends naturally to a functor 𝑁 (𝐼)op → 𝐶 such that there is a canonical
invertible map of the form

lim←−−
𝑦∈𝑌op

Φ(𝑦) ≃ lim←−−
𝑖∈𝑁 (𝐼 )op

lim←−−
𝑥∈𝑋 (𝑖)op

Φ𝑖 (𝑥) .

Proof For any U-small simplicial set 𝐾 , we have a final functor

𝜏𝐾 : 𝑁 (ΔΔΔ/𝐾) → 𝐾 ,

by Proposition 7.3.15. Therefore, for any functor Ψ : 𝐾op → 𝐶, there is a
canonical equivalence lim←−−Ψ ≃ lim←−− 𝜏

∗
𝐾
Ψ, by Theorem 6.4.5. Therefore Propo-

sition 7.3.5 for 𝐴 = ΔΔΔ and 𝐹 = 𝑋 tells us that the assignment

𝑖 ↦→ lim←−−Φ𝑖 ≃ lim←−− 𝜏
∗
𝑋 (𝑖)Φ𝑖

can be promoted to a functor from 𝑁 (𝐼)op to 𝐶 such that we have

lim←−−
𝑦∈𝑌op

Φ(𝑦) ≃ lim←−− 𝜏
∗
𝑌Φ ≃ lim←−−

𝑖∈𝑁 (𝐼 )op

lim←−− 𝜏
∗
𝑋 (𝑖)Φ𝑖 ≃ lim←−−

𝑖∈𝑁 (𝐼 )op

lim←−−
𝑥∈𝑋 (𝑖)op

Φ𝑖 (𝑥) .

Hence the assertion. □

Corollary 7.3.17. Let 𝐶 be an ∞-category which has countable products as
well as pull-backs. Then it has limits of type 𝑁 (Z≥0) (where Z≥0 is the set of
non-negative integers, totally ordered in the usual sense). More precisely, for
any functor 𝑋 : 𝑁 (Z≥0)op → 𝐶, which one may see informaly as a diagram of
the form

(7.3.17.1) · · · → 𝑋𝑛+1
𝑝𝑛−−→ 𝑋𝑛 → · · · → 𝑋1

𝑝0−−→ 𝑋0 ,

there is a canonical Cartesian square of the following form in 𝐶,

(7.3.17.2)
lim←−− 𝑋

∏
𝑛≥0 𝑋𝑛

∏
𝑛≥0 𝑋𝑛+1

∏
𝑛≥0 𝑋𝑛+1 × 𝑋𝑛

(prn+1 ,prn )𝑛≥0∏
𝑛≥0 (1𝑋𝑛+1 , 𝑝𝑛 )

where the map pri :
∏
𝑛≥0 𝑋𝑛 → 𝑋𝑖 is the 𝑖-th projection.
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Proof Let 𝑌 be the union of the images of the maps 𝑢𝑖 : Δ1 → 𝑁 (Z≥0)
defined by 𝑢𝑖 (𝑡) = 𝑖 + 𝑡 for 𝑡 = 0, 1, with 𝑖 ≥ 0. The inclusion map

𝑌 → 𝑁 (Z≥0)

is a weak categorical equivalence:3 indeed, it is a filtered colimit of the weak
categorical equivalences provided by Proposition 3.7.4, so that we may apply
Corollary 3.9.8. Since any weak categorical equivalence is final, it is thus
sufficient to prove that𝐶 has limits of type𝑌 . By virtue of Theorem 1.3.8, there
is a canonical coCartesian square of the form∐

𝑦∈Σ 𝜕Δ
1 Sk0 (𝑌 )

∐
𝑦∈Σ Δ

1 𝑌

where Σ ≃ Z≥0 is the set of non-degenerate maps of the form 𝑓 : Δ1 →
𝑌 . Therefore, in the case where 𝐶 has U-small limits for some universe U,
Proposition 7.3.16 shows that we have a Cartesian square of the form (7.3.17.2).
In the general case, we may assume that 𝐶 is U-small. Then, for any tower of
maps of the form (7.3.17.1) in Hom(𝐶op, S), the limit fits in a Cartesian square
of the form (7.3.17.2). If, furthermore, all the presheaves 𝑋𝑛 are representable,
since, 𝐶 is assumed to have countable products as well as pull-backs, and since
the Yoneda embedding preserves limits, this shows that lim←−−𝑛≥0 𝑋𝑛 exists in 𝐶,
and that the latter is constructed with the pull-back square (7.3.17.2) in 𝐶. □

7.3.18. Let 𝐼 be a small category. We say that 𝐼 is cycle free if, for any object 𝑖
of 𝐼, any map of the form 𝑖 → 𝑖 is an identity.

An object 𝑖 of a cycle free category 𝐼 has finite length if there is an integer 𝑛
such that, for any finite sequence of maps of the form

𝑖0
𝑓1−−→ 𝑖1

𝑓2−−→ · · ·
𝑓𝑚−−→ 𝑖𝑚 = 𝑖 ,

in which none of the maps 𝑓𝑖 is an identity, we have 𝑚 ≤ 𝑛. If this is the case,
the smallest such integer 𝑛 is called the length of 𝑖 and is denoted by ℓ(𝑖).

Definition 7.3.19. A direct category is a small category 𝐼 which is cycle free
and whose objects all have finite length.

Example 7.3.20. The nerve of a small category 𝐼 is a finite simplicial set (i.e.,
has finitely many non-degenerate simplices) if and only if 𝐼 is finite and direct.
In particular, any finite partially ordered set 𝐼 is a direct category.
3 Hence the informal way of considering functors indexed by 𝑁 (Z≥0 )op as sequences of maps

as above is not that informal after all.
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Example 7.3.21. The property of being direct is local in the following sense: a
small category 𝐼 is direct if and only if the slice 𝐼/𝑖 is direct for any object 𝑖 of
𝐼. In particular, if 𝐼 is direct, for any discrete fibration 𝐽 → 𝐼, the category 𝐽
is direct. Therefore, since the category ΔΔΔ+ is direct (the length of [𝑛] is 𝑛), for
any simplicial set 𝑋 , the category ΔΔΔ+/ 𝑗∗𝑋 is direct as well.

Theorem 7.3.22. For an ∞-category 𝐶 and a universe U, the following con-
ditions are equivalent.

(i) The∞-category 𝐶 has U-small limits.
(ii) The ∞-category 𝐶 has limits of type 𝑁 (𝐼)op for any U-small direct

category 𝐼.
(iii) The∞-category𝐶 has limits of type 𝑁 (𝐼) for anyU-small direct category

𝐼.
(iv) The∞-category 𝐶 has U-small products as well as pull-backs.

Proof Since the categoryΔΔΔ+/ 𝑗∗𝑋 is aU-small direct category for anyU-small
simplicial set 𝑋 , Theorem 6.4.5 and Proposition 7.3.15 show that conditions (i),
(ii) and (iii) are equivalent. It is clear that condition (i) implies condition (iv).
Therefore, it only remains to prove that condition (iv) implies condition (i). By
virtue of Corollary 7.3.17, Condition (iv) implies that 𝐶 has limits indexed by
𝑁 (Z≥0)op. Proceeding as in the end of the proof of Corollary 7.3.17 (possibly
after having chosen a universe V containing U and such that 𝐶 is V-small), we
see that Proposition 7.3.16 implies that the class of simplicial sets 𝑋 such that
𝐶 has limits of type 𝑋 is saturated by monomorphisms within the subcategory
of U-small simplicial sets. Applying the U-small version of Corollary 1.3.10,
this implies that condition (i) is fulfilled. □

A similar proof gives the following.

Proposition 7.3.23. Let 𝑓 : 𝐶 → 𝐷 be a functor between ∞-categories. We
assume given a universe U such that 𝐶 has U-small limits. Then the following
conditions are equivalent.

(i) The functor 𝑓 commutes with U-small limits.
(ii) The functor 𝑓 commutes with limits of type 𝑁 (𝐼)op for any U-small direct

category 𝐼.
(iii) The functor 𝑓 commutes with limits of type 𝑁 (𝐼) for any U-small direct

category 𝐼.
(iv) The functor 𝑓 commutes withU-small products as well as with pull-backs.

There is a variant with finite limits.
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Definition 7.3.24. Finite limits are limits in ∞-categories which are indexed
by finite simplicial sets (e.g., by nerves of finite direct categories).

Example 7.3.25. Finite products are finite limits. Pull-backs are finite limits.

Lemma 7.3.26. Let C be a class of simplicial sets. We assume that C is closed
under finite coproducts and that, for any push-out square of simplicial sets

𝑋 𝑋 ′

𝑌 𝑌 ′

in which the vertical maps are monomorphisms, if 𝑋 , 𝑋 ′ and 𝑌 all are in C, so
is 𝑌 ′. If C contains Δ𝑛 for all 𝑛 ≥ 0, then C contains all finite simplicial sets (in
particular, the nerve of any finite direct category is in C).

The proof is similar to the proof of Corollary 1.3.10 and is left to reader.

Theorem 7.3.27. For an ∞-category 𝐶, the following conditions are equiva-
lent.

(i) The∞-category 𝐶 has finite limits.
(ii) The∞-category𝐶 has limits of type 𝑁 (𝐼)op for any finite direct category

𝐼.
(iii) The∞-category 𝐶 has a final object as well as pull-backs.

Proof Final objects and pull-backs are limits indexed by ∅ and Λ2
2, respec-

tively, which both are nerves of finite partially ordered sets. Therefore, condition
(iii) is implied by condition (ii). Condition (i) obviously implies condition (ii).
Using Theorem 6.6.9, we see that the existence of a final objects and of pull-
backs implies the existence of finite products. Hence, using Proposition 7.3.16
and the preceding lemma, we see that condition (iii) implies condition (i). □

Similarly, we get:

Proposition 7.3.28. Let 𝑓 : 𝐶 → 𝐷 be a functor between ∞-categories, 𝐶
having finite limits. The following conditions are equivalent.

(i) The functor 𝑓 commutes with finite limits.
(ii) The functor 𝑓 commutes with limits of type 𝑁 (𝐼)op for any finite direct

category 𝐼.
(iii) The functor 𝑓 preserves final objects and commutes with with pull-backs.
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Corollary 7.3.29. Let𝐶 be an∞-category with finite limits. For any object 𝑥 of
𝐶, the slice category𝐶/𝑥 has finite limits. Moreover, for any functor 𝑓 : 𝐶 → 𝐷

which commutes with finite limits, and for any object 𝑥 of𝐶, the induced functor
𝐶/𝑥 → 𝐷/ 𝑓 (𝑥) commutes with finite limits.

Proof By virtue of Theorem 6.6.9, all limits of type Λ2
2 exist in 𝐶/𝑥, and the

functor 𝐶/𝑥 → 𝐶 commutes with them. Since 𝐶/𝑥 has a final object, Theorem
7.3.27 shows that it has finite limits. The last assertion follows similarly from
Theorem 6.6.9 and from Proposition 7.3.28. □

7.4 Finite direct diagrams

7.4.1. Let 𝐼 be a direct category. There is a filtration of 𝐼 given by the full
subcategories 𝐼 (𝑛) which are made of objects 𝑖 of length ℓ(𝑖) ≤ 𝑛. The inclusion
functors

𝐼 (𝑛) → 𝐼 (𝑛+1)

all are sieves (in particular, discrete fibrations), so that the categories 𝐼 (𝑛) are
also direct categories.

Given a set 𝑆 ⊂ Ob(𝐼), we define 𝐼 \ 𝑆 as the full subcategory of 𝐼 whose
objects are those which do not belong to 𝑆. We define the boundary of 𝐼 (𝑛) as

𝜕𝐼 (𝑛) = 𝐼 (𝑛) \ {𝑖 ∈ Ob(𝐼) | ℓ(𝑖) = 𝑛} .

Again 𝜕𝐼 (𝑛) ⊂ 𝐼 (𝑛) is a sieve, hence 𝜕𝐼 (𝑛) is a direct category. We say that a
direct category 𝐼 has finite length if 𝐼 (𝑛) = 𝐼 for 𝑛 large enough. The smallest
such 𝑛 is called the length of 𝐼 and is denoted by ℓ(𝐼). If 𝐼 is of finite length, its
boundary is defined as

𝜕𝐼 = 𝜕𝐼 (ℓ (𝐼 ) ) = 𝐼 (ℓ (𝐼 )−1) .

Given an object 𝑖 of 𝐼, the slice category 𝐼/𝑖 is a direct category as well.
Moreover, 𝐼/𝑖 has finite length, and ℓ(𝑖) = ℓ(𝐼/𝑖). In particular, we have the
boundary category at 𝑖: 𝜕𝐼/𝑖 = (𝐼/𝑖)ℓ (𝑖)−1.

Proposition 7.4.2. Let 𝐼 be a direct category of finite length. We let 𝑆 be any
subset of the set of objects 𝑖 of 𝐼 such that ℓ(𝑖) = ℓ(𝐼). Then there is a canonical
biCartesian square of categories in which all maps are discrete fibrations.

(7.4.2.1)

∐
𝑖∈𝑆 𝜕𝐼/𝑖

∐
𝑖∈𝑆 𝐼/𝑖

𝐼 \ 𝑆 𝐼
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Proof It is clear that the obvious commutative square of the form (7.4.2.1)
is Cartesian and that all its maps are discrete fibrations. We recall that the
forgetful functor from discrete fibrations over 𝐼 to categories over 𝐼 commutes
with colimits (being a left adjoint), and that there is an equivalence relating
discrete fibrations 𝑋 → 𝐼 and presheaves of sets on 𝐼. Therefore, since colimits
of presheaves are computed fibrewise, to prove that (7.4.2.1) is coCartesian,
it is sufficient to prove that, for any object 𝑗 of 𝐼, the pull-back of the square
(7.4.2.1) along { 𝑗} → 𝐼 is a coCartesian square of sets (or, more precisely, of
discrete categories). If 𝑗 is in 𝑆, then we get

∅ {( 𝑗 , 1 𝑗 )}

∅ { 𝑗}

and, otherwise, we obtain∐
𝑖∈𝑆

∐
𝑢∈Hom𝐼 ( 𝑗 ,𝑖) {( 𝑗 , 𝑢)}

∐
𝑖∈𝑆

∐
𝑢∈Hom𝐼 ( 𝑗 ,𝑖) {( 𝑗 , 𝑢)}

{ 𝑗} { 𝑗}

which proves the claim either way. □

7.4.3. Given an ∞-category 𝐶 and a 𝐶-valued presheaf 𝐹 : 𝐼op → 𝐶, for an
object 𝑖 of 𝐼, we define 𝐹/𝑖 as the presheaf on 𝐼/𝑖 obtained by composing with
the canonical map 𝑝 : 𝐼/𝑖 → 𝐼 (i.e., 𝐹/𝑖 = 𝑝∗ (𝐹)). Similarly, we define 𝜕𝐹/𝑖
as the presheaf on 𝜕𝐼/𝑖 obtained as the restriction of 𝐹/𝑖 on 𝜕𝐼/𝑖. We shall say
that 𝐹 is representable at the boundary of 𝑖 if the limit of 𝜕𝐹/𝑖 exists in 𝐶. If
this is the case, we denote such a limit by

(7.4.3.1) 𝜕𝐹 (𝑖) = lim←−− 𝜕𝐹/𝑖 .

Since (𝑖, 1𝑖) is a final object of 𝐼/𝑖 there is a canonical identitifcation 𝐹 (𝑖) =
lim←−− 𝐹/𝑖, and thus a canonical map of the form:

(7.4.3.2) 𝐹 (𝑖) → 𝜕𝐹 (𝑖) .

Corollary 7.4.4. Let 𝐼 be a direct category of finite length. We let 𝑆 be any
subset of the set of objects 𝑖 of 𝐼 such that ℓ(𝑖) = ℓ(𝐼). Let 𝐹 : 𝑁 (𝐼)op → 𝐶 be
a presheaf on 𝐼 with values in an∞-category 𝐶. We assume that the following
conditions are verified.

(a) The presheaf 𝐹 is representable at the boundary of any object 𝑖 ∈ 𝑆.
(b) The products

∏
𝑖∈𝑆 𝐹 (𝑖) and

∏
𝑖∈𝑆 𝜕𝐹 (𝑖) exist in 𝐶.
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(c) The limit of the restriction of 𝐹 at 𝑁 (𝐼 \ 𝑆) exists in 𝐶.
(d) The pull-back along the induced map

∏
𝑖∈𝑆 𝐹 (𝑖) →

∏
𝑖∈𝑆 𝜕𝐹 (𝑖) of the

canonical map lim←−− 𝐹|𝑁 (𝐼\𝑆) →
∏
𝑖∈𝑆 𝜕𝐹 (𝑖) exists in 𝐶.

Then the limit of 𝐹 exists, and there is a canonical Cartesian square in 𝐶 of the
form below.

(7.4.4.1)
lim←−− 𝐹 lim←−− 𝐹|𝑁 (𝐼\𝑆)

∏
𝑖∈𝑆 𝐹 (𝑖)

∏
𝑖∈𝑆 𝜕𝐹 (𝑖)

Proof Let us choose a universeU such that 𝐼 isU-small. If𝐶 hasU-small lim-
its, then Proposition 7.4.2 allows to use Proposition 7.3.5 (interpreted through
Remark 7.3.6), which provides the Cartesian square (7.4.4.1). To reach the
general case, we apply what precedes to Hom(𝐶op, S), and get a Cartesian
square of presheaves as in (7.4.4.1), but replacing 𝐹 by its image by the Yoneda
embedding ℎ𝐶 (𝐹). Since the Yoneda functor commutes with limits, our hy-
pothesises imply right away that lim←−− ℎ𝐶 (𝐹) is representable, hence that lim←−− 𝐹
exists, and that (7.4.4.1) is Cartesian in 𝐶. □

Proposition 7.4.5. Let 𝐼 be a direct category, and 𝐹 : 𝑁 (𝐼)op → 𝐶 a presheaf
with value in an∞-category 𝐶. We assume that:

(a) For each integer 𝑛 ≥ 0, the limit of the restriction of 𝐹 at 𝑁 (𝐼 (𝑛) ) exists
in 𝐶;

(b) The limit of the induced tower
(7.4.5.1)

· · · → lim←−− 𝐹|𝑁 (𝐼 (𝑛+1) ) → lim←−− 𝐹|𝑁 (𝐼 (𝑛) ) → · · · → lim←−− 𝐹|𝑁 (𝐼 (0) )

exists in 𝐶

Then the limit of 𝐹 exists and there is a canonical invertible map

(7.4.5.2) lim←−− 𝐹 ≃ lim←−−
𝑛≥0

(
lim←−− 𝐹|𝑁 (𝐼 (𝑛) )

)
.

Proof Since the inclusions 𝐼 (𝑛) ⊂ 𝐼 are sieves, this is again a direct application
of Proposition 7.3.5 and of the fact that the Yoneda embedding preserves and
detects limits. □

Definition 7.4.6. Let 𝐶 be an ∞-category with a specified final object 𝑒. A
class of fibrations of 𝐶 is a sub-object F ⊂ 𝐶 which contains all identities and
is closed under composition, such that, for any maps 𝑣 : 𝑦′ → 𝑦 and 𝑓 : 𝑥 → 𝑦
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in 𝐶, such that 𝑥 → 𝑒, 𝑦 → 𝑒 and 𝑦′ → 𝑒 as well as 𝑓 are in F, the pull-back
𝑦′ ×𝑦 𝑥 exists, and, for any Cartesian square of the form

𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑓 ′ 𝑓

𝑣

the map 𝑓 ′ belongs to F.

7.4.7. We assume now that a class of fibrations F is fixed. Given a direct
category 𝐼 we shall say that a presheaf 𝐹 : 𝐼op → 𝐶 is Reedy fibrant (or Reedy
fibrant with respect to F, if there is any need for more precision), if, for any
object 𝑖 of 𝐼, 𝐹 is representable at the boundary of 𝑖 and if the canonical map
𝐹 (𝑖) → 𝜕𝐹 (𝑖) belongs to F. An object 𝑥 of 𝐶 will be said to be fibrant (or
fibrant with respect to F), if the morphism 𝑥 → 𝑒 belongs to F (or, equivalently,
if 𝑥 is Reedy fibrant when seen as a presheaf on 𝑁 ( [0]) = Δ0).

A morphism 𝐹 → 𝐺 of Reedy fibrant 𝐶-valued presheaves over 𝐼 is called a
Reedy fibration (or a Reedy fibration with respect to F) if, for any object 𝑖 of 𝐼,
the fibre product 𝐹 (𝑖) ×𝜕𝐺 (𝑖) 𝐺 (𝑖) is representable in 𝐶, and the canonical map

𝐹 (𝑖) → 𝜕𝐹 (𝑖) ×𝜕𝐺 (𝑖) 𝐺 (𝑖)

induced by the canonical commutative square

𝐹 (𝑖) 𝐺 (𝑖)

𝜕𝐹 (𝑖) 𝜕𝐺 (𝑖)

belongs to F. A morphism between fibrant objects 𝑥 → 𝑦 will be called a
fibration (or a fibration with respect to F) if it belongs to F (or, equivalently, if
it is a Reedy fibration when seen as a presheaf on 𝑁 ( [1]) = Δ1).

Proposition 7.4.8. Let 𝐹 : 𝑁 (𝐼)op → 𝐶 be a Reedy fibrant presheaf on a finite
direct category. Then the limit of 𝐹 exists and is fibrant in 𝐶. Moreover, for any
sieve 𝑗 : 𝐽 → 𝐼, the presheaf 𝑗∗ (𝐹) is Reedy fibrant and the induced map

lim←−− 𝐹 → lim←−− 𝑗
∗ (𝐹)

is a fibration.

Proof The first assertion follows right away from Corollary 7.4.4 by induction
on the length of 𝐼. To prove the second assertion, we may consider the set 𝑆 of
objects 𝑖 of 𝐼 which are of length ℓ(𝐼), but which are not in the image of 𝑗 . We
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may assume that 𝑆 ≠ ∅, since, otherwise, 𝐼 = 𝐽, and the assertion is trivial.
The Cartesian square (7.4.4.1) implies that the map

lim←−− 𝐹 → lim←−− 𝐹|𝑁 (𝐼\𝑆)

is a fibration, since it is the pull-backs of a product of fibrations between fibrant
objects of the form 𝐹 (𝑖) → 𝜕𝐹 (𝑖) (we use here the fact that finite products
of elements of F are in F, which is a direct consequence of Corollary 6.6.10
and of the fact that F is closed under compositions and under pull-backs in the
subcategory of fibrant objects). By induction on the number of objects of 𝐼, the
comparison map

lim←−− 𝐹|𝑁 (𝐼\𝑆) → lim←−− 𝐹|𝑁 (𝐽 )

is a fibration as well. Therefore, the composition

lim←−− 𝐹 → lim←−− 𝐹|𝑁 (𝐼\𝑆) → lim←−− 𝐹|𝑁 (𝐽 )

is a fibration. □

Proposition 7.4.9. Let 𝐹 → 𝐺 be a Reedy fibration between Reedy fibrant
𝐶-valued presheaves on a finite direct category 𝑁 (𝐼). Then the induced map
lim←−− 𝐹 → lim←−−𝐺 is a fibration.

Proof We proceed by induction on the length of 𝐼. In the case where ℓ(𝐼) ≤ 0,
this assertion amounts to the stability of F by products. If ℓ(𝐼) > 0, since
ℓ(𝜕𝐼) < ℓ(𝐼), the induced map

(7.4.9.1) lim←−− 𝐹|𝑁 (𝜕𝐼 ) → lim←−−𝐺 |𝑁 (𝜕𝐼 )

is a fibration. Since, by virtue of Proposition 7.4.8, lim←−−𝐺 is fibrant, we can
form the following Cartesian square.

(7.4.9.2)

lim←−−𝐺 ×lim←−𝐺|𝑁 (𝜕𝐼)
lim←−− 𝐹|𝑁 (𝜕𝐼 ) lim←−− 𝐹|𝑁 (𝜕𝐼 )

lim←−−𝐺 lim←−−𝐺 |𝑁 (𝜕𝐼 )

If 𝑆 = {𝑖 ∈ Ob(𝐼) | ℓ(𝑖) = ℓ(𝐼)}, since the functor
∏
𝑆 commutes with limits,

we have a canonical pull-back square of the following form.

(7.4.9.3)

∏
𝑖∈𝑆 𝐺 (𝑖) ×𝜕𝐺 (𝑖) 𝐹 (𝑖)

∏
𝑖∈𝑆 𝜕𝐹 (𝑖)

∏
𝑖∈𝑆 𝐺 (𝑖)

∏
𝑖∈𝑆 𝜕𝐺 (𝑖)

Since we also have Cartesian squares of the form (7.4.4.1) for 𝐹 and for 𝐺,
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using Corollary 6.6.10, we deduce that there is a canonical Cartesian square of
the form

(7.4.9.4)

lim←−− 𝐹 lim←−−𝐺 ×lim←−𝐺|𝑁 (𝜕𝐼)
lim←−− 𝐹|𝑁 (𝜕𝐼 )

∏
𝑖∈𝑆 𝐹 (𝑖)

∏
𝑖∈𝑆 𝐺 (𝑖) ×𝜕𝐺 (𝑖) 𝐹 (𝑖)

in which the lower horizontal map is a finite product of fibrations, hence a
fibration. □

Proposition 7.4.10. Reedy fibrations between Reedy fibrant objects define a
class of fibrations.

Proof Any such fibration 𝐹 → 𝐺 induces a fibration between fibrant objects
𝐹 (𝑖) → 𝐺 (𝑖) for any object 𝑖 (as a particular case of Proposition 7.4.9 applied
to the direct category 𝐼/𝑖). This proves the existence of pull-backs along Reedy
fibrations of any map between Reedy fibrant presheaves. Let 𝐹0 → 𝐹1 → 𝐹2

be two composable Reedy fibrations and 𝑖 an object of 𝐼. We observe that there
is a Cartesian square

𝜕𝐹0 (𝑖) ×𝜕𝐹1 (𝑖) 𝐹1 (𝑖) 𝐹1 (𝑖)

𝜕𝐹0 (𝑖) ×𝜕𝐹2 (𝑖) 𝐹2 (𝑖) 𝜕𝐹1 (𝑖) ×𝜕𝐹2 (𝑖) 𝐹2 (𝑖)

whose left vertical map must be a fibration. Composing with the fibration

𝐹0 (𝑖) → 𝜕𝐹0 (𝑖) ×𝜕𝐹1 (𝑖) 𝐹1 (𝑖)

this shows that the composed map 𝐹0 → 𝐹2 is a Reedy fibration.
Let 𝑝 : 𝐹 → 𝐹′ be a Reedy fibration and 𝑢′ : 𝐺′ → 𝐹′ be a morphism with

Reedy fibrant domain. Since 𝐺′ is fibrewise fibrant and since 𝑝 is fibrewise a
fibration, one may form the following Cartesian square.

𝐺 𝐹

𝐺′ 𝐹′

𝑢

𝑞 𝑝

𝑢′

Since 𝑝 is a Reedy fibration, for any object 𝑖 of 𝐼, 𝜕𝐹 (𝑖) → 𝜕𝐹′ (𝑖) is a fibration,
by Proposition 7.4.9. Therefore, 𝜕𝐺 (𝑖) ≃ 𝜕𝐺′ (𝑖) ×𝜕𝐹′ (𝑖) 𝜕𝐹 (𝑖) is representable
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in 𝐶. Finally, we see that there is a canonical Cartesian square

𝐺 (𝑖) 𝐹 (𝑖)

𝜕𝐺 (𝑖) ×𝜕𝐺′ (𝑖) 𝐺′ (𝑖) 𝜕𝐹 (𝑖) ×𝜕𝐹′ (𝑖) 𝐹′ (𝑖)

which shows that 𝑞 is a Reedy fibration. □

Proposition 7.4.11. Let 𝐼 be a finite direct category and 𝐻′ : 𝑁 (𝜕𝐼)op → 𝐶 a
Reedy fibrant presheaf. The data of fibrations

𝜋𝑖 : 𝐻 (𝑖) → lim←−−𝐻
′
|𝜕𝐼/𝑖 ,

indexed by the set of objects 𝑖 such that ℓ(𝑖) = ℓ(𝐼), extend essentially uniquely
to a Reedy fibrant presheaf 𝐻 : 𝑁 (𝐼)op → 𝐶 whose restriction to 𝜕𝐼 is equal
to 𝐻′, and such that the map 𝐻 (𝑖) → 𝜕𝐻 (𝑖) are equivalent to 𝜋𝑖 for all 𝑖.

Furthermore, given any other presheaf 𝐹 : 𝑁 (𝐼)op → 𝐶, to extend a mor-
phism

𝐹|𝑁 (𝜕𝐼 ) → 𝐻′

it is sufficient to determine maps

𝐹 (𝑖) → 𝐻 (𝑖)

such that the following diagram commutes.

𝐹 (𝑖) 𝐻 (𝑖)

𝜕𝐻 (𝑖)

for all 𝑖 of length ℓ(𝐼).

Proof We observe that 𝑁 (𝜕𝐼/𝑖) ∗ Δ0 = 𝑁 (𝐼/𝑖) = 𝑁 (𝐼)/𝑖 (since 𝐼 is cycle
free). By virtue of Proposition 4.2.3, there is a canonical commutative triangle

𝑁 (𝜕𝐼/𝑖)

𝑁 (𝜕𝐼/𝑖) ⋄Δ0 𝑁 (𝜕𝐼/𝑖) ∗ Δ0

𝑢𝑖 𝑣𝑖

in which the horizontal map is a weak categorical equivalence, while the slanted
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maps are monomorphisms. This induces a commutative triangle of the form

Hom(𝑁 (𝐼/𝑖)op, 𝐶) Hom((𝑁 (𝜕𝐼/𝑖) ⋄Δ0)op
, 𝐶)

Hom(𝑁 (𝜕𝐼)op, 𝐶)
𝑣∗
𝑖

𝑢∗
𝑖

in which the horizontal map is an equivalence of∞-categories and the functor
𝑢∗
𝑖

and 𝑣∗
𝑖

are isofibrations. Therefore, the fibres of 𝑢∗
𝑖

and 𝑣∗
𝑖

at the object 𝐻′ are
equivalent. Let 𝑆 be the set of objects of length ℓ(𝐼). The data of maps 𝜋𝑖 for
𝑖 ∈ 𝑆 thus correspond to functors 𝐻𝑖 : 𝑁 (𝐼/𝑖)op → 𝐶 such that 𝑣∗

𝑖
(𝐻𝑖) = 𝐻′|𝜕𝐼/𝑖

for all 𝑖 ∈ 𝑆. On the other hand, it follows from Propositions 7.3.11 and 7.4.2
that there is a canonical Cartesian square of the following form.

Hom(𝑁 (𝐼)op, 𝐶) Hom(𝑁 (𝜕𝐼)op, 𝐶)

∏
𝑖∈𝑆 Hom(𝑁 (𝐼/𝑖)op, 𝐶) ∏

𝑖∈𝑆 Hom(𝑁 (𝜕𝐼/𝑖)op, 𝐶)
∏
𝑖∈𝑆 𝑣

∗
𝑖

This square is even homotopy Cartesian because the horizontal maps are isofi-
brations. Therefore, the presheaves 𝐻𝑖 , 𝑖 ∈ 𝑆, and 𝐻′ define a unique presheaf
𝐻 : 𝑁 (𝐼)op → 𝐶 which extends 𝐻′.

To prove the second assertion about extension of morphisms, we observe
that, since the restriction functor

Hom(Δ1 × 𝑁 (𝐼)op, 𝐶) → Hom(Δ1 × 𝑁 (𝜕𝐼)op, 𝐶)

is an isofibration, we can work up to equivalence. Therefore, after having chosen
a universeU such that𝐶 isU-small, we may as well replace𝐶 byHom(𝐶op, S),
and the various protagonists by their images by the Yoneda embedding ℎ𝐶 . This
means that we may assume that 𝐶 has finite limits and the class of fibrations
consists of all maps in 𝐶. In particular, any presheaf is Reedy fibrant. In this
context, the problem of extension of morphisms of presheaves on 𝑁 (𝜕𝐼) to
presheaves on 𝑁 (𝐼) is simply the problem of extension of presheaves on 𝑁 (𝜕𝐽)
to presheaves on 𝑁 (𝐽) for 𝐽 = [1] × 𝐼. Applying the first part of the proof to
the finite direct category 𝐽 thus proves the proposition in full. □

Definition 7.4.12. An ∞-category with weak equivalences and fibrations is
a triple (𝐶,W,Fib), where 𝐶 is an ∞-category with a final object, 𝑊 ⊂ 𝐶

is a subcategory which has the 2-out-of-3 property, and Fib ⊂ 𝐶 a class of
fibrations, such that the following properties are verified.
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(i) For any Cartesian square of 𝐶

𝑥′ 𝑥

𝑦′ 𝑦

𝑝′

𝑢

𝑝

𝑣

in which 𝑝 is a fibration between fibrant objects, and 𝑦′ is fibrant, if 𝑝
belongs to W, so does 𝑝′.

(ii) For any map with fibrant codomain 𝑓 : 𝑥 → 𝑦 in 𝐶, there exists a map
𝑤 : 𝑥 → 𝑥′ in𝑊 and a fibration 𝑝 : 𝑥′ → 𝑦 such that 𝑓 is a composition
of 𝑝 and 𝑤.

We often will call weak equivalences the arrows in W. The maps of 𝐶 which
are both weak equivalences and fibrations will be called trivial fibrations.

Dually, one defines ∞-categories with weak equivalences and cofibrations
the triples (𝐶,W,Cof) such that (𝐶op,W op,Cof op) is an∞-category with weak
equivalences and fibrations. The morphisms in W are also called weak equiva-
lences, while those in Cof are called cofibrations. The initial object of 𝐶 will
often be written ∅, and the objects 𝑥 such that ∅ → 𝑥 is a cofibration will be
said to be cofibrant.

From now on, we fix an ∞-category with weak equivalences and fibrations
𝐶.

Proposition 7.4.13 (Brown’s Lemma). For any map 𝑓 : 𝑥 → 𝑦 between fibrant
objects in 𝐶, there exists commutative triangles of the form

𝑥

𝑥 𝑧 𝑦

𝑓
𝑠

𝑞𝑝

with 𝑝 is a trivial fibration, and 𝑞 is a fibration.

Proof Since 𝑥 and 𝑦 are fibrant, their product exists in 𝐶 and is fibrant. The
maps 1𝑥 and 𝑓 determine a map 𝑔 : 𝑥 → 𝑥 × 𝑦. We consider a factorisation of
𝑔 into a weak equivalence 𝑠 : 𝑥 → 𝑧 followed by a fibration 𝜋 : 𝑧 → 𝑥 × 𝑦. The
maps 𝑝 and 𝑞 are defined by composing 𝜋 with the projections 𝑥 × 𝑦→ 𝑥 and
𝑥 × 𝑦→ 𝑦, respectively. □

Corollary 7.4.14. Let 𝐹 : 𝐶 → 𝐷 be a functor and 𝑉 ⊂ 𝐷 a subcategory
which has the 2-out-of-3 property. If 𝐹 sends trivial fibrations between fibrant
objects into 𝑉 , then 𝐹 sends weak equivalences between fibrant objects into 𝑉 .
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Proposition 7.4.15. For any Cartesian square of 𝐶 of the form

𝑥′′ 𝑥′ 𝑥

𝑦′′ 𝑦′ 𝑦

𝑝′

𝑢′′

𝑝

𝑢′ 𝑢

𝑞′ 𝑞

in which 𝑞 as well as any composition of 𝑞 and 𝑞′ are fibrations, with both 𝑥
and 𝑦 fibrant, if 𝑞′ is a weak equivalence, so is 𝑝′.

Proof For any fibrant object 𝑧 of𝐶, the slice category𝐶/𝑧 has natural structure
of ∞-category with weak equivalences and fibrations: the weak equivalences
(fibrations) are the maps whose image by the canonical projection 𝐶/𝑧 → 𝐶

is a weak equivalence (a fibration, respectively). Let 𝐶 (𝑧) be the subcategory
of fibrant objects of 𝐶/𝑧 (i.e., the full subcategry of fibrations 𝑓 : 𝑧′ → 𝑧). It
follows easily from Theorem 6.6.9 that pulling back along 𝑢 defines a left exact
functor

𝑢∗ : 𝐶 (𝑦) → 𝐶 (𝑥) .

The assertion of the proposition is that the functor 𝑢∗ preserves weak equiva-
lences between fibrant objects, which follows from Corollary 7.4.14. □

Proposition 7.4.16. For any Cartesian square of 𝐶

𝑥′ 𝑥

𝑦′ 𝑦

𝑝′

𝑢

𝑝

𝑣

in which 𝑝 is a fibration between fibrant objects, and 𝑦′ is fibrant, if 𝑣 is a weak
equivalence, so is 𝑢.

Proof If 𝑣 is a trivial fibration, so is 𝑢. Therefore, by virtue of Brown’s
Lemma (7.4.13), we may assume, without loss of generaltity, that there is a
trivial fibration 𝑞 : 𝑦→ 𝑦′ such that the identity of 𝑦′ is a composition of 𝑞 and
𝑣. Let 𝑟 be a composition of 𝑞 and 𝑝. We form the following Cartesian square.

𝑥0 𝑥

𝑦 𝑦′

𝑞0

𝑟0 𝑟

𝑞

We observe that 𝑞0 is a trivial fibration, and that there is a map 𝑖 : 𝑥 → 𝑥0

such that the identity of 𝑥 is a composition of 𝑞0 and 𝑖, and such that 𝑝 is a
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composition of 𝑟0 and 𝑖. In particular, the map 𝑖 is a weak equivalence. Using
Corollary 6.6.10, we see that there are also Cartesian squares of the form

𝑥′ 𝑥 𝑦′

𝑥 𝑥0 𝑦

𝑖′

𝑢 𝜆

𝑟

𝑣

𝑖 𝑟0

such that 𝑝′ is a composition of 𝑟 and 𝑖′. The previous proposition implies
that the map 𝑖′ is a weak equivalence. On the other hand, the identity of 𝑥 is a
composition of the map 𝜆 and of the trivial fibration 𝑞0. Therefore, since 𝑖, 𝑖′
and 𝜆 are weak equivalences, the map 𝑢 is a weak equivalence as well. □

7.4.17. For a simplicial set 𝑋 , we define 𝑊 (𝑋,𝐶) by forming the Cartesian
square below.

(7.4.17.1)
𝑊 (𝑋,𝐶) Hom(𝑋,𝐶)

∏
𝑋0
𝑊

∏
𝑋0
𝐶

ev

The arrows of𝑊 (𝑋,𝐶) are called the fibrewise weak equivalences.
Let 𝐼 be a finite direct category. There is the notion of Reedy fibration in

Hom(𝑁 (𝐼)op, 𝐶). Together with the fibrewise weak equivalences, we want to
define a structure of∞-category with weak equivalences and fibrations.

Proposition 7.4.18. A Reedy fibration between Reedy fibrant presheaves 𝑝 :

𝐹 → 𝐺 is a fibrewise weak equivalence if and only if, for any object 𝑖 of 𝐼, the
induced map 𝐹 (𝑖) → 𝜕𝐹 (𝑖) ×𝜕𝐺 (𝑖) 𝐺 (𝑖) is a trivial fibration.

Proof If 𝐹 (𝑖) → 𝜕𝐹 (𝑖)×𝜕𝐺 (𝑖)𝐺 (𝑖) is a trivial fibration for all 𝑖, then applying
Proposition 7.4.9 for the direct categories 𝐼/𝑖 and for the class of fibrations
F = W ∩ Fib, we see that the maps

𝐹 (𝑖) = lim←−− 𝐹/𝑖 → lim←−−𝐺/𝑖 = 𝐺 (𝑖)

all are trivial fibrations.
For the converse, we shall proceed by induction on the length of 𝐼. The case

of ℓ(𝐼) ≤ 0 is a consequence of the fact that trivial fibrations are closed under
compositions and pull-backs. If ℓ(𝐼) > 0, then the induction hypothesis implies
that we may apply Proposition 7.4.9 for the direct category 𝜕𝐼/𝑖 with respect
to the class of fibrations F = W ∩ Fib. Therefore, the induced maps

𝜕𝐹 (𝑖) → 𝜕𝐺 (𝑖)
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are trivial fibrations. Hence their pull-backs

𝜕𝐹 (𝑖) ×𝜕𝐺 (𝑖) 𝐺 (𝑖) → 𝐺 (𝑖)

are trivial fibrations. Since the map 𝐹 (𝑖) → 𝐺 (𝑖) is a weak equivalence for all 𝑖,
this proves that 𝑝 is a Reedy fibration with respect to the class F = W∩Fib. □

Proposition 7.4.19. Let 𝑢 : 𝐹 → 𝐺 be a morphism of 𝐶-valued presheaves
on a finite direct category. There exists a Reedy fibration 𝑝 : 𝐻 → 𝐺 and a
fibrewise equivalence 𝑤 : 𝐹 → 𝐻 such that 𝑢 is a composition of 𝑤 and 𝑝.

Proof We proceed by induction on the length of 𝐼. For ℓ(𝐼) < 0, there is
nothing to prove. If ℓ(𝐼) ≥ 0, then we may choose a factorisation of

𝑢 |𝑁 (𝜕𝐼 ) : 𝐹|𝑁 (𝜕𝐼 ) → 𝐺 |𝑁 (𝜕𝐼 )

into a Reedy fibration 𝑝′ : 𝐻′ → 𝐺 |𝑁 (𝜕𝐼 ) and a fibrewise equivalence 𝑤′ :
𝐹|𝑁 (𝜕𝐼 ) → 𝐻′. For each object 𝑖 of length ℓ(𝐼) in 𝐼, we choose a factorisation
of the induced map

𝐹 (𝑖) → lim←−−𝐻
′
|𝑁 (𝜕𝐼/𝑖) ×𝜕𝐺 (𝑖) 𝐺 (𝑖)

into a weak equivalence𝑤(𝑖) : 𝐹 (𝑖) → 𝐻 (𝑖) followed by a fibration 𝑞𝑖 . We write
𝜋𝑖 : 𝐹 (𝑖) → lim←−−𝐻

′
|𝑁 (𝜕𝐼/𝑖) for any choice of composition of 𝑞𝑖 with the first

projection. Then the first assertion of Proposition 7.4.11 shows that the maps 𝜋𝑖
define a Reedy fibrant presheaf 𝐻 on 𝑁 (𝐼) which extends 𝐻′. The second part
of Proposition 7.4.11 implies that the maps 𝑤(𝑖) determine a map 𝑤 : 𝐹 → 𝐻

which extend𝑤′ and which is a fibrewise weak equivalence. Finally, any choices
of compositions 𝑝𝑖 of the maps 𝑞𝑖 with the second projections towards 𝐺 (𝑖)
define a map 𝑝 : 𝐻 → 𝐺 which extends 𝑝′ and which is a Reedy fibration,
such that 𝑢 is a composition of 𝑤 and 𝑝. □

Theorem 7.4.20. For any finite direct category 𝐼, the∞-category of diagrams
Hom(𝑁 (𝐼)op, 𝐶), equipped with fibrewise weak equivalences and Reedy fibra-
tions, is an∞-category with weak equivalences and fibrations.

Proof This is the conjunction of Proposition 7.4.18, of a double application
of Proposition 7.4.10 (once for F = Fib and once for F = W ∩ Fib), and of
Proposition 7.4.19. □

7.4.21. We define fibrewise fibrations to be the morphisms of presheaves 𝐹 →
𝐺 on a simplicial set 𝑋 such that 𝐹 (𝑥) → 𝐺 (𝑥) is a fibration for any object 𝑥
of 𝑋 .

Corollary 7.4.22. For any finite direct category 𝐼, the∞-category of diagrams
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Hom(𝑁 (𝐼)op, 𝐶), equipped with fibrewise weak equivalences and fibrewise
fibrations, is an∞-category with weak equivalences and fibrations.

Proof The only non-obvious aspect of this corollary is the existence of factori-
sations. Let 𝑢 : 𝐹 → 𝐺 be morphism of presheaves on 𝑁 (𝐼), with 𝐺 fibrewise
fibrant. By virtue of Proposition 7.4.19, we may choose a commutative square

𝐹 𝐹′

𝐺 𝐺′

𝑓

𝑢 𝑞

𝑔

in which 𝐹′ and 𝐺′ are Reedy fibrant, 𝑞 is a Reedy fibration, and both 𝑓 and 𝑔
are weak equivalences. Since, in particular, 𝑞 is a fibrewise fibration, we may
form the pull-back 𝐻 = 𝐺 ×𝐺′ 𝐹′. The 2-out-of-3 property implies that the
induced map 𝑤 : 𝐹 → 𝐻 is a fibrewise weak equivalence, and the projection
𝑝 : 𝐻 → 𝐺 is a fibrewise fibration, since it is a pull-back of 𝑞. Hence 𝑢 is the
composition of a fibrewise weak equivalence and of a fibrewise fibration. □

7.5 Derived functors

7.5.1. Let 𝐶 be an ∞-category equipped with a subcategory of weak equiva-
lences 𝑊 ⊂ 𝐶. We shall often denote the localisation of 𝐶 as 𝐿 (𝐶) = 𝑊−1𝐶.
In the case where 𝐶 = 𝑁 (C) is the nerve of a category, we shall also write
𝐿 (C) = 𝐿 (𝐶).

Let 𝐶 be an ∞-category with weak equivalences and fibrations. We denote
by𝐶 𝑓 the full subcategory of𝐶 whose objects are the fibrant objects. We define
weak equivalences and fibrations in 𝐶 𝑓 in the obvious way: these are the maps
which are weak equivalences or fibrations in 𝐶, respectively. It is then obvious
that 𝐶 𝑓 is an∞-category with weak equivalences and fibrations. We then have
a canonical commutative square

(7.5.1.1)
𝐶 𝑓 𝐶

𝐿 (𝐶 𝑓 ) 𝐿 (𝐶)

𝛾 𝑓

𝚤

𝛾

�̄�

where 𝛾 and 𝛾 𝑓 are the canonical functors, 𝚤 is the inclusion, and �̄� is the functor
induced from 𝚤 by the universal property of 𝐿 (𝐶 𝑓 ).

Definition 7.5.2. Let𝐶 and𝐷 be two∞-categories with weak equivalences and
fibrations. A functor 𝐹 : 𝐶 → 𝐷 is left exact if it has the following properties.
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(i) The functor 𝐹 preserves final objects.
(ii) The functor 𝐹 sends fibrations between fibrant objects to fibrations, and

trivial fibrations between fibrant objects to trivial fibrations.
(iii) For any Cartesian square in 𝐶 of the form

𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑝′ 𝑝

𝑣

in which 𝑝 is a fibration and 𝑦 and 𝑦′ are fibrant, the square

𝐹 (𝑥′) 𝐹 (𝑥)

𝐹 (𝑦′) 𝐹 (𝑦)

𝐹 (𝑢)

𝐹 (𝑝′ ) 𝐹 (𝑝)
𝐹 (𝑣)

is Cartesian in 𝐷.

Dually, if 𝐶 and 𝐷 are two ∞-categories with weak equivalences and cofi-
brations, a functor 𝐹 : 𝐶 → 𝐷 is right exact if 𝐹op : 𝐶op → 𝐷op is left
exact.

Remark 7.5.3. It follows right away from Brown’s Lemma (7.4.13) that any left
exact functor preserves weak equivalences between fibrant objects.
Example 7.5.4. If 𝐶 is an ∞-category with finite limits, it may be seen as
an ∞-category with weak equivalences and fibrations by defining the weak
equivalences to be the invertible maps and the fibrations to be all maps. For two
∞-categories with finite limits𝐶 and 𝐷, we see that a functor 𝑓 : 𝐶 → 𝐷 is left
exact if and only if it preserves final objects as well as Cartesian squares. By
virtue of Proposition 7.3.28, a functor between ∞-categories with finite limits
is left exact if and only if it commutes with finite limits.

Proposition 7.5.5. Let 𝐹 : 𝐶 → 𝐷 be left exact functor between∞-categories
with weak equivalences and fibrations. For any finite direct category 𝐼, the
induced functor

𝐹 : Hom(𝑁 (𝐼)op, 𝐶) → Hom(𝑁 (𝐼)op, 𝐷)

is left exact for the fibrewise weak equivalences and the Reedy fibrations.
Furthermore, for any Reedy fibrant presheaf Φ : 𝑁 (𝐼)op → 𝐶, the canonical
map

𝐹
(
lim←−−Φ

)
→ lim←−− 𝐹 (Φ)

is invertible.
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Proof We proceed by induction on the length of 𝐼. If ℓ(𝐼) ≤ 0, this is clear:
𝐹 commutes with finite products of fibrant objects. Otherwise, since ℓ(𝜕𝐼/𝑖) <
ℓ(𝐼), the induction hypothesis shows that, for any Reedy fibrant presheaf Φ and
any object 𝑖, there is a canonical isomorphism

𝐹 (𝜕Φ(𝑖)) ≃ 𝜕 (𝐹 (Φ)) (𝑖) .

Since Φ is left exact, one deduces that it preserves Reedy fibrations between
Reedy fibrant objects. The fact that 𝐹 commutes with limits of Reedy fibrant
presheaves comes by induction from the pull-back diagram (7.4.4.1). □

Proposition 7.5.6. For any∞-category with weak equivalences and fibrations
𝐶, the localisation 𝐿 (𝐶 𝑓 ) has finite limits, and the localisation functor 𝛾 𝑓 :

𝐶 𝑓 → 𝐿 (𝐶 𝑓 ) is left exact. Moreover, for any ∞-category 𝐷 with finite limits,
and for any left exact functor 𝐹 : 𝐶 𝑓 → 𝐷, the induced functor 𝐹 : 𝐿 (𝐶 𝑓 ) → 𝐷

is left exact.

Proof It follows right away from Proposition 7.1.10 that 𝐿 (𝐶 𝑓 ) has final ob-
jects and that the functor 𝛾 𝑓 preserves them. Ken Brown’s Lemma (Proposition
7.4.13) shows that the class of fibrations which are weak equivalences of 𝐶 𝑓
form a class of trivial fibrations with respect to weak equivalences in the sense
of Definition 7.2.20. Moreover, since each slice 𝐶/𝑥 is an ∞-category with
weak equivalences and fibrations as well, this does not apply to 𝐶 only but to
each slice 𝐶/𝑥 as well. Therefore, by virtue of Proposition 7.4.16, Theorem
7.2.25 applies then here (with 𝐹 the class of fibrations in 𝐶 𝑓 , so that each
∞-category 𝐶 (𝑥) simply is the full subcategory of 𝐶/𝑥 spanned by fibrations
of codomain 𝑥). This means that, for any Cartesian square in 𝐶 𝑓 of the form

𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑝′ 𝑝

𝑣

in which 𝑝 is a fibration, the square

𝛾 𝑓 (𝑥′) 𝛾 𝑓 (𝑥)

𝛾 𝑓 (𝑦′) 𝛾 𝑓 (𝑦)

𝛾 𝑓 (𝑢)

𝛾 𝑓 (𝑝′ ) 𝛾 𝑓 (𝑝)
𝛾 𝑓 (𝑣)

is Cartesian in 𝐿 (𝐶 𝑓 ). On the other hand, the functor

Hom(Λ2
2, 𝛾 𝑓 ) : Hom(Λ2

2, 𝐶 𝑓 ) → Hom(Λ2
2, 𝐿(𝐶 𝑓 ))
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is essentially surjective: since trivial fibrations define a right calculus of frac-
tions, by Corollary 7.2.18, formula (7.2.10.4) shows that any map in 𝐿 (𝐶 𝑓 ) is
of the form 𝛾 𝑓 (𝑝)𝛾 𝑓 (𝑠)−1, where 𝑠 is a trivial fibration. This shows that 𝐿 (𝐶 𝑓 )
has limits of type Λ2

2. By virtue of Theorem 7.3.27, this proves that 𝐿 (𝐶 𝑓 )
has finite limits. The above also shows that all Cartesian squares in 𝐿 (𝐶 𝑓 )
are isomorphic to images of Cartesian squares of 𝐶 𝑓 in which all maps are
fibrations. Therefore, for any ∞-category 𝐷 with finite limits, and for any left
exact functor 𝐹 : 𝐶 𝑓 → 𝐷, the induced functor 𝐹 : 𝐿 (𝐶 𝑓 ) → 𝐷 is left exact:
it obviously preserves the final object and it preserves pull-back squares. □

Definition 7.5.7. An∞-category of fibrant objects is an∞-category with weak
equivalences and fibrations 𝐶 in which all objects are fibrant. Dually, an ∞-
category of cofibrant objects is an ∞-category with weak equivalences and
cofibrations 𝐶 in which all objects are cofibrant

Example 7.5.8. For any ∞-category with weak equivalences and fibrations 𝐶,
the full subcategory of fibrant objects 𝐶 𝑓 is a category of fibrant objects.
Example 7.5.9. Any ∞-category with finite limits 𝐶, seen as an ∞-category
with weak equivalences and fibrations (where the weak equivalences are the
invertible maps, while all maps are fibrations), is an ∞-category of fibrant
objects.

7.5.10. Let 𝐶 be an ∞-category of fibrant objects, and 𝑆 ⊂ 𝐶 a simplicial
subset. We let 𝐶𝑆 denote the ∞-category of fibrant objects whose underlying
∞-category is the same as 𝐶, as well as its subcategory of fibrations, while
the weak equivalences of 𝐶𝑆 are the maps in the smallest subcategory 𝑊𝑆 of
𝐶 which contains 𝑆 as well as the weak equivalences of 𝐶, has the 2-out-of-3
property, and satisfies condition (i) of Definition 7.4.12. Given an ∞-category
𝐷 with finite limits, we denote by Homlex,𝑆 (𝐶, 𝐷) the full subcategory of
Hom(𝐶, 𝐷) which consists of left exact functors which send the maps of 𝑆 to
invertible maps in 𝐷. We also write Homlex (𝐿 (𝐶𝑆), 𝐷) for the full subcategory
of left exact functors from 𝐿 (𝐶𝑆) to 𝐷. We have localisation functors

ℓ : 𝐶 → 𝐿 (𝐶) and ℓ𝑆 : 𝐶𝑆 → 𝐿 (𝐶𝑆)

who both are left exact, by virtue of Proposition 7.5.6.

Proposition 7.5.11. Under the assumptions above (7.5.10), composing with
the left exact localisation functor ℓ𝑆 : 𝐶𝑆 → 𝐿 (𝐶𝑆) induces an equivalence of
∞-categories

Homlex,𝑆 (𝐶, 𝐷) → Homlex (𝐿 (𝐶𝑆), 𝐷)

for any∞-category with finite limits 𝐷.
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Proof It is clear that any left exact functor 𝐹 : 𝐶 → 𝐷 which sends the maps
of 𝑆 to invertible maps in 𝐷 sends the maps in𝑊𝑆 to invertible maps, and thus
induces a unique left exact functor 𝐶𝑆 → 𝐷. Therefore, since ℓ𝑆 is left exact,
we have a commutative square

Homlex,𝑆 (𝐶, 𝐷) Homlex (𝐿 (𝐶𝑆), 𝐷)

Hom𝑊𝑆
(𝐶, 𝐷) Hom(𝐿 (𝐶𝑆), 𝐷)

ℓ∗
𝑆

ℓ∗
𝑆

in which, by definition, the lower horizontal arrow as well as both vertical ones
are fully faithful functors. The upper horizontal arrow is thus fully faithful as
well. The essential surjectivity of the latter follows from the last assertion of
Proposition 7.5.6. □

Remark 7.5.12. The preceding proposition, which really is just a reformulation
of Proposition 7.5.6, may be applied in the case where𝐶 is an∞-category with
finite limits (the weak equivalences being the invertible maps and the fibrations
all maps): this explains how to invert maps in a way which is compatible with
finite limits.

7.5.13. Let 𝐶 be an ∞-category of fibrant objects. A path object of an object
𝑦 of 𝐶 is a diagram of the form

(7.5.13.1) 𝑦
𝑠−→ 𝑦𝐼

(𝑑0 ,𝑑1 )
−−−−−−→ 𝑦 × 𝑦

such that the diagonal map 𝑦 → 𝑦 × 𝑦 is a composition of (𝑑0, 𝑑1) and 𝑠, and
such that (𝑑0, 𝑑1) is a fibration and 𝑠 is a weak equivalence; this implies that
each the maps 𝑑 𝜀 : 𝑦𝐼 → 𝑦 is a trivial fibration.

Two maps 𝑓0, 𝑓1 : 𝑥 → 𝑦 are path-homotopic if there exists a trivial fibration
𝑝 : 𝑥′ → 𝑥 and a map ℎ : 𝑥′ → 𝑦𝐼 such that 𝑑 𝜀ℎ = 𝑓𝜀 𝑝 in ho(𝐶) for 𝜀 = 0, 1.

We observe that 𝑑0 and 𝑑1 are both inverses of 𝑠 in ho(𝐿 (𝐶)), hence are
equal. This implies that, if two maps 𝑓0 and 𝑓1 are path-homotopic in 𝐶, then
they are equal in ho(𝐿 (𝐶)).

Lemma 7.5.14. Let𝐶 be an∞-category with weak equivalences and fibrations.
We consider two commutative diagrams of the following form in 𝐶

𝑥 𝑡

𝑧 𝑦𝑖

𝑓

𝑔 𝑝𝑖

𝑞𝑖

𝑖 = 0, 1 ,
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with 𝑦𝑖 fibrant for 𝑖 = 0, 1, 𝑔 a weak equivalence, both 𝑝1 and 𝑞1 fibrations,
and both 𝑝0 and 𝑞0 trivial fibrations. Then 𝑝1𝑝−10 = 𝑞1𝑞

−1
0 in ho(𝐿 (𝐶 𝑓 )).

Proof We form a Cartesian square of the form

𝑥0 𝑡

𝑧 𝑦0

𝑓0

𝑔0 𝑝0

𝑞0

in 𝐶. Then the pair ( 𝑓 , 𝑔) induces a map ℎ0 : 𝑥 → 𝑥0 so that 𝑓 and 𝑔 are
compositions of ℎ0 with 𝑓0 and 𝑔0, respectively. We observe that both 𝑓0 and 𝑔0
are trivial fibrations, so that ℎ0 is a weak equivalence. We choose a path object
of 𝑦1:

𝑦1
𝑠−→ 𝑦𝐼1

(𝑑0 ,𝑑1 )
−−−−−−→ 𝑦1 × 𝑦1 .

There exists a commutative square of the form

𝑥 𝑦1 𝑦𝐼1

𝑥0 𝑦1 × 𝑦1

ℎ0

𝑣 𝑠

(𝑑0 ,𝑑1 )
(𝑘,𝑙)

where 𝑣 is a composition of 𝑝1 and 𝑓1 as well as a composition of 𝑞1 and 𝑔1,
while 𝑘 and 𝑙 are compositions of 𝑓0 with 𝑝1 and of 𝑔0 with 𝑞1, respectively.
This defines a map

𝜉 : 𝑥 → 𝑥1 = 𝑥0 ×𝑦1×𝑦1 𝑦𝐼1

that is the composition of a weak equivalence ℎ : 𝑥 → 𝑥′ and of a fibration
𝑟 : 𝑥′ → 𝑥1. Let 𝑎 : 𝑥1 → 𝑥0 and 𝑏 : 𝑥1 → 𝑦𝐼1 be the first and second
projections, respectively. In ho(𝐿 (𝐶 𝑓 )), we have:

𝑑0𝑏𝑟 = 𝑘𝑎𝑟 and 𝑑1𝑏𝑟 = 𝑙𝑎𝑟 .

On the other hand, we see that any composition of 𝑎 and 𝑟 in 𝐶 is a trivial
fibration: it is a fibration because both 𝑎 and 𝑟 have this property, and it is a
weak equivalence because the weak equivalence ℎ0 is a composition of the weak
equivalence ℎ with 𝑎 and 𝑟. In other words 𝑘 and 𝑙 are path-homotopic, which
implies that 𝑘 = 𝑙 in ho(𝐿 (𝐶 𝑓 )). In other words, if 𝑢 denotes a composition of
𝑝0 and of 𝑓0, then we have the relations

𝑝1𝑝
−1
0 = 𝑝1 𝑓0𝑢

−1 = 𝑘𝑢−1 = 𝑙𝑢−1 = 𝑞1𝑔0𝑢
−1 = 𝑞1𝑞

−1
0

in ho(𝐿 (𝐶 𝑓 )). □
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Lemma 7.5.15. For any∞-category with weak equivalences and fibrations 𝐶,
the canonical functor ho(𝐿 (𝐶 𝑓 )) → ho(𝐿 (𝐶)) is an equivalence of categories.

Proof We first choose a cleavage, by which we mean the following data:

a) for each object 𝑥 of𝐶, a choice of a weak equivalence 𝑗𝑥 : 𝑥 → 𝑅(𝑥) with
𝑅(𝑥) fibrant (whenever 𝑥 is fibrant, we choose 𝑅(𝑥) = 𝑥 and 𝑗𝑥 = 1𝑥);

b) for each map 𝑢 : 𝑥 → 𝑦, a choice of a diagram of the form below, in
which 𝜎(𝑢) is a weak equivalence, while 𝑝(𝑢) and 𝑞(𝑢) are fibrations,
and whose image in ho(𝐶) is commutative:

𝑥 𝑦

𝑅(𝑥) 𝑆(𝑢) 𝑅(𝑦)

𝑢

𝑗𝑥
𝜎 (𝑢)

𝑗𝑦

𝑞 (𝑢) 𝑝 (𝑢)

(whenever 𝑢 = 1𝑥 , we choose 𝑆(1𝑥) = 𝑥 and 𝑝(𝑢) = 𝑞(𝑢) = 1𝑅 (𝑥 ) ).

For the existence of such a thing, part a) is clear. For b), given a map 𝑢 : 𝑥 → 𝑦

which is not the identity, there is a canonical map ( 𝑗𝑥 , 𝑗𝑦𝑢) : 𝑥 → 𝑅(𝑥) ×𝑅(𝑦),
which we may factor as a weak equivalence 𝜎(𝑢) : 𝑥 → 𝑆(𝑢) followed by a
fibration 𝜋(𝑢) : 𝑆(𝑢) → 𝑅(𝑥) ×𝑅(𝑦). The maps 𝑝(𝑢) and 𝑞(𝑢) are obtained by
composing 𝜋(𝑢)with the first and second projections of the product 𝑅(𝑥)×𝑅(𝑦).
We want to promote the assignment 𝑥 ↦→ 𝑅(𝑥) to a functor

𝑅 : ho(𝐶) → ho(𝐿 (𝐶 𝑓 )) .

Given a map 𝑢 : 𝑥 → 𝑦 in𝐶, we put 𝑅(𝑢) = 𝑝(𝑢)𝑞(𝑢)−1. This defines a functor
indeed. For 𝑢 = 1𝑥 , we obviously have 𝑅(1𝑥) = 1𝑅 (𝑥 ) . It remains to check the
compatibility with compositions. Let 𝑢 : 𝑥 → 𝑦 and 𝑣 : 𝑦 → 𝑧 be two maps in
𝐶. The commutative square

𝑥 𝑦 𝑆(𝑣)

𝑆(𝑢) 𝑅(𝑦)

𝑢

𝜎 (𝑢)

𝜎 (𝑣)

𝑞 (𝑣)
𝑝 (𝑢) )

defines a map 𝑓 : 𝑥 → 𝑇 (𝑣, 𝑢) = 𝑆(𝑣)×𝑅 (𝑦) 𝑆(𝑢). We also choose a composition
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𝑤 : 𝑥 → 𝑧 of 𝑢 and 𝑣. This fits into the following commutative diagram in 𝐶.

𝑆(𝑢) 𝑅(𝑥)

𝑅(𝑦) 𝑇 (𝑣, 𝑢) 𝑋 𝑆(𝑤)

𝑆(𝑣) 𝑅(𝑧)

𝑞 (𝑢)

𝑝 (𝑢)

pr1

pr2
𝜎 (𝑤)𝑓

𝑝 (𝑤)

𝑞 (𝑤)

𝑞 (𝑣)
𝑝 (𝑣)

Lemma 7.5.14 implies that

𝑝(𝑤)𝑞(𝑤)−1 = 𝑝(𝑣)pr1 (𝑞(𝑢)pr2)−1

in ho(𝐿 (𝐶 𝑓 )). Since we obviously have

𝑝(𝑣)pr1 (𝑞(𝑢)pr2)−1 = 𝑝(𝑣)𝑞(𝑣)−1𝑝(𝑢)𝑞(𝑢)−1 ,

this proves that 𝑅(𝑣)𝑅(𝑢) = 𝑅(𝑤). Keeping track of notations from diagram
(7.5.1.1), there is a canonical functor

ho(𝚤) : ho(𝐶 𝑓 ) → ho(𝐶) .

The composed functor 𝑅 ◦ ho(𝚤) is then the canonical functor ho(𝛾 𝑓 ) from
ho(𝐶 𝑓 ) to ho(𝐿 (𝐶 𝑓 )). Similarly, by construction, for any map 𝑢 : 𝑥 → 𝑦 in 𝐶,
the square

𝑥 𝑦

𝑅(𝑥) 𝑅(𝑦)

𝑢

𝑗𝑥 𝑗𝑦

𝑝 (𝑢)𝑞 (𝑢)−1

commutes in ho(𝐿 (𝐶)). In other words, there is an invertible natural transfor-
mation 𝑗 : ho(𝛾) → ho(�̄�) ◦ 𝑅, where 𝛾 is the localisation functor from 𝐶 to
𝐿 (𝐶). This readily implies that the functor induced by 𝚤 from ho(𝐿 (𝐶 𝑓 )) to
ho(𝐿 (𝐶)) is an equivalence of categories. □

Proposition 7.5.16. Let 𝑥 be a fibrant object in an ∞-category with weak
equivalences and fibrations 𝐶. The induced functor 𝐶 𝑓 /𝛾 𝑓 (𝑥) → 𝐶/𝛾(𝑥) is
final.

Proof Recall that

𝐶 𝑓 /𝛾 𝑓 (𝑥) = 𝐿 (𝐶 𝑓 )/𝛾 𝑓 (𝑥) ×𝐿 (𝐶 𝑓 ) 𝐶 𝑓 and 𝐶/𝛾(𝑥) = 𝐿 (𝐶)/𝛾(𝑥) ×𝐿 (𝐶 ) 𝐶

and the comparison functor is induced by the functor �̄� : 𝐿 (𝐶 𝑓 ) → 𝐿 (𝐶). An
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object 𝜉 of 𝐿 (𝐶)/𝛾(𝑥) is thus determined by a couple (𝑐, 𝑢), where 𝑐 is an
object of 𝐶, and 𝑢 : 𝛾(𝑐) → 𝛾(𝑥) is map in 𝐿 (𝐶). We have to prove that the
coslice 𝜉\

(
𝐶 𝑓 /𝛾 𝑓 (𝑥)

)
is weakly contractible. By Lemma 4.3.15, it is sufficient

to consider given a functor of the form

𝐹 : 𝐸 → 𝜉\
(
𝐶 𝑓 /𝛾 𝑓 (𝑥)

)
,

where 𝐸 is the nerve of a finite partially ordered set, and to prove that 𝐹 is
Δ1-homotopic to a constant functor. In the case where 𝐸 is empty, this means
that we have to prove that 𝜉\

(
𝐶 𝑓 /𝛾 𝑓 (𝑥)

)
is not empty. For this purpose, we

choose a weak equivalence 𝑝 : 𝑐 → 𝑑 with 𝑑 fibrant. By virtue of Lemma
7.5.15 the map 𝑢 defines a unique map 𝛿 : 𝛾 𝑓 (𝑑) → 𝛾 𝑓 (𝑥) in ho(𝐿 (𝐶 𝑓 ))
so that �̄�(𝛿)𝛾(𝑝) = 𝑢. It remains to consider the case where 𝐸 is not empty.
In what follows, objects of 𝐶 or of 𝐶 𝑓 will often be considered as 𝐸-indexed
constant functors. A functor 𝐹 as above is essentially determined by a functor
Φ : 𝐸 → 𝐶 𝑓 , equipped with a map 𝜑 : 𝛾 𝑓 (Φ) → 𝛾 𝑓 (𝑥), as well as with a map
𝜓 : 𝑐 → Φ such that the diagram

𝛾(𝑐) 𝛾(𝑥)

𝛾(Φ)

𝑢

𝛾 (𝜓)
�̄� (𝜑)

commutes in Hom(𝐸, 𝐿(𝐶)). By virtue of Proposition 7.4.19, there exists a
fibrewise weak equivalence 𝑤 : Φ → Φ0 such that Φ0 is Reedy fibrant. Since
𝛾 𝑓 (𝑤) is invertible, one can find a map 𝜑0 : 𝛾 𝑓 (Φ0) → 𝛾 𝑓 (𝑥) such that 𝜑
is a composition of 𝜑0 and of 𝛾 𝑓 (𝑤). Composing 𝑤 with 𝜓 defines a map
𝜓0 : 𝑐 → Φ0. The triple (Φ0, 𝜑0, 𝜓0) determines a functor

𝐹0 : 𝐸 → 𝜉\
(
𝐶 𝑓 /𝛾 𝑓 (𝑥)

)
,

and 𝑤 is a natural transformation 𝐹 → 𝐹0. In other words, we may replace 𝐹
by 𝐹0, and assume, without loss of generality, that the underlying functor Φ is
Reedy fibrant. Then, by virtue of Proposition 7.4.8, the limit of Φ exists and is
fibrant in 𝐶. The map 𝜓 being a cone, it determines a map

𝜋 : 𝑐 → lim←−−Φ .

We choose a commutative triangle in 𝐶 of the form

𝑐 lim←−−Φ

𝑑

𝜋

𝑝 𝑞
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where 𝑝 is a weak equivalence, while 𝑞 is a fibration. The canonical morphism
𝑣 : lim←−−Φ → Φ, together with a choice of composition with 𝜑, defines a map
𝜆 : 𝛾 𝑓 (lim←−−Φ) → 𝛾 𝑓 (𝑥). Composing 𝜆 with 𝑞 defines a morphism between
constant functors

𝛿 : 𝛾 𝑓 (𝑑) → 𝛾 𝑓 (𝑥) .

Let 𝑒 be an object of 𝐸 , and 𝛿𝑒 : 𝛾 𝑓 (𝑑) → 𝛾 𝑓 (𝑥) the map of 𝐿 (𝐶 𝑓 ) obtained
by evaluating 𝛿 at 𝑒. Since 𝑢 is a composition of �̄�(𝛿𝑒) with the inverse of 𝛾(𝑝),
the triple (𝑑, 𝑝, 𝛿𝑒) defines a constant functor from 𝐸 to 𝜉\

(
𝐶 𝑓 /𝛾 𝑓 (𝑥)

)
. Finally,

the commutative diagram

𝛾(𝑑) 𝛾(𝑐) 𝛾(Φ) 𝛾(𝑥)

𝛾(𝑑) 𝛾(lim←−−Φ)

𝛾 (𝑝)−1

1𝛾 (𝑑)
𝛾 (𝑝)

𝛾 (𝜓) �̄� (𝜑)

𝛾 (𝑞)
𝛾 (𝑣)

�̄� (𝜆)

shows that any composition of 𝑣 and 𝑞 defines a natural transformation from
the constant functor (𝑑, 𝑝, 𝛿𝑒) to 𝐹. □

Corollary 7.5.17. Let U be a universe and 𝐶 a U-small∞-category with weak
equivalences and fibrations. For any∞-category 𝐷 with U-small colimits, and
for any functor 𝐹 : 𝐶 → 𝐷, the commutative square (7.5.1.1) induces an
invertible map

(𝛾 𝑓 )!𝚤∗ (𝐹) ≃ �̄�∗𝛾! (𝐹) .

Proof It is sufficient to prove that the evaluation of the canonical map

(𝛾 𝑓 )!𝚤∗ (𝐹) → �̄�∗𝛾! (𝐹)

at any object 𝑥 of 𝐶 𝑓 is invertible. By a double application of the dual version
of Proposition 6.4.9, this evaluation is equivalent to the map

lim−−→
𝐶 𝑓 /𝛾 𝑓 (𝑥 )

𝚤∗ (𝐹)/𝛾 𝑓 (𝑥) → lim−−→
𝐶/𝛾 (𝑥 )

𝐹/𝛾(𝑥) ,

where 𝐹/𝛾(𝑥) is the composition of 𝐹 with the canonical map 𝐶/𝛾(𝑥) →
𝐶, and similarly for 𝚤∗ (𝐹)/𝛾 𝑓 (𝑥). By virtue of Theorem 6.4.5, the previous
proposition implies that this map is invertible for all 𝑥. □

Theorem 7.5.18. Let 𝐶 be an ∞-category with weak equivalences and fi-
brations. The canonical functor �̄� : 𝐿 (𝐶 𝑓 ) → 𝐿 (𝐶) is an equivalence of ∞-
categories. In particular, the∞-category 𝐿 (𝐶) has finite limits and the functor
𝛾 : 𝐶 → 𝐿 (𝐶) is left exact.
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Proof Since the functor �̄� is essentially surjective, it is sufficient to prove that
it is fully faithful. For this purpose, we may consider a universe U such that 𝐶
is U-small, and, by Proposition 6.1.15, it is sufficient to prove that the induced
functor

�̄�! : Hom(𝐿 (𝐶 𝑓 ), S) → Hom(𝐿 (𝐶), S)

is fully faithful. In other words, we want to prove that the unit map 1 → �̄�∗�̄�!
is an invertible natural transformation. Since both functors �̄�! and �̄�∗ commute
with colimits (because they have right adjoints), and since any S-valued functor
indexed by a U-small ∞-category is a colimit of representable ones, it is
sufficient to prove that the map 𝐹 → �̄�∗�̄�! (𝐹) is invertible for any representable
functor 𝐹. Since the functor 𝛾 𝑓 is essentially surjective, this implies that we
only have to prove that the induced map

(𝛾 𝑓 )! → �̄�∗�̄�! (𝛾 𝑓 )!

is invertible. We have:

(𝛾 𝑓 )! ≃ (𝛾 𝑓 )!𝚤∗𝚤!
≃ �̄�∗𝛾!𝚤!
≃ �̄�∗�̄�! (𝛾 𝑓 )!

where the first isomorphism expresses the fact that 𝚤 is fully faithful, the second
one is the base change formula of Corollary 7.5.17, while the last one comes
from the commutativity of the square (7.5.1.1). The second part of the theorem
follows straight away from the first and from Proposition 7.5.6. □

Corollary 7.5.19. Let 𝐶 be an ∞-category with weak equivalences and fi-
brations. For a morphism between fibrant objects 𝑝 : 𝑥 → 𝑦, the following
conditions are equivalent.

(i) The morphism 𝑓 has a section in ho(𝐿 (𝐶)).
(ii) There exists a morphism 𝑝′ : 𝑥′ → 𝑥 such that the composition of 𝑝′ and

𝑝 is a weak equivalence.
(iii) There exists a fibration 𝑝′ : 𝑥′ → 𝑥 such that the composition of 𝑝′ and

𝑝 is a weak equivalence.

Proof The equivalence between conditions (ii) and (iii) follows right away
from the fact that one can factorise any map with fibrant domain into a weak
equivalence followed by a fibration. It is clear that (i) follows from (ii). To prove
that condition (i) implies condition (ii), we deduce from the preceding theorem
(in fact, from Lemma 7.5.15) that it is sufficient to consider the case where all
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the objects of 𝐶 are fibrant (replacing 𝐶 by 𝐶 𝑓 ). We observe then that, in any
commutative diagram of the form below,

𝑥 𝑧

𝑧′ 𝑦

𝑠

𝜑
𝑢

𝑠′

𝜑′

in which both 𝑠 and 𝑠′ are trivial fibrations, the map 𝜑 is a weak equivalence
if and only if 𝜑′ has the same property. Therefore, using the right calculus
of fraction under the precise form of Formula (7.2.10.4) (with 𝑊 (𝑥) the full
subcategory of 𝐶//𝑥 which consists of trivial fibrations 𝑥′ → 𝑥), we see that,
if there is an equality of maps 𝑠−1𝜑 and 𝑡−1𝜓 in ho(𝐿 (𝐶)), with 𝑠 and 𝑡 two
trivial fibrations in𝐶, and 𝜑 and 𝜓 two maps in𝐶, then 𝜑 is a weak equivalence
if and only if 𝜓 has the same property. Contemplating the case where both 𝑡
and 𝜓 are identities, we observe that (i) implies (ii). □

Corollary 7.5.20. Let 𝐶 be an ∞-category with weak equivalences and fibra-
tions. A commutative square in 𝐶 of shape

𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑝′ 𝑝

𝑣

in which 𝑝 is a fibration and both 𝑦 and 𝑦′ are fibrant becomes Cartesian in
𝐿 (𝐶) if and only if the corresponding map 𝑥′ → 𝑦′ ×𝑦 𝑥 becomes invertible in
𝐿 (𝐶).

Proof This follows right away from the last assertion of Theorem 7.5.18. □

Corollary 7.5.21. Let 𝐶 be an ∞-category with weak equivalences and fibra-
tions, and

𝑥′ 𝑥

𝑦′ 𝑦

𝑢

𝑝′ 𝑝

𝑣

a Cartesian square of 𝐶, in which 𝑝 is a fibration and 𝑦′ is fibrant. If 𝑝 (or
𝑣) becomes invertible in 𝐿 (𝐶), then the map 𝑝′ (or 𝑢, respectively) becomes
invertible in 𝐿 (𝐶).

Proof By virtue of the preceding corollary, we may replace 𝐶 by 𝐿 (𝐶). In
other words, we may assume that the weak equivalences are the invertible maps
and that the fibrations are all maps, in which case the assertion is a triviality. □
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Remark 7.5.22. If 𝐶 is an ∞-category with weak equivalences and fibrations,
thanks to the preceding corollary, we get another∞-category with weak equiv-
alences and fibrations 𝐶 as follows. The underlying∞-category is the same as
𝐶, and similarly for the subcategory of fibrations. The weak equivalences are
those which become invertible in 𝐿 (𝐶) (i.e., the subcategory of weak equiva-
lences is the pull-back of 𝑘 (𝐿 (𝐶)) in 𝐶). It is clear that 𝐿 (𝐶) = 𝐿 (𝐶). This
means that, in many situations, it is quite harmless to replace 𝐶 by 𝐶. A direct
consequence of Corollary 7.5.19 is that the the assignment 𝐶 ↦→ 𝐶 commutes
with the formation of slices over fibrant objects: in other words, for any fibrant
object 𝑥 in 𝐶, a map in 𝐶/𝑥 induces an invertible map in 𝐿 (𝐶/𝑥) if and only if
its image in 𝐶 becomes invertible in 𝐿 (𝐶).

7.5.23. Let 𝐶 be an ∞-category with weak equivalences 𝑊 ⊂ 𝐶, and let
𝐹 : 𝐶 → 𝐷 be a functor. The pull-back functor

𝛾∗ : Hom(𝐿 (𝐶), 𝐷) → Hom(𝐶, 𝐷)

does not have any left adjoint in general, but one might still ask if the functor
Hom(𝐹, 𝛾∗ (−)) is representable in Hom(𝐿 (𝐶), 𝐷). If this is the case, a repre-
sentative is denoted by R𝐹 : 𝐿 (𝐶) → 𝐷, and is called the right derived functor
of 𝐹 (this is an abuse of course: to speak of the right derived functor of 𝐹, one
must also specify the natural transformation 𝐹 → R𝐹 ◦ 𝛾 which exhibits R𝐹
as such).

Dually, if the functor Hom(𝛾∗ (−), 𝐹) is representable, a representative is
denoted by L𝐹 : 𝐿 (𝐶) → 𝐷 and is called the left derived functor of 𝐹. We
remark that (L𝐹)op : 𝐿 (𝐶)op = 𝐿 (𝐶op) → 𝐷op is then the right derived functor
of 𝐹op : 𝐶op → 𝐷op.

Lemma 7.5.24. If 𝐹 : 𝐶 → 𝐷 sends weak equivalences to invertible maps,
then the functor

𝐹 : 𝐿 (𝐶) → 𝐷 ,

associated to 𝐹 by the universal property of 𝐿 (𝐶), is the right derived functor
of 𝐹.

Proof We may assume that both 𝐶 and 𝐷 are U-small for some universe U.
Let 𝐺 : 𝐿 (𝐶) → 𝐷 be any functor. Then the invertible map 𝐹 ◦ 𝛾 ≃ 𝐹 and the
equivalence of∞-categories

Hom(𝐿 (𝐶), 𝐷) ≃ HomW (𝐶, 𝐷)

(where W is the subcategory of weak equivalences in 𝐶) produce invertible
maps

Hom(𝐹, 𝐺) ≃ Hom(𝐹 ◦ 𝛾, 𝐺 ◦ 𝛾) ≃ Hom(𝐹, 𝐺 ◦ 𝛾)
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in S, functorially in 𝐺. □

7.5.25. A consequence of the previous lemma is that, if 𝐶 is an ∞-category
with weak equivalences and fibrations, any functor 𝐹 : 𝐶 → 𝐷 which sends
weak equivalences between fibrant objects to invertible maps has a right de-
rived functor R𝐹. More precisely, keeping the notations introduced in diagram
(7.5.1.1), R𝐹 may be constructed as follows. One chooses a quasi-inverse
𝑅 : 𝐿 (𝐶) → 𝐿 (𝐶 𝑓 ) of the equivalence of∞-categories �̄� provided by Theorem
7.5.18. Let

(7.5.25.1) 𝐹 : 𝐿 (𝐶 𝑓 ) → 𝐷

a functor equipped with an invertible natural transformation 𝑗 : 𝐹◦𝛾 𝑓
∼−→ 𝐹 ◦ 𝚤.

One defines

(7.5.25.2) R𝐹 = 𝐹 ◦ 𝑅 .

This functor R𝐹 is a right derived functor of 𝐹 indeed. To see this, we observe
first that the functor

�̄�∗ : Hom(𝐿 (𝐶), 𝐷) → Hom(𝐿 (𝐶 𝑓 ), 𝐷)

is a right adjoint of 𝑅∗, by Proposition 6.1.6. Hence one may identify 𝐹 ◦ 𝑅
with �̄�! (𝐹). To prove that �̄�! (𝐹) is the right derived functor of 𝐹, we may choose
a universe U such that 𝐶 and 𝐷 are U-small. Since the functor

(ℎ𝐷op )op : 𝐷 → Hom(𝐷, S)op = 𝐷′

is fully faithful, we may replace 𝐷 by 𝐷′ (and 𝐹 by (ℎ𝐷op )op (𝐹)), and assume
that 𝐷 has U-small colimits. We have then to identify �̄�! (𝐹) with 𝛾! (𝐹). But
Lemma 7.5.24 identifies 𝐹 with R(𝐹 ◦ 𝚤) = (𝛾 𝑓 )! (𝚤∗𝐹). Therefore, Corollary
7.5.17 gives a canonical isomorphism 𝐹 ≃ �̄�∗𝛾! (𝐹). Since �̄� is an equivalence of
categories, this determines, by transposition, an invertible map 𝐹 ◦𝑅 = �̄�! (𝐹) ≃
𝛾! (𝐹).

This explicit construction shows furthermore that, for any other functor
𝐹′ : 𝐷 → 𝐷′, we have:

(7.5.25.3) 𝐹′ ◦R𝐹 = R(𝐹′ ◦ 𝐹) .

Definition 7.5.26. Let 𝐶 be an∞-category with weak equivalences and fibra-
tions, and 𝐷 an∞-category equipped with a subcategory of weak equivalences.
Given a functor 𝐹 : 𝐶 → 𝐷, which sends the weak equivalences between fi-
brant objects of 𝐶 to weak equivalences of 𝐷, the right derived functor of 𝐹 is
defined as the right derived functor of the composition

𝐶
𝐹−→ 𝐷

𝛾𝐷−−→ 𝐿 (𝐷) ,
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where 𝛾𝐷 is the localisation functor by the weak equivalences of 𝐷. This right
derived functor of 𝐹 is denoted by R𝐹. In other words, we put:

R𝐹 = R(𝛾𝐷 ◦ 𝐹) : 𝐿 (𝐶) → 𝐿 (𝐷)

(this makes sense, by applying the construction of paragraph 7.5.25).

Remark 7.5.27. Corollary 7.4.14 shows that the right derived functor of any
left exact functor always exists. In particular, the right derived functor of the
localisation functor 𝛾 : 𝐶 → 𝐿 (𝐶) exists: it is the identity of 𝐿 (𝐶). This
fits well with the fact that the formation of derived functor behaves well with
composition, as it may be observed with Proposition 7.5.29.

Proposition 7.5.28. For any left exact functor 𝐹 : 𝐶 → 𝐷 between ∞-
categories with weak equivalences and fibrations, the right derived functor
R𝐹 : 𝐿 (𝐶) → 𝐿 (𝐷) is left exact (hence commutes with finite limits).

Proof Let 𝐶 𝑓 and 𝐷 𝑓 be the full subcategories of fibrant objects in 𝐶 and 𝐷,
respectively. There is an essentially commutative diagram of the form

𝐿 (𝐶 𝑓 ) 𝐿 (𝐷 𝑓 )

𝐿 (𝐶) 𝐿 (𝐷)

𝐹

R𝐹

where the vertical maps are equivalences of∞-categories, and 𝐹 is the functor
induced by the restriction of 𝐹 to 𝐶 𝑓 . It is thus sufficient to prove that 𝐹 is
left exact, which follows right away from the second assertion of Proposition
7.5.6. □

Proposition 7.5.29. Let 𝐹 : 𝐶0 → 𝐶1 and 𝐺 : 𝐶1 → 𝐶2 be two left exact
functors between ∞-categories with weak equivalences and fibrations. The
canonical map R𝐺 ◦R𝐹 → R(𝐺 ◦ 𝐹) is invertible.

Proof This follows straight away from formula (7.5.25.3). □

The following theorem, originally due to Quillen in the context of model
categories, has been generalised by Maltsiniotis in [Mal07], with a proof which
is robust enough to be promoted mutatis mutandis to∞-categories. The partic-
ular case of model ∞-categories should arguably be attributed to Mazel-Gee
[MG16b].

Theorem 7.5.30 (Quillen). Let 𝐹 : 𝐶 ⇄ 𝐷 : 𝑈 be an adjunction with co-unit
map and unit map 𝜀 : 𝐹𝑈 → 1𝐷 and 𝜂 : 1𝐶 → 𝑈𝐹 respectively. We suppose
that 𝐶 is an ∞-category with weak equivalences and cofibrations, and that
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𝐷 is an ∞-category with weak equivalences and fibrations. If 𝐹 sends weak
equivalences between cofibrant objects to weak equivalences, and if 𝐺 sends
weak equivalences between fibrant objects to weak equivalences, then there is
a canonical adjunction of the form

L𝐹 : 𝐿 (𝐶) ⇄ 𝐿 (𝐷) : R𝑈 .

Proof Let us denote by

𝛾𝐶 : 𝐶 → 𝐿 (𝐶) and 𝛾𝐷 : 𝐷 → 𝐿 (𝐷)

the corresponding localisation functors. For any functor 𝐺 : 𝐿 (𝐷) → 𝐸 , we
have

𝐺 ◦ L𝐹 = L(𝐺 ◦ 𝛾𝐷 ◦ 𝐹) .

Similarly, for any functor 𝐺 : 𝐿 (𝐶) → 𝐸 , we have

𝐺 ◦R𝑈 = R(𝐺 ◦ 𝛾𝐶 ◦𝑈) .

Therefore, the canonical maps

L𝐹 ◦ 𝛾𝐶 ◦𝑈 → 𝛾𝐷 ◦ 𝐹 ◦𝑈
𝛾𝐷∗𝜀−−−−→ 𝛾𝐷

induce a map

𝜀 : L𝐹 ◦R𝑈 = R(L𝐹 ◦ 𝛾𝐶 ◦𝑈) → R(𝛾𝐷) = 1𝐿 (𝐷) .

Dually, the maps

𝛾𝐶
𝛾𝐶∗𝜂−−−−→ 𝛾𝐶 ◦𝑈 ◦ 𝐹 → R𝑈 ◦ 𝛾𝐷 ◦ 𝐹

induce a map

𝜂 : 1𝐿 (𝐶 ) = L(𝛾𝐶 ) → L(R𝑈 ◦ 𝛾𝐷 ◦ 𝐹) = R𝑈 ◦ L𝐹 .

We observe that, by construction, the canonical maps provide a commutative
square of the following form.

L𝐹 ◦ 𝛾𝐶 ◦𝑈 L𝐹 ◦R𝑈 ◦ 𝛾𝐷

𝛾𝐷 ◦ 𝐹 ◦𝑈 𝛾𝐷

𝜀∗𝛾𝐷
𝛾𝐷∗𝜀

Composing with 𝐹 on the right, this gives a commutative diagram

L𝐹 ◦ 𝛾𝐶 L𝐹 ◦ 𝛾𝐶 ◦𝑈 ◦ 𝐹 L𝐹 ◦R𝑈 ◦ 𝛾𝐷 ◦ 𝐹

𝛾𝐷 ◦ 𝐹 ◦𝑈 ◦ 𝐹 𝛾𝐷 ◦ 𝐹

L𝐹◦𝛾𝐶∗𝜂

𝜀∗𝛾𝐷◦𝐹
𝛾𝐷∗𝜀∗𝐹
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such that the composed mapL𝐹◦𝛾𝐶 → 𝛾𝐷◦𝐹 is the canonical one (correspond-
ing to the identity of L𝐹, by transposition). This proves that the composition

L𝐹
L𝐹∗𝜂
−−−−→ L𝐹 ◦R𝑈 ◦ L𝐹 𝜀∗L𝐹−−−−→ L𝐹

is the identity. Replacing 𝐶 by 𝐷op and 𝐷 by 𝐶op in the computation above
gives the other expected identity, and thus achieves the proof. □

7.6 Equivalences of∞-categories with finite limits

In this section, given an ∞-category 𝐶, subcategories of weak equivalences
𝑊 ⊂ 𝐶 always have the property that a simplex 𝑥 : Δ𝑛 → 𝐶 belongs to 𝑊 if
and only if its restrictions 𝑥 |Δ{𝑖,𝑖+1} : Δ{𝑖,𝑖+1} → 𝐶 all belong to𝑊 for 0 ≤ 𝑖 < 𝑛.
In other words, the inclusion map 𝑊 → 𝐶 is required to be an inner fibration.
Such a subcategory𝑊 contains all invertible maps of 𝐶 if and only if the map
𝑊 → 𝐶 is an isofibration.

Definition 7.6.1. Let 𝐶 and 𝐶′ be ∞-categories equipped with subcategories
of weak equivalences𝑊 ⊂ 𝐶 and𝑊 ′ ⊂ 𝐶′. A functor 𝑓 : 𝐶 → 𝐷 has the right
approximation property if the following two conditions are verified.

App 1. A morphism of 𝐶 belongs to𝑊 if and only if its image by 𝑓 is in𝑊 ′.
App 2. for any objects 𝑦0 and 𝑥1 in 𝐷 and 𝐶, respectively, and for any map

𝜓 : 𝑦0 → 𝑓 (𝑥1) in 𝐷, there is a map 𝜑 : 𝑥0 → 𝑥1 in 𝐶 and a weak
equivalence 𝑢 : 𝑦0 → 𝑓 (𝑥0) such that the following triangle commutes.

𝑦0 𝑓 (𝑥1)

𝑓 (𝑥0)

𝜓

𝑢 ≀
𝑓 (𝜑)

Remark 7.6.2. Any functor 𝑓 : 𝐶 → 𝐷 between ∞-categories such that the
induced functor

ho( 𝑓 ) : ho(𝐶) → ho(𝐷)

is an equivalence of categories has the right approximation property (where the
weak equivalences are the invertible maps). Indeed, in this case, for any map
𝜓 : 𝑦0 → 𝑓 (𝑥1) in 𝐷, the essential surjectivity of ho( 𝑓 ) means that on may
choose an invertible map of the form 𝑢 : 𝑦0 → 𝑓 (𝑥0), and the fullness of ho( 𝑓 )
implies that one may complete these data into a commutative triangle as above.
Example 7.6.3. For any ∞-category with weak equivalences and fibrations 𝐶,
the inclusion 𝐶 𝑓 → 𝐶 has the right approximation property.
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Example 7.6.4. Let𝐶 be an∞-category with weak equivalences and fibrations.
If all objects are fibrant in 𝐶, and if the weak equivalences of 𝐶 are precisely
the maps which become invertible in 𝐿 (𝐶), then the localisation functor 𝛾 :

𝐶 → 𝐿 (𝐶) has the right approximation property. Indeed, this comes from the
fact that, by virtue of Corollary 7.2.18 and of Proposition 7.4.13, the trivial
fibrations define a right calculus of fractions, so that formula (7.2.10.4) holds.

Proposition 7.6.5. If a functor 𝑓 : 𝐶 → 𝐷 has the right approximation
property, then so does the induced functor 𝐶/𝑥 → 𝐷/ 𝑓 (𝑥) for any object 𝑥
of 𝐶 (where the weak equivalences in 𝐶/𝑥 are those maps whose image by the
canonical functor 𝐶/𝑥 → 𝐶 are weak equivalences, and similarly for 𝐷/𝑦).

Proof By virtue of Proposition 4.2.9, one may as well consider the functors
𝐶//𝑥 → 𝐷// 𝑓 (𝑥), in which case this is straightforward. □

Remark 7.6.6. In the case where the weak equivalences are the invertible
maps, the preceding proposition does make sense: the functors 𝐶/𝑥 → 𝐶 are
conservative, since they are right fibrations.

Lemma 7.6.7. Let 𝑓 : 𝐶 → 𝐶′ be a left exact functor between ∞-categories
with weak equivalences and fibrations. We write W and W′ for the weak equiv-
alences in 𝐶 and in 𝐶′ respectively. If 𝑓 has the right approximation property,
then the induced functor W→ W′ is final (hence a weak homotopy equivalence).

Proof Let 𝑦 be an object of W′. We want to prove that 𝑦\\W is weakly
contractible. For this purpose, we will use Lemma 4.3.15. Let 𝐸 be the nerve of
a finite partially ordered set, and 𝐹 : 𝐸 → 𝑦\\W be a functor. We want to prove
that 𝐹 is Δ1-homotopic to a constant map. Such a functor 𝐹 is determined by a
functor Φ : 𝐸 → 𝐶 which sends all maps of 𝐸 to weak equivalences, equipped
with a fibrewise weak equivalence from the constant functor with value 𝑦 to 𝑓Φ.
By Proposition 7.4.19, one may choose a fibrewise weak equivalence Φ→ Φ0

such that Φ0 is Reedy fibrant. Replacing Φ by Φ0, we may assume that Φ has
a limit and that it is fibrant in 𝐶. Since 𝑓 is left exact, by virtue of Proposition
7.5.5, the limit of 𝑓Φ also exists in𝐶′, and is nothing else than the image by 𝑓 of
the limit ofΦ in𝐶. Therefore, there is a canonical map𝜓 : 𝑦→ 𝑓 (lim←−−Φ) in𝐶

′.
The right approximation property ensures that there exists a map 𝜑 : 𝑥 → lim←−−Φ
in 𝐶 and a weak equivalence 𝑢 : 𝑦 → 𝑓 (𝑥) in 𝐶′ such that 𝜓 is a composition
of 𝑓 (𝜑) and 𝑢. The map 𝜑 induces a natural transformation from the constant
functor with value 𝑥 to Φ. This natural transformation is a fibrewise weak
equivalence because its image by 𝑓 composed with the invertible map 𝑢 is
the given fibrewise weak equivalence from 𝑦 to Φ, and because 𝑓 detects weak
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equivalences. In other words, there is a natural transformation from the constant
functor with value (𝑥, 𝑢) to 𝐹. □

Proposition 7.6.8. Let 𝐶 be an ∞-category with weak equivalences and fi-
brations. We write W and W 𝑓 for the subcategories of weak equivalences in 𝐶
and in the full subcategory of fibrant objects 𝐶 𝑓 , respectively. Then the functor
W 𝑓 → W is final (hence a weak homotopy equivalence).

Proof Since the inclusion 𝐶 𝑓 → 𝐶 is left exact and has the right approxima-
tion property, we can apply the preceding lemma. □

Corollary 7.6.9. Let 𝐶 be an ∞-category with weak equivalences and fibra-
tions. We assume that the subcategory of weak equivalences𝑊 ⊂ 𝐶 is saturated
(i.e., that it has the property that a map in 𝐶 is a weak equivalence if and only
if it becomes invertible in 𝐿 (𝐶); see Remark 7.1.5). Then the canonical functor
𝑊 → 𝑘 (𝐿 (𝐶)) is final (hence a weak homotopy equivalence).

Proof We have a commutative diagram of the form

𝑊 𝑓 𝑊

𝑘 (𝐿 (𝐶 𝑓 )) 𝑘 (𝐿 (𝐶))

in which the upper horizontal map is final, by the previous proposition, while,
by virtue of Theorem 7.5.18, the lower horizontal map is an equivalence of
∞-groupoids (hence final). We have seen in Example 7.6.4 that the functor
𝐶 𝑓 → 𝐿 (𝐶 𝑓 ) has the right approximation property. Since it is also left exact,
by Proposition 7.5.6, we can apply Lemma 7.6.7 and see that the left vertical
functor in the square above is final. We conclude the proof with Corollary
4.1.9. □

Theorem 7.6.10. Let 𝑓 : 𝐶 → 𝐷 be a functor between∞-categories with finite
limits. If 𝑓 commutes with finite limits, then the following three conditions are
equivalent.

(i) The functor 𝑓 is an equivalence of∞-categories.
(ii) The functor ho( 𝑓 ) : ho(𝐶) → ho(𝐷) is an equivalence of categories.
(iii) The functor 𝑓 has the right approximation property.

Proof We already know that condition (i) implies condition (ii). The fact
that condition (ii) implies condition (iii) has already been discussed in Remark
7.6.2. It is thus sufficient to prove that condition (iii) implies condition (i).
Let us assume that 𝑓 has the right approximation property. For any object
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𝑦 of 𝐷, if 𝑒 is a final object of 𝐶, then 𝑓 (𝑒) is a final object of 𝐷, hence
there is a map 𝑦 → 𝑓 (𝑒). The property of right approximation thus implies
that there exists an invertible map from 𝑦 to 𝑓 (𝑥) for some object 𝑥 of 𝐶.
It remains to prove that 𝑓 is fully faithful. Let 𝑦 be an object of 𝐶. Lemma
7.6.7 implies that 𝑘 ( 𝑓 ) : 𝑘 (𝐶) → 𝑘 (𝐷) is an equivalence of ∞-groupoids.
But, by Proposition 7.6.5, the induced functor 𝐶/𝑦 → 𝐷/ 𝑓 (𝑦) also has the
right approximation property. By virtue of Corollary 7.3.29, the slice 𝐶/𝑦 has
finite limits, and the functor from 𝐶/𝑦 to 𝐷/ 𝑓 (𝑦) commutes with finite limits.
We may thus apply Lemma 7.6.7 once more and deduce that the induced map
𝑘 (𝐶/𝑦) → 𝑘 (𝐷/ 𝑓 (𝑦)) is an equivalence of ∞-groupoids. On the other hand,
since the functor 𝐶/𝑦 → 𝐶 is conservative, for any object 𝑥 of 𝐶, we have
canonical homotopy pull-back squares of the following form.

𝐶 (𝑥, 𝑦) 𝑘 (𝐶/𝑦) 𝐶/𝑦

Δ0 𝑘 (𝐶) 𝐶
𝑥

Similarly, 𝐷 ( 𝑓 (𝑥), 𝑓 (𝑦)) is the homotopy fibre of the map 𝑘 (𝐷/ 𝑓 (𝑦)) →
𝑘 (𝐷). Since we have a commutative square

𝑘 (𝐶/𝑦) 𝑘 (𝐷/ 𝑓 (𝑦))

𝑘 (𝐶) 𝑘 (𝐷)

in which the two horizontal maps are weak homotopy equivalences, we see that
the induced map 𝐶 (𝑥, 𝑦) → 𝐷 ( 𝑓 (𝑥), 𝑓 (𝑦)) is an equivalence of∞-groupoids.
This proves that 𝑓 is fully faithful and essentially surjective, hence that it is an
equivalence of∞-categories. □

Corollary 7.6.11. Let 𝐹 : 𝐶 → 𝐷 be a left exact functor between∞-categories
with weak equivalences and fibrations. Then the induced right derived func-
tor R𝐹 : 𝐿 (𝐶) → 𝐿 (𝐷) is an equivalence of ∞-categories if and only if
the induced functor ho(R𝐹) : ho(𝐿 (𝐶)) → ho(𝐿 (𝐷)) is an equivalence of
categories.

Proof This follows right away from Proposition 7.5.28 and from the previous
theorem. □

7.6.12. If 𝐶 is an ∞-category with weak equivalences and fibrations, for any
fibrant object 𝑥, the slice 𝐶/𝑥 is an ∞-category with weak equivalences and
fibrations: the weak equivalences (fibrations) of𝐶/𝑥 are the maps whose image
by the canonical projection 𝐶/𝑥 → 𝐶 are weak equivalences (fibrations).
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Corollary 7.6.13. Let 𝐶 be an ∞-category with weak equivalences and fibra-
tions. We denote by 𝛾 : 𝐶 → 𝐿 (𝐶) the localisation functor. For any fibrant
object 𝑥 of𝐶, the canonical functor𝐶/𝑥 → 𝐿 (𝐶)/𝛾(𝑥) induces an equivalence
of∞-categories

𝐿 (𝐶/𝑥) ≃ 𝐿 (𝐶)/𝛾(𝑥) .

Proof It is harmless to assume that 𝐶 is saturated (i.e. that a map in 𝐶 is a
weak equivalence if and only if its image in 𝐿 (𝐶) is invertible); see Remark
7.5.22. We shall prove that the canonical functor 𝜑 : 𝐿 (𝐶/𝑥) → 𝐿 (𝐶)/𝛾(𝑥)
has the approximation property. Since the functor 𝐿 (𝐶)/𝛾(𝑥) → 𝐿 (𝐶) is
conservative, to prove property App 1, it is sufficient to check that the functor
𝐿 (𝐶/𝑥) → 𝐿 (𝐶) is conservative. Using right calculus of fractions, this amounts
to check that a map of 𝐶/𝑥 becomes invertible in 𝐿 (𝐶/𝑥) if and only if it
becomes invertible in 𝐿 (𝐶). Since 𝐶 is assumed to be saturated, this amounts
to assert that any map in𝐶/𝑥 whose image in𝐶 is a weak equivalence is a weak
equivalence, which is true by definition. To prove that 𝜑 satisfies axiom App 2, it
is sufficient to check that the functor𝐶/𝑥 → 𝐿 (𝐶)/𝛾(𝑥) has this property. This
would follow from the fact that the functor 𝛾 : 𝐶 → 𝐿 (𝐶) satisfies property
App 2. This, in turns, follows right away from the fact that, by Theorem 7.5.18,
we have 𝐿 (𝐶 𝑓 ) ≃ 𝐿 (𝐶) (where 𝐶 𝑓 is the full subcategory of fibrant objects
in 𝐶), and from Example 7.6.4. Now, since 𝑥 is fibrant, as observed above, the
slice 𝐶/𝑥 has a natural structure of ∞-category with weak equivalences and
fibrations. Therefore, since the localisation functor 𝛾 is left exact, by virtue of
Lemma 7.5.24 and of Proposition 7.5.28, the functor 𝜑 is left exact. Finally,
Theorem 7.6.10 shows that 𝜑 is an equivalence of∞-categories. □

We can use the preceding corollary to understand when two maps become
equivalent in the localisation in terms path-homotopies (see paragraph 7.5.13).

Proposition 7.6.14. Let𝐶 be an∞-category of fibrant objects, and 𝑦 an object
of 𝐶. The relation of path-homotopy does not depend on the choice of a path
object of 𝑦. Furthermore, two maps 𝑓 , 𝑔 : 𝑥 → 𝑦 are path-homotopic if and
only if their image in ho(𝐿 (𝐶)) are equal. In particular, it is an equivalence
relation on the set Homho(𝐶 ) (𝑥, 𝑦), and it is compatible with composition.

Proof Given an object 𝑠 in 𝐶, and maps 𝑓 : 𝑥 → 𝑠 and 𝑖 : 𝑦 → 𝑠, we
choose a factorisation of 𝑖 into a weak equivalence 𝑤 : 𝑦 → 𝑧′ followed by a
fibration 𝜋 : 𝑧′ → 𝑠. Applying Theorem 7.5.18 to 𝐶/𝑠, we may consider the
right calculus of fractions defined by trivial fibrations between fibrant objects
in 𝐶/𝑠, and see that maps from (𝑥, 𝑓 ) to (𝑦, 𝑖) in 𝐿 (𝐶/𝑠) can all be described
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by commutative diagrams of the form

𝑥 𝑧 𝑧′

𝑠
𝑓

𝑝 𝑞

𝜋

in which 𝑝 is a trivial fibration (a priori, we should have replaced 𝑓 by a
fibration, but we can reintroduce 𝑓 itself using the fact that pull-backs of
trivial fibrations along maps between fibrant objects exist in 𝐶, and are trivial
fibrations). Applying what precedes for 𝑠 = 𝑦 × 𝑦 and 𝑖 the diagonal map,
this shows the first assertion (because path objects of 𝑦 are simply fibrant
replacements of the diagonal map 𝑦 → 𝑦 × 𝑦, seen as an object of the slice
category over 𝑦 × 𝑦). The canonical equivalences of∞-categories provided by
Corollary 7.6.13

𝐿 (𝐶/𝑠) ≃ 𝐿 (𝐶)/𝛾(𝑠)

and the fact that the localisation functor 𝛾 commutes with finite products show
that, to prove the second assertion, we may assume, without loss of generality,
that the weak equivalences of𝐶 are the invertible maps. The proposition is then
obvious. □

Proposition 7.6.15. Let 𝐹 : 𝐶 → 𝐷 be a left exact functor between ∞-
categories with weak equivalences and fibrations. The right derived functor
R𝐹 : 𝐿 (𝐶) → 𝐿 (𝐷) is an equivalence of ∞-categories if and only if the
functor 𝐹 has the following two properties:

(a) if a morphism between fibrant objects 𝑢 : 𝑥 → 𝑦 in 𝐶 becomes a
weak equivalence in 𝐷, then there is a morphism with fibrant domain
𝑢′ : 𝑥′ → 𝑥 and a composition 𝑢𝑢′ : 𝑥′ → 𝑦 which is a weak equivalence
in 𝐶;

(b) for any fibrant objects 𝑥1 in 𝐶 and 𝑦0 in 𝐷, and for any morphism
𝜓 : 𝑦0 → 𝐹 (𝑥1), there exists a commutative square of the form

𝑦0 𝐹 (𝑥1)

𝑦1 𝐹 (𝑥0)

𝜓

𝑡

𝑠

𝐹 (𝜑)

in 𝐷, where both 𝑠 and 𝑡 are weak equivalences between fibrant objects,
and 𝜑 is a morphism with fibrant domain in 𝐶.

Proof By virtue of Theorem 7.5.18, it is sufficient to prove this proposition
in the case where both 𝐶 and 𝐷 are ∞-categories of fibrant objects. On the
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other hand, we know that the derived functor R𝐹 is left exact. Therefore, by
Theorem 7.6.10, it is an equivalence of ∞-categories if and only if it has
the right approximation property of Definition 7.6.1. Moreover, by virtue of
Brown’s Lemma (7.4.13), there is a right calculus of trivial fibrations in any
∞-category of fibrant objects (Corollary 7.2.18). It follows easily from the right
calculus of fractions and from Corollary 7.5.19 that condition (a) is equivalent
to the property that the derived functor R𝐹 is conservative. The right calculus
of fractions and condition (b) also imply that condition App 2 of Definition
7.6.1 is satisfied by R𝐹. This shows that conditions (a) and (b) imply that R𝐹
is an equivalence of ∞-categories. To prove the converse, it remains to check
that, if R𝐹 is an equivalence of ∞-categories, then condition (b) holds. Let
𝜓 : 𝑦0 → 𝐹 (𝑥1) a morphism in 𝐷. We see that condition (b) holds for 𝜓 if
and only if it holds for a composition of 𝜓 with some trivial fibration. Since
R𝐹 is full and essentially surjective, using the right calculus of fractions, we
see that we may assume, without loss of generality, that 𝑦0 = 𝐹 (𝑥0) for some
object 𝑥0, and that there is a map 𝜑 : 𝑥0 → 𝑥1 such that 𝜓 and 𝐹 (𝜑) are equal
in ho(𝐿 (𝐷)). By virtue of Proposition 7.6.14, this means that 𝜓 and 𝐹 (𝜑) are
path-homotopic in 𝐷, and we observe that this readily implies property (b). □

Corollary 7.6.13 may also be used to give sufficient conditions for a localised
∞-category to be locally Cartesian closed as follows, generalising a result of
Kapulkin [Kap17].

Proposition 7.6.16. Let 𝐶 be an ∞-category with weak equivalences and
fibrations. Given a fibrant object 𝑥, we write 𝐶 (𝑥) for the full subcategory of
𝐶/𝑥 which consists of fibrations 𝑥′ → 𝑥. We see 𝐶 (𝑥) as a category of fibrant
objects, with weak equivalences (fibrations) the maps whose image by the
standard functor 𝐶 (𝑥) → 𝐶 is a weak equivalence (a fibration, respectively).
We assume that, for any fibration between fibrant objects 𝑝 : 𝑥 → 𝑦, the
pull-back functor

𝑝∗ : 𝐶 (𝑦) → 𝐶 (𝑥) , (𝑦′ → 𝑦) ↦→ (𝑦′ ×𝑦 𝑥 → 𝑥)

has a right adjoint 𝑝∗ : 𝐶 (𝑥) → 𝐶 (𝑦) which preserves trivial fibrations. Then,
for any map 𝑝 : 𝑥 → 𝑦 in 𝐿 (𝐶), the pull-back functor

𝑝∗ : 𝐿 (𝐶)/𝑦→ 𝐿 (𝐶)/𝑥 , (𝑦′ → 𝑦) ↦→ (𝑦′ ×𝑦 𝑥 → 𝑥)

has a right adjoint.

Proof Let 𝛾 : 𝐶 → 𝐿 (𝐶) be the localisation functor. By virtue of Theorem
7.5.18, using the right calculus of fractions as well as the existence of factori-
sation of maps between fibrant objects into a weak equivalence followed by
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a fibration, together with Propositions 6.1.6, 6.1.7 and 6.1.8, we see that it is
sufficient to prove that, for any fibration between fibrant objects 𝑝 : 𝑥 → 𝑦, the
pull-back functor

𝛾(𝑝)∗ : 𝐿 (𝐶)/𝛾(𝑦) → 𝐿 (𝐶)/𝛾(𝑥)

has a right adjoint. By virtue of Corollary 7.4.14, both functors of the adjunction

𝑝∗ : 𝐶 (𝑦) ⇄ 𝐶 (𝑥) : 𝑝∗

preserve weak equivalences and thus induce an adjunction of localised ∞-
categories, by Proposition 7.1.14:

𝑝∗ : 𝐿 (𝐶 (𝑦)) ⇄ 𝐿 (𝐶 (𝑥)) : 𝑝∗ .

But the functor 𝑝∗ also has a left adjoint 𝑝! (induced by composition with 𝑝)
which also preserves weak equivalences, hence also induces an adjunction

𝑝! : 𝐿 (𝐶 (𝑥)) ⇄ 𝐿 (𝐶 (𝑦)) : 𝑝∗ .

Theorem 7.5.18 and Corollary 7.6.13 imply that 𝐿 (𝐶 (𝑧)) ≃ 𝐿 (𝐶)/𝛾(𝑧) for all
fibrant objects 𝑧, and that the functor 𝑝! is equivalent to the functor 𝛾(𝑝)! in
the adjunction

𝛾(𝑝)! : 𝐿 (𝐶)/𝛾(𝑥) ⇄ 𝐿 (𝐶)/𝛾(𝑦) : 𝛾(𝑝)∗ .

Therefore, the pull-back functor 𝛾(𝑝)∗ corresponds to the functor 𝑝∗ above,
which has a right adjoint. Henceforth, so does 𝛾(𝑝)∗. □

Theorem 7.6.17. Let 𝐶 be an ∞-category with weak equivalences and fibra-
tions, and 𝐼 a finite direct category. The canonical functor

𝐿 (Hom(𝑁 (𝐼)op, 𝐶)) → Hom(𝑁 (𝐼)op, 𝐿(𝐶))

is an equivalence of∞-categories.

Proof By virtue of Theorem 7.5.18, the localisation functor𝐶 → 𝐿 (𝐶) is left
exact and thus induces a left exact functor

Hom(𝑁 (𝐼)op, 𝐶) → Hom(𝑁 (𝐼)op, 𝐿(𝐶)) ,

where the left hand side is equipped with the fibrewise structure of∞-category
with weak equivalences and fibrations provided by Corollary 7.4.22. By Propo-
sition 7.5.28, this induces a left exact functor

𝐿 (Hom(𝑁 (𝐼)op, 𝐶)) → Hom(𝑁 (𝐼)op, 𝐿(𝐶)) .

We shall prove that this functor has the right approximation property and apply
Theorem 7.6.10.
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Let us prove the property of conservativity. Let 𝑓 : 𝑋 → 𝑌 be a morphism in
𝐿 (Hom(𝑁 (𝐼)op, 𝐶)). We may consider the latter ∞-category as a localisation
of the Reedy structure of Theorem 7.4.20. Applying Theorem 7.5.18 to the
latter, and using the right calculus of fractions by Reedy trivial fibrations, we
may assume that 𝑋 and 𝑌 are Reedy fibrant functors from 𝑁 (𝐼)op to 𝐶 and that
𝑓 is a Reedy fibration in Hom(𝑁 (𝐼)op, 𝐶). The evaluation of 𝑓 at any object
𝑖 of 𝐼 is invertible in 𝐿 (𝐶). We shall prove by induction on the length of 𝐼
that, under this assumption, 𝑓 becomes invertible in 𝐿 (Hom(𝑁 (𝐼)op, 𝐶)). The
case where ℓ(𝐼) ≤ 0 is obvious: Proposition 7.1.13 implies that our functor is
then an equivalence of categories. If ℓ(𝐼) > 0, the preceding corollary, applied
to presheaves on 𝑁 (𝜕𝐼)op, implies that there is a Reedy fibration 𝑝′ : 𝑍 ′ →
𝑋 |𝑁 (𝜕𝐼 ) whose composition with 𝑓 |𝑁 (𝜕𝐼 ) is a fibrewise weak equivalence. We
may form, for each maximal object 𝑖, the following diagram

𝜕𝑍 ′ (𝑖) ×𝜕𝑋 (𝑖) 𝑋 (𝑖) 𝑋 (𝑖) 𝑌 (𝑖)

𝜕𝑍 ′ (𝑖) 𝜕𝑋 (𝑖) 𝜕𝑌 (𝑖)

𝜋𝑖 𝑓 (𝑖)

𝜕𝑝 (𝑖) 𝜕 𝑓 (𝑖)

in which 𝜕𝑍 ′ (𝑖) is the limit of the restriction of 𝑍 ′ to 𝜕𝐼/𝑖. We observe that the
maps 𝑓 (𝑖) and 𝜕 𝑓 (𝑖) are invertible in 𝐿 (𝐶): the exactness of the localisation
functor allows to apply Proposition 7.5.5 to them. Therefore, the commutative
square of the right hand side is Cartesian in 𝐿 (𝐶). The commutative square of
the left hand side is also Cartesian in 𝐿 (𝐶): it is obtained by pulling back a
fibration in the subcategory of fibrants objects of 𝐶. Therefore, the composed
upper horizontal map is invertible in 𝐿 (𝐶). Corollary 7.5.19 thus provide a
fibration 𝑞𝑖 : 𝑍 (𝑖) → 𝜕𝑍 ′ (𝑖) ×𝜕𝑋 (𝑖) 𝑋 (𝑖) whose composition with 𝑞𝑖 and 𝜋𝑖
give a weak equivalence in 𝐶. By virtue of Proposition 7.4.11, we have proven
that there is a Reedy fibration 𝑝 : 𝑍 → 𝑋 whose composition with 𝑓 is a
fibrewise weak equivalence. Applying what precedes to 𝑝, we see that there is
a Reedy fibration 𝑝′ : 𝑍 ′ → 𝑍 such that the composition of 𝑝′ and 𝑝 is a weak
equivalence. This implies that 𝑓 is invertible in 𝐿 (Hom(𝑁 (𝐼)op, 𝐶)).

Our functor is essentially surjective: using Proposition 7.4.11, this follows
right away by induction on the length of 𝐼. Let 𝑋 and 𝑌 be two Reedy fibrant
presheave son 𝑁 (𝐼). It is now sufficient to show that any map 𝑓 from 𝑋 to
𝑌 in 𝐿 (Hom(𝑁 (𝐼)op, 𝐶)) can be realized as an inverse of a trivial fibration
𝑠 : 𝑍 → 𝑋 followed by a map 𝑝 : 𝑍 → 𝑌 in Hom(𝑁 (𝐼)op, 𝐶). We proceed
again by induction on ℓ(𝐼). We may thus assume that 𝑓 |𝑁 (𝜕𝐼 ) is realised as the
inverse of a trivial fibration 𝑠′ : 𝑍 ′ → 𝑋 |𝑁 (𝜕𝐼 ) and of a map 𝑝′ : 𝑍 ′ → 𝑌|𝑁 (𝜕𝐼 ) ,
and that, for each maximal object 𝑖 of 𝐼, the map 𝑓 (𝑖) is the inverse of a trivial
fibration 𝑢𝑖 : 𝑍𝑖 → 𝑋 (𝑖) and of a map 𝑞𝑖 : 𝑍𝑖 → 𝑌 (𝑖). We form the following
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pull-back square in 𝐶, in which the vertical map on the right hand side is a
trivial fibration.

𝑍 (𝑖) 𝜕𝑍 ′ (𝑖)

𝑍𝑖 𝑋 (𝑖) 𝜕𝑋 (𝑖)𝑢𝑖

Hence the map 𝑠(𝑖) : 𝑍 (𝑖) → 𝑋 (𝑖) is a trivial fibration because the map 𝑢𝑖 is
a trivial fibration. Composing with 𝑞𝑖 , we define a map 𝑝(𝑖) : 𝑍 (𝑖) → 𝑌 (𝑖).
Applying Proposition 7.4.11, we see that this defines a presheaf 𝑍 whose
restriction to 𝑁 (𝜕𝐼) is 𝑍 ′ and a map (𝑠, 𝑝) : 𝑍 → 𝑋 ×𝑌 such that 𝑠 is a trivial
fibration. One checks that the inverse of 𝑠 composed with 𝑝 is equivalent to 𝑓

by induction, using Proposition 7.4.11. □

Corollary 7.6.18. Let 𝐶 be an ∞-category with weak equivalences and fibra-
tions, and 𝐼 a finite direct category. We denote by𝑊 (𝑁 (𝐼), 𝐶) the subcategory
of fibrewise weak equivalences (see 7.4.17), and we write𝑊 (𝑁 (𝐼), 𝐶)Reedy for
its full subcategory of Reedy fibrant presheaves. If 𝑊 is saturated, then the
natural functors

𝑊 (𝑁 (𝐼), 𝐶)Reedy → 𝑊 (𝑁 (𝐼), 𝐶) → 𝑘 (Hom(𝑁 (𝐼), 𝐿(𝐶)))

are weak homotopy equivalences.

Proof Proposition 7.6.8 and Theorem 7.4.20 show together that the inclusion
of 𝑊 (𝑁 (𝐼), 𝐶)Reedy into 𝑊 (𝑁 (𝐼), 𝐶) is a weak homotopy equivalence. It fol-
lows from the first assertion of Corollary 3.5.12, applied to 𝐿 (𝐶), that we may
apply Corollary 7.6.9 to the fibrewise structure of∞-category with weak equiv-
alences and fibrations provided by Corollary 7.4.22, and get a weak homotopy
equivalence of the form:

𝑊 (𝑁 (𝐼), 𝐶) → 𝑘 (𝐿 (Hom(𝑁 (𝐼), 𝐶))) .

The preceding theorem implies that there is a canonical equivalence of ∞-
groupoids

𝑘 (𝐿 (Hom(𝑁 (𝐼), 𝐶))) ≃ 𝑘 (Hom(𝑁 (𝐼), 𝐿(𝐶))) ,

which gives our claim. □

7.7 Homotopy completeness

Proposition 7.7.1. Let 𝐼 be a set, and 𝐶𝑖 , 𝑖 ∈ 𝐼, an 𝐼-indexed family of
∞-categories with weak equivalences and fibrations. Then the product 𝐶 =
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𝑖∈𝐼 𝐶𝑖 has a natural structure of ∞-category with weak equivalences and

fibrations, defined fibrewise over 𝐼. The natural functor

𝐿 (𝐶) →
∏
𝑖∈𝐼

𝐿 (𝐶𝑖)

is an equivalence of∞-categories.

Proof The first assertion is obvious. The product of the localisation functors
𝛾𝑖 : 𝐶𝑖 → 𝐿 (𝐶𝑖) gives a left exact functor

𝜋 =
∏
𝑖∈𝐼

𝛾𝑖 : 𝐶 →
∏
𝑖∈𝐼

𝐿 (𝐶𝑖)

which induces a left exact functor

R𝜋 : 𝐿 (𝐶) →
∏
𝑖∈𝐼

𝐿 (𝐶𝑖) ,

by Proposition 7.5.28. It follows from the right calculus of fractions defined
by trivial fibrations and Theorem 7.5.18, and from Corollary 7.5.19, that the
functor R𝜋 is conservative. As seen in Example 7.6.4, the right calculus of
fractions also shows that each functor 𝛾𝑖 : 𝐶𝑖 → 𝐿 (𝐶𝑖) has property App 2 of
Definition 7.6.1. Therefore, so does the functor 𝜋, hence the functor R𝜋 has the
approximation property. Theorem 7.6.10 thus implies that the functor R𝜋 is an
equivalence of∞-categories. □

Definition 7.7.2. Let U be a universe. An∞-category with weak equivalences
and fibrations𝐶 is homotopyU-complete if the following conditions are verified.

(a) For any U-small set 𝐼 and any family (𝑥𝑖)𝑖∈𝐼 of fibrant objects in 𝐶, the
product

∏
𝑖∈𝐼 𝑥𝑖 exists and is fibrant.

(b) For any U-small set 𝐼 and any 𝐼-indexed family 𝑝𝑖 : 𝑥𝑖 → 𝑦𝑖 of fibrations
(of trivial fibrations) between fibrant objects, the induced map

∏
𝑖∈𝐼 𝑥𝑖 →∏

𝑖∈𝐼 𝑦𝑖 is a fibration (a trivial fibration, respectively).

A functor between homotopyU-complete∞-categories with weak equivalences
and fibrations is homotopy continuous if it is left exact and if it commutes with
U-small products of fibrant objects.

Dually, an ∞-category with weak equivalences and cofibrations 𝐶 is homo-
topy U-cocomplete if 𝐶op is homotopy U-complete. A functor between homo-
topy U-cocomplete ∞-categories with weak equivalences and cofibrations is
homotopy cocontinuous if it is right exact and if it commutes with U-small
coproducts of fibrant objects.
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Example 7.7.3. By virtue of Theorem 7.3.22, an∞-category with finite limits
is homotopy U-complete if and only if it has U-small limits, i.e., if it is U-
complete. Similarly, by Proposition 7.3.23, a functor between U-complete ∞-
categories is homotopy continuous if and only if it commutes with U-small
limits.

In the case of (nerves of) Quillen model categories, the following proposition
is due to Barnea, Harpaz and Horel [BHH17].

Proposition 7.7.4. Let 𝐶 be a homotopy U-complete ∞-category with weak
equivalences and fibrations. The localisation 𝐿 (𝐶) has U-small limits, and the
localisation functor 𝛾 : 𝐶 → 𝐿 (𝐶) is homotopy continuous.

Proof By virtue of Theorem 7.5.18, we may assume that all objects of 𝐶
are fibrant. Corollary 7.4.14 then shows that any U-small product of weak
equivalences is a weak equivalence. Therefore, the existence of products in
𝐿 (𝐶) comes from conjunction of Propositions 7.1.14 and 7.7.1. This also
shows that 𝛾 is homotopy continuous. Theorem 7.3.22 then implies that 𝐿 (𝐶)
has U-small limits. □

Corollary 7.7.5. Let 𝐹 : 𝐶 → 𝐷 be a homotopy continuous functor between
homotopy U-cocomplete ∞-categories with weak equivalences and fibrations.
The associated right derived functor R𝐹 : 𝐿 (𝐶) → 𝐿 (𝐷) commutes with
U-small limits.

Proof If 𝐶 𝑓 is the full subcategory of fibrant objects in 𝐶, since the canon-
ical functor 𝐶 𝑓 → 𝐿 (𝐶) commutes with U-small products and is essentially
surjective, it is sufficient to prove that the composed functor

𝐶 𝑓 → 𝐿 (𝐶) R𝐹−−→ 𝐿 (𝐷)

commutes with U-small products. But, by construction of R𝐹, this composed
functor is equivalent to the functor

𝐶 𝑓

𝐹|𝐶𝑓−−−−→ 𝐷 → 𝐿 (𝐷) .

The latter commutes withU-small products by Proposition 7.7.4. Therefore, the
functorR𝐹 commutes withU-small products, and it is left exact, by Proposition
7.5.28. Hence it commutes with U-small limits, by Proposition 7.3.23. □

7.7.6. Let 𝐶 and 𝐷 be two homotopy U-complete ∞-categories of fibrant
objects. A functor 𝐹 : 𝐶 → 𝐷 is homotopy continuous if and only if it is left
exact and commutes withU-small products. We writeHomℎ∗ (𝐶, 𝐷) for the full
subcategory of Hom(𝐶, 𝐷) which consists of homotopy continuous functors.
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In the case where both 𝐶 and 𝐷 are∞-categories with U-small limits, we thus
have the equality Homℎ∗ (𝐶, 𝐷) = Hom∗ (𝐶, 𝐷), where the right hand side
denotes the full subcategory of functors which commute with U-small limits.

Theorem 7.7.7. Let 𝐶 be a homotopy U-complete ∞-category of fibrant ob-
jects. The localisation functor 𝛾 : 𝐶 → 𝐿 (𝐶) is the universal homotopy
continuous functor whose codomain is an ∞-category with U-small limits. In
other words, for any ∞-category with U-small limits 𝐷, the functor 𝛾 induces
an equivalence of∞-categories

𝛾∗ : Hom∗ (𝐿 (𝐶), 𝐷)
∼−→ Homℎ∗ (𝐶, 𝐷) .

Proof If 𝑊 ⊂ 𝐶 denotes the subcategory of weak equivalences in 𝐶, by
definition of 𝛾, we have a commutative diagram of the form

Hom∗ (𝐿 (𝐶), 𝐷) Homℎ∗ (𝐶, 𝐷)

Hom(𝐿 (𝐶), 𝐷) Hom𝑊 (𝐶, 𝐷)

𝛾∗

𝛾∗

in which the vertical maps are fully faithful, and the lower horizontal map is
an equivalence of ∞-categories. To finish the proof, it is sufficient to check
that, if a functor 𝐶 → 𝐷 is homotopy continuous, then the induced functor
𝐿 (𝐶) → 𝐷 commutes with U-small limits. By virtue of Lemma 7.5.24, this is
a particular case of Corollary 7.7.5. □

7.7.8. Since the sequel of this chapter will be written in terms of colimits, we
will write the dual version of the previous theorem explicitely.

Let𝐶 and𝐷 be two homotopyU-cocomplete∞-categories of fibrant objects.
A functor 𝐹 : 𝐶 → 𝐷 is homotopy cocontinuous if and only if it is right exact
and commutes with U-small coproducts. We write Homℎ! (𝐶, 𝐷) for the full
subcategory ofHom(𝐶, 𝐷) which consists of homotopy cocontinuous functors.
In the case where both 𝐶 and 𝐷 are ∞-categories with U-small colimits, we
thus have the equality Homℎ! (𝐶, 𝐷) = Hom! (𝐶, 𝐷), where the right hand side
denotes the full subcategory of functors which commute withU-small colimits.

Theorem 7.7.9. Let 𝐶 be a homotopy U-cocomplete ∞-category of cofibrant
objects. For any ∞-category with U-small colimits 𝐷, the functor 𝛾 : 𝐶 →
𝐿 (𝐶) induces an equivalence of∞-categories

𝛾∗ : Hom! (𝐿 (𝐶), 𝐷)
∼−→ Homℎ! (𝐶, 𝐷) .

Remark 7.7.10. In the theorem above, no assumption on local U-smallness is
made. This is necessary because, in general, even if we assume that𝐶 is locally
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U-small, there is no reason for 𝐿 (𝐶) to be locally U-small (there are reasonable
sufficient conditions though, such as Corollary 7.10.5).

However, this theorem gives us a lot of freedom to construct homotopy
cocontinuous localisations, i.e. to invert maps in a way which is compatible with
homotopy colimits. Here is why and how. Let 𝐶 be homotopy U-cocomplete
∞-category with weak equivalences and cofibrations. Let 𝑆 be a set of maps in
𝐶. We let𝐶𝑆 be the∞-category with weak equivalences and cofibrations whose
underlying∞-category is𝐶, whose subcategory of cofibrations Cof is the same
as for 𝐶, and whose subcategory of weak equivalences is the intersection of all
W ⊂ 𝐶 containing 𝑆 and such that (𝐶,𝑊,Cof) is a homotopy U-cocomplete
∞-category with weak equivalences and cofibrations. Then the identity functor
defines a homotopy continuous functor 𝐶 → 𝐶𝑆 , and we put

(7.7.10.1) 𝐿𝑆 (𝐶) = 𝐿 (𝐶𝑆) .

It is easy to see that the canonical funtor 𝐿 (𝐶) → 𝐿𝑆 (𝐶) identifies 𝐿𝑆 (𝐶) as the
localisation of 𝐿 (𝐶) the image of the subcategory of weak equivalences of 𝐶𝑆 .
Since the localisation functor 𝛾 : 𝐶 → 𝐿 (𝐶) is homotopy continuous, for any
functor which commutes withU-small colimits 𝑓 : 𝐿 (𝐶) → 𝐷 the subcategory
W 𝑓 = 𝛾−1 ( 𝑓 −1 (𝑘 (𝐷))) turns the triple (𝐶,W 𝑓 ,Cof) into a homotopy U-
cocomplete ∞-category with weak equivalences and cofibrations. Therefore,
𝑆 ⊂ 𝑊 𝑓 if and only if 𝑓 factors through the canonical functor 𝐿 (𝐶) → 𝐿𝑆 (𝐶).
In other words, if we write

(7.7.10.2) Homℎ!,𝑆 (𝐶, 𝐷) = Homℎ! (𝐶, 𝐷) ∩Hom𝑆 (𝐶, 𝐷) ,

and

(7.7.10.3) Hom!,𝑆 (𝐿 (𝐶), 𝐷) = Hom! (𝐿 (𝐶), 𝐷) ∩Hom𝛾 (𝑆) (𝐿 (𝐶), 𝐷) ,

the functor 𝐶 → 𝐶𝑆 induces an equivalence of∞-categories

(7.7.10.4) Homℎ!,𝑆 (𝐶, 𝐷)
∼−→ Homℎ! (𝐶𝑆 , 𝐷) .

Therefore, it follows from Theorem 7.7.9 that we have an equivalence of ∞-
categories

(7.7.10.5) Hom! (𝐿𝑆 (𝐶), 𝐷)
∼−→ Hom!,𝑆 (𝐿 (𝐶), 𝐷) .

We observe that all this may be applied for 𝐶 = 𝐿 (𝐶); in other words, what
precedes is a way to construct localisations which are compatible with U-small
colimits; in this situation, we may speak of cocontinuous localisations.
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7.8 The homotopy hypothesis

7.8.1. We fix a Grothendieck universe U. We then have the ∞-category S of
U-small ∞-groupoids. We shall write set for the category of U-small sets, by
which we mean the sets which are elements of U. This is thus a version of the
category of sets which is small. Therefore, it makes sense to speak of its nerve
𝑁 (set). An object 𝑥 of S is discrete if it classifies a Kan fibration of the form
𝑋 → Δ0 where 𝑋 is a U-small Kan complex such that, for any object 𝑥 in 𝑋 ,
and any positive integer 𝑛, the homotopy group 𝜋𝑛 (𝑋, 𝑥) is trivial. A trivial
consequence of Corollary 3.8.14 is the following lemma.

Lemma 7.8.2. An object 𝑥 of S is discrete if and only if it is equivalent to an
object which classifies a Kan fibration of the form

∐
𝐼 Δ

0 → Δ0, where 𝐼 is a
U-small set.

Proposition 7.8.3. There is a canonical fully faithful functor 𝚥 : 𝑁 (set) → S

whose essential image consists precisely of discrete objects. Furthermore, this
functor has a left adjoint

𝜋0 : S→ 𝑁 (set) .

Proof Since the ∞-category S has U-small coproducts, the category ho(S)
has U-small coproducts. Therefore, there is an essentially unique functor
set → ho(S) which commutes with U-small coproducts and which preserves
final objects. Using the full embedding of ho(S) into the homotopy category
LFib(Δ0) of the Kan-Quillen model structure provided by Theorem 5.4.5, we
see that this functor is fully faithful and that its essential image consists of
discrete objects. We observe that, for any objects 𝑥 and 𝑦 in S, if ever 𝑦 is
discrete, then the Kan complex S(𝑥, 𝑦) is discrete: by virtue of Corollary 5.4.7,
it is sufficient to prove that, if 𝑋 and 𝑌 are Kan complexes such that 𝑌 is
discrete, then the Kan complex Map(𝑋,𝑌 ) is discrete, which is well known
(and easy to prove). Let S(0) be the full subcategory of S spanned by discrete
objects. Then what precedes and paragraph 3.7.7 tell us that the canonical func-
tor S(0) → 𝑁 (ho(S(0) )) is an equivalence of ∞-categories. Since there is an
equivalence of categories set ≃ ho(S(0) ), this provides a fully faithful functor

𝑁 (set) ≃ S(0) ⊂ S

To prove that it has a left adjoint, we consider an object 𝑥 classifying the Kan
fibration 𝑋 → Δ0, and we choose an object 𝜋0 (𝑥) classifying the Kan fibration
𝜋0 (𝑋) → Δ0. We choose a map 𝑥 → 𝜋0 (𝑥) corresponding to the canonical
map 𝑋 → 𝜋0 (𝑋). Then, for any discrete object 𝑦 of S, the map 𝑥 → 𝜋0 (𝑥)
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induces an equivalence

HomS (𝜋0 (𝑥), 𝑦)
∼−→ HomS (𝑥, 𝑦) .

To prove this, we observe that HomS (𝑥, 𝑦) is discrete: it corresponds to the Kan
complex S(𝑥, 𝑦). Therefore, it is sufficient to prove that the induced map

Homho(S) (𝜋0 (𝑥), 𝑦) → Homho(S) (𝑥, 𝑦)

is bĳective, which follows from its analogue in the classical homotopy theory
of Kan complexes, by Theorem 5.4.5. Proposition 6.1.11 thus shows that the
assignment 𝑥 ↦→ 𝜋0 (𝑥) can be promoted to a left adjoint of the inclusion functor
S(0) ⊂ S. □

Proposition 7.8.4. Let set• be the category of pointed U-small sets. There is a
homotopy pull-back square of the following form.

(7.8.4.1)
𝑁 (set•) S•

𝑁 (set) S

𝑝univ

𝚥

Proof Let us form the pull-back

𝑋 S•

𝑁 (set) S

𝑝univ

𝚥

Since S• ≃ 𝑒\S ≃ 𝑒\\S, the final object 𝑒 being discrete, one can see that 𝑋
is canonically equivalent to 𝑒\\S(0) ≃ 𝑒\𝑁 (set) ≃ 𝑁 (set•). □

7.8.5. Let 𝐴 be a U-small category. The functor 𝚥 : 𝑁 (set) → S induces a
functor
(7.8.5.1)

𝚥 : 𝑁 (Hom(𝐴op, set)) = Hom(𝑁 (𝐴)op, 𝑁 (set)) → Hom(𝑁 (𝐴)op, S) .

The previous proposition means that we may choose 𝚥 such that the square
(7.8.4.1) is actually Cartesian in the category of simplicial sets (because we
only care about the 𝐽-homotopy class of 𝚥). This gives the following description
of the functor (7.8.5.1). For any functor 𝐹 : 𝐴op → set, there is a discrete
fibration 𝑝𝐹 : 𝐴/𝐹 → 𝐴, and we have a functor

𝐹 : 𝐴/𝐹op → set•

which sends a pair (𝑎, 𝑠) to the pointed set (𝐹 (𝑎), 𝑠). This provides the Cartesian
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squares below.

(7.8.5.2)
𝑁 (𝐴/𝐹)op 𝑁 (set•) S•

𝑁 (𝐴)op 𝑁 (set) S

𝑁 (𝐹 )op

𝑁 (𝑝𝐹 )op 𝑝univ

𝑁 (𝐹 )op 𝚥

In otherwords, 𝚥 (𝐹) classifies the left fibration 𝑁 (𝑝𝐹)op. Therefore, there are
an equality and a canonical invertible map

(7.8.5.3) 𝚥 (𝐹) = 𝑁 (𝑝𝐹)! (𝑒)
∼←− lim−−→
(𝑎,𝑠) ∈𝑁 (𝐴/𝐹 )op

ℎ𝑁 (𝐴) (𝑎)

provided by Remark 6.1.24 and by Corollary 6.2.16, respectively.

Lemma 7.8.6. The functor (7.8.5.1) has the following exactness property. Let
𝐼 a U-small category, and 𝐹 : 𝐼 → Hom(𝐴op, set) be a functor such that one
of the following three conditions is satisfied.

(i) The category 𝐼 is discrete.
(ii) We have 𝑁 (𝐼) = Λ2

0, and the map 𝐹 (0) → 𝐹 (1) is a monomorphism.
(iii) The category 𝐼 is filtered, and, for any map 𝑢 : 𝑖 → 𝑗 in 𝐼, the induced

map 𝐹 (𝑖) → 𝐹 ( 𝑗) is a monomorphism.

Then the comparison map

lim−−→ 𝚥 (𝐹) → 𝚥 (lim−−→ 𝐹)

is invertible in Hom(𝑁 (𝐴)op, S).

Proof This follows right away from Proposition 7.3.5 and from formula
(7.8.5.3). □

7.8.7. Let 𝑋 be aU-small simplicial set. We shall consider𝑁 (Hom(ΔΔΔop/𝑋, set))
as an ∞-category of cofibrant objects whose weak equivalences are the weak
equivalences of the contravariant model category structure over 𝑋 , and whose
cofibrations are the monomorphisms of simplicial sets over 𝑋 . It is homo-
topy U-cocomplete. Composing the embedding functor (7.8.5.1) for 𝐴 = ΔΔΔ/𝑋
with the functor (𝜏𝑋)! : Hom(𝑁 (ΔΔΔ/𝑋)op, S) → Hom(𝑋op, S), this defines the
functor

(7.8.7.1) 𝜌 : 𝑁 (Hom((ΔΔΔ/𝑋)op, set)) → Hom(𝑋op, S) .



7.8 The homotopy hypothesis 401

There is an essentially commutative diagram of the following form

(7.8.7.2)
Hom((ΔΔΔ/𝑋)op, set) ho(Hom(𝑋op, S))

RFib(𝑋) LFib(𝑋op)

ho(𝜌)

𝛾

∼

in which the functor 𝛾 is (the restriction to U-small objects of) the localisation
functor, the equivalence RFib(𝑋) ≃ LFib(𝑋op) is induced by the functor (−)op,
and the right vertical map is the fully faithful functor of Theorem 5.4.5. To
see this, let us consider a presheaf 𝐹 : (ΔΔΔ/𝑋)op → set. It corresponds to a
morphism of simplicilal sets 𝑞 : 𝑌 → 𝑋 . We denote by 𝑞 : ΔΔΔ/𝑌 → ΔΔΔ/𝑋 the
corresponding functor. We then have a Cartesian square

(7.8.7.3)
(ΔΔΔ/𝑌 )op set•

(ΔΔΔ/𝑋)op set

𝑞

which induces a canonical isomorphism ΔΔΔ/𝑌 ≃ (ΔΔΔ/𝑋)/𝐹. In other words,
formula (7.8.5.3) for 𝐴 = ΔΔΔ/𝑌 gives us a canonical isomorphism:

(7.8.7.4) 𝚥 (𝐹) ≃ 𝑁 (𝑞)! (𝑒) .

On the other hand, we have a commutative diagram

(7.8.7.5)
𝑁 (ΔΔΔ/𝑌 ) 𝑁 (ΔΔΔ/𝑋)

𝑌 𝑋

𝑁 (𝑞)

𝜏𝑌 𝜏𝑋

𝑞

and thus isomorphisms

(7.8.7.6) 𝜌(𝐹) = (𝜏𝑋)! 𝚥 (𝐹) ≃ (𝜏𝑋)!𝑁 (𝑞)! (𝑒) ≃ 𝑞! (𝜏𝑌 )! (𝑒)
∼−→ 𝑞! (𝑒) ,

where the last isomorphism is justified by the fact that 𝜏∗
𝑌

is fully faithful, since
𝜏𝑌 is a (weak) localisation, by Proposition 7.3.15. Since these identifications
are functorial, Proposition 6.1.14 shows that diagram (7.8.7.2) is essentially
commutative, as claimed above.

Lemma 7.8.8. The functor (7.8.7.1) is homotopy cocontinuous.

Proof By virtue of Lemma 7.8.6, we only have to check that the functor 𝚥
sends weak equivalences to invertible maps. This follows right away from the
essential commutativity of diagram (7.8.7.2). □
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The following theorem was conjectured by Nichols-Barrer [NB07], at least
up to a slight reformulation; see Remark 5.4.11.

Theorem 7.8.9. The functor 𝜌 exhibits Hom(𝑋op, S) as the localisation of
the ∞-category 𝑁 (Hom((ΔΔΔ/𝑋)op, set)) by the weak equivalences of the con-
travariant model category structure over 𝑋 .

Proof By virtue of Theorem 7.7.9, the preceding lemma implies that 𝜌 factors
through a U-small colimit preserving functor

(7.8.9.1) 𝜌 : 𝐿 (Hom((ΔΔΔ/𝑋)op, set)) → Hom(𝑋op, S) .

By Theorem 7.6.10, it is sufficient to prove that the induced functor

(7.8.9.2) ho(𝜌) : ho(𝐿 (Hom((ΔΔΔ/𝑋)op, set))) → ho(Hom(𝑋op, S)) .

is an equivalence of categories. Formula (7.8.7.6) shows that this functor is
essentially surjective. On the other hand, the essential commutativity of diagram
(7.8.7.2) and the identification of ho(𝐿 (𝑁 (Hom((ΔΔΔ/𝑋)op, set)))) with the full
subcategory of RFib(𝑋) which consists ofU-small right fibrations of codomain
𝑋 show that the functor (7.8.9.2) fits in an essentially commutative diagram of
the form

(7.8.9.3)
ho(𝐿 (Hom((ΔΔΔ/𝑋)op, set))) ho(Hom(𝑋op, S))

RFib(𝑋) LFib(𝑋op)

ho(𝜌)

∼

in which the two vertical maps are fully faithful and the lower horizontal
one is an equivalence of categories. Therefore, the functor (7.8.9.2) is fully
faithful. □

Remark 7.8.10. In particular, in the case where 𝑋 = Δ0, the preceding theorem
provides an equivalence of ∞-categories from the localisation of the category
ofU-small simplicial sets by weak homotopy equivalences with the∞-category
S of U-small∞-groupoids.

(7.8.10.1) L𝜌 : 𝐿 (Hom(ΔΔΔop, set)) ∼−→ S

This will be extended to simplicial presheaves in Corollary 7.9.9 below. We
remark that the full subcategory of Hom(S, S) which consists of equivalences
of ∞-categories from S to itself is equivalent to Δ0: by virtue of Theorem
6.3.13, this ∞-category is equivalent to the full subcategory of final objects in
S. In other words, there is unique automorphism of S: the identity. This means
that given any ∞-category 𝐶, the ∞-category of equivalences of ∞-categories
𝐶 → S is either empty, either equivalent to Δ0.
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Remark 7.8.11. There is a model category structure on the category of topolog-
ical spaces, whose fibrations are the Serre fibrations, and whose weak equiva-
lences are the weak homotopy equivalences: the continuous maps 𝑓 : 𝑋 → 𝑌

such that the induced map 𝜋0 (𝑋) → 𝜋0 (𝑌 ) is bĳective and the induced map
𝜋𝑖 (𝑋, 𝑥) → 𝜋𝑖 (𝑌, 𝑓 (𝑥)) is an isomorphism of groups for all 𝑖 > 0 and any base
point 𝑥 ∈ 𝑋; see [Qui67, Chap. II, 3.1, Theorem 1]. The adjunction

| − | : sSet⇄ Top : Sing

introduced in Example 1.2.7 is then a Quillen adjunction. By virtue of a The-
orem of Milnor, the unit map 𝑋 → Sing ( |𝑋 |) is a homotopy equivalence for
any Kan complex 𝑋; see [GZ67, Chap. VII, 3.1]. Furthermore, Quillen showed
that a morphism of simplicial sets 𝑓 : 𝑋 → 𝑌 is a weak homotopy equivalence
if and only if the induced map |𝑋 | → |𝑌 | is an homotopy equivalence; see
[Qui67, Chap. II, 3.19, Prop. 4]. This implies that the adjunction above induces
an equivalence of localised∞-categories

(7.8.11.1) 𝐿 (Hom(ΔΔΔop, set)) ≃ 𝐿 (top)

where top denotes the category of U-small topological spaces; see (the proof
of) Proposition 7.1.14.

On the other hand, Theorem 6.3.13 for 𝐴 = Δ0 means that any final object
Δ0 → S exhibits the ∞-category S of U-small ∞-groupoids as the free com-
pletion of the point Δ0 by U-small colimits. Therefore, equivalences (7.8.10.1)
and (7.8.11.1) mean that, for any∞-category 𝐶 with U-small colimits, and any
object 𝑋 in 𝐶, there is a unique functor 𝐹 : 𝐿 (top) → 𝐶 which commutes
with colimits equipped with an invertible map 𝐹 (𝑒) ≃ 𝑋 (𝑒 being the one-point
space). This should be compared with the axiomata of Eilenberg and Steenrod
characterising ordinary homology theory: we may take for 𝐶 the localisation
𝐷 (Ab) of (the nerve of) the category of chain complexes of U-small abelian
groups by quasi-isomorphisms, and 𝑋 = Z, seen as a chain complex concen-
trated in degree zero (since, by virtue of [Hov99, Theorem 2.3.11], this is the
localisation of a bicomplete Quillen model category structure, the∞-category
𝐷 (Ab) has U-small colimits and limits, by Proposition 7.7.4).

7.9 Homotopy limits as limits

We fix a universe U.

7.9.1. Let 𝐶 be an ∞-category with U-small colimits, equipped with a sub-
category of weak equivalences W ⊂ 𝐶 which turns 𝐶 into a U-cocomplete



404 Homotopical algebra

∞-category of cofibrant objects (the cofibrations being all maps). We denote,
as usual, by 𝛾 : 𝐶 → 𝐿 (𝐶) the localisation by W. Theorem 7.7.9 expresses the
fact that 𝛾 is a localisation which is compatible with U-small colimits. Given
any U-small simplicial set 𝑋 , the ∞-category Hom(𝑋,𝐶) also has U-small
colimits, and one can form the subcategory W(𝑋,𝐶) of fibrewise weak equiva-
lences (see the Cartesian square (7.4.17.1)). We thus have a localisation functor
by the fibrewise weak equivalences:

(7.9.1.1) 𝛾𝑋 : Hom(𝑋,𝐶) → 𝐿 (Hom(𝑋,𝐶)) .

As above, Hom(𝑋,𝐶) can be seen as a U-cocomplete∞-category of cofibrant
objects, so that the functor 𝛾𝑋 commutes with U-small colimits.

Proposition 7.9.2. For any U-small simplicial set 𝑋 , the canonical functor

𝐿 (Hom(𝑋,𝐶)) → Hom(𝑋, 𝐿 (𝐶))

is an equivalence of∞-categories.

Proof The functor 𝛾 induces a functor

𝛾∗ = Hom(𝑋, 𝛾) : Hom(𝑋,𝐶) → Hom(𝑋, 𝐿 (𝐶))

which sends fibrewise weak equivalences to (fibrewise) invertible maps, hence
induces a functor

𝛾∗ : 𝐿 (Hom(𝑋,𝐶)) → Hom(𝑋, 𝐿 (𝐶)) .

Since the functor 𝛾 commutes with U-small colimits, so does 𝛾∗. Henceforth,
by virtue of Theorem 7.7.9, the functor 𝛾∗ commutes with U-small colimits
as well. Moreover, for any ∞-category 𝐷 with U-small colimits, there is a
canonical equivalence of∞-categories

Hom! (𝐿 (Hom(𝑋,𝐶)), 𝐷) ∼−→ Homℎ! (Hom(𝑋,𝐶), 𝐷)

(where the subscript ℎ! means that we consider the subcategory of functors
which commute with U-small colimits and which send fibrewise weak equiv-
alences to invertible maps). On the other hand, by Theorem 6.7.2, there is a
canonical equivalence of∞-categories of the form

Hom! (Hom(𝑋,𝐶), 𝐷) ∼−→ Hom! (𝐶,Hom(𝑋op, 𝐷)) .

It restricts to an equivalence of∞-categories

Homℎ! (Hom(𝑋,𝐶), 𝐷) ∼−→ Homℎ! (𝐶,Hom(𝑋op, 𝐷)) .

Another use of Theorem 7.7.9 gives an equivalence

Hom! (𝐿 (𝐶),Hom(𝑋op, 𝐷)) ∼−→ Homℎ! (𝐶,Hom(𝑋op, 𝐷)) ,
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and Theorem 6.7.2 gives an equivalence of∞-categories:

Hom! (Hom(𝑋, 𝐿 (𝐶)), 𝐷) ∼−→ Hom! (𝐿 (𝐶),Hom(𝑋op, 𝐷)) .

Finally, this proves that the functor 𝛾∗ induces a canonical equivalence of
∞-categories

Hom! (Hom(𝑋, 𝐿 (𝐶)), 𝐷) ∼−→ Hom! (𝐿 (Hom(𝑋,𝐶)), 𝐷)

for any∞-category 𝐷 with U-small colimits. This readily implies the proposi-
tion. □

Remark 7.9.3. Under the hypothesises of the proposition above, if, furthermore,
𝐶 is the nerve of a small category 𝐷, then 𝐿 (𝐶) is also the nerve of a category.
Indeed, the localisation 𝐿 (𝐶) is equivalent to a filtered colimit of U-small ∞-
categories 𝑋𝑖 . For each index 𝑖, the canonical functor 𝑋𝑖 → ho(𝑋𝑖) induces an
equivalence of∞-categories

𝐿 (Hom(ho(𝑋𝑖), 𝐶)) ≃ 𝐿 (Hom(𝑋𝑖 , 𝐶))

hence an equivalence:

Hom(ho(𝑋𝑖), 𝐿(𝐶)) ≃ Hom(𝑋𝑖 , 𝐿(𝐶)) .

Since the formation of ho(𝑋) commutes with filtered colimits, passing to the
homotopy limit gives an equivalence of∞-categories

Hom(ho(𝐿 (𝐶)), 𝐿(𝐶)) ≃ Hom(𝐿 (𝐶), 𝐿(𝐶)) .

In particular, the identity of 𝐿 (𝐶) factors up to 𝐽-homotopy through ho(𝐿 (𝐶)),
which implies that the canonical functor

𝐿 (𝐶) → 𝑁 (ho(𝐿 (𝐶)))

is an equivalence of ∞-categories. In other words, to create genuine ∞-
categories out of ordinary categories from homotopy cocontinuous localisa-
tions, we need to work with general categories with weak equivalences and
cofibrations.

Definition 7.9.4. An ∞-category with weak equivalences and cofibrations 𝐶
is U-hereditary if it has the following properties:

(i) it is homotopy U-cocomplete (see Definition 7.7.2);
(ii) a map in 𝐶 is a weak equivalence if and only if it its image is invertible

in 𝐿 (𝐶);
(iii) for any U-small category 𝐼, the ∞-category of functors Hom(𝑁 (𝐼), 𝐶)

has a structure of ∞-category with weak equivalences and cofibrations
where the weak equivalences and cofibrations are defined fibrewise.
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An∞-category with weak equivalences and fibrations𝐶 is U-hereditary if𝐶op

is an∞-category with weak equivalences and cofibrations.

Remark 7.9.5. One may always force Property (ii) above to hold. See Remark
7.5.22.

Example 7.9.6. Assume that𝐶 is an homotopy U-cocomplete∞-category with
weak equivalences and cofibrations. Suppose that 𝐶 has a functorial factori-
sations: for each map 𝑓 : 𝑥 → 𝑦 in 𝐶 such that 𝑥 is cofibrant, there is a
commutative diagram

(7.9.6.1)
𝑡 ( 𝑓 )

𝑥 𝑦

𝑝 ( 𝑓 )

𝑓

𝑖 ( 𝑓 )

such that:

a) the map 𝑖( 𝑓 ) is a cofibration, and the map 𝑝( 𝑓 ) is a weak equivalence;
b) the formation of diagram (7.9.6.1) is functorial in the sense that it comes

from a functor from Hom(Δ1, 𝐶)′ to Hom(Δ2, 𝐶), where Hom(Δ1, 𝐶)′
is the full subcategory of Hom(Δ1, 𝐶) whose objects are the maps 𝑓 :

𝑥 → 𝑦 with 𝑥 cofibrant.
c) a map of 𝐶 is a weak equivalence if and only if it is invertible in 𝐿 (𝐶).

Then𝐶 is anU-hereditary∞-category with weak equivalences and cofibrations.

Remark 7.9.7. If𝐶 is a homotopy U-cocomplete∞-category with weak equiv-
alences and cofibrations, a sufficient condition for 𝐶 to be U-hereditary is: for
any sequence of maps

(7.9.7.1) 𝑥0
𝑓1−−→ 𝑥1

𝑓2−−→ · · · → 𝑥𝑛−1
𝑓𝑛−−→ 𝑥𝑛 → · · ·

such that each 𝑓𝑛 is a cofibration (a trivial cofibration) between cofibrant objects,
the colimit 𝑥∞ = lim−−→𝑛

𝑥𝑛 exists in 𝐶 and the canonical map 𝑥0 → 𝑥∞ is a
cofibration (a trivial cofibration, respectively).

In the case where 𝐶 is the nerve of a category, the proof that this condition
implies that 𝐶 is U-hereditary can be found in the work of Rădulescu-Banu
[RB09, Theorems 7.2.3 and 9.2.4]. The same methods apply for ∞-categories
as well, using the first part of Section 7.4 (this is a good exercise we leave to
the reader). We do not know if all homotopy U-cocomplete∞-categories with
weak equivalences and cofibrations are U-hereditary or not, though.
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Theorem 7.9.8. Let𝐶 be an U-hereditary∞-category with weak equivalences
and cofibrations. Then, for any U-small category 𝐼, the canonical functor

𝐿 (Hom(𝑁 (𝐼), 𝐶)) → Hom(𝑁 (𝐼), 𝐿(𝐶))

is an equivalence of∞-categories.

Proof The functor 𝛾 : 𝐶 → 𝐿 (𝐶) induces a functor

(7.9.8.1) 𝛾∗ = Hom(𝑁 (𝐼), 𝛾) : Hom(𝑁 (𝐼), 𝐶) → Hom(𝑁 (𝐼), 𝐿(𝐶))

which sends fibrewise weak equivalences to (fibrewise) invertible maps, hence
induces a functor

(7.9.8.2) 𝛾∗ : 𝐿 (Hom(𝑁 (𝐼), 𝐶)) → Hom(𝑁 (𝐼), 𝐿(𝐶)) .

Theorem 7.7.9 implies that the functor 𝛾∗ commutes with U-small colimits.
By a multiple use of the dual version of Theorem 7.5.18, we see that we

may assume that all objects of 𝐶 are cofibrant. In particular, 𝐶 has U-small
coproducts. There is a canonical functor

(7.9.8.3) 𝑁 (𝐼op) × 𝐶 → Hom(𝑁 (𝐼), 𝐶)

defined by (𝑖, 𝑥) ↦→ 𝑖⊗𝑥 = 𝑖! (𝑥). In other words, the left adjoint of the evaluation
functor at 𝑖 exists because we must have

(7.9.8.4) 𝑖! (𝑥) ( 𝑗) ≃
∐

Hom𝐼 (𝑖, 𝑗 )
𝑥

in𝐶 (to be more precise, we see that 𝑖! (𝑥) is well defined in𝐶′ = Hom(𝐶, S)op,
where S′ is the∞-category of V-small∞-groupoids for a large universe V, and
the formula above shows that 𝑖! (𝑥) actually belongs to 𝐶 because the functor
(ℎ𝐶op )op : 𝐶 → 𝐶′ is fully faithful and commutes with colimits). Using
Proposition 7.1.13, we see that inverting weak equivalences in the product
𝑁 (𝐼op) × 𝐶 gives the product 𝑁 (𝐼op) × 𝐿 (𝐶). We thus get a canonical functor

(7.9.8.5) 𝜑 : 𝑁 (𝐼) × 𝐿 (𝐶) → 𝐿 (Hom(𝑁 (𝐼), 𝐶)) .

By virtue of Theorem 6.7.2, the latter extends uniquely into a functor

(7.9.8.6) 𝜑! : Hom(𝑁 (𝐼), 𝐿(𝐶)) → 𝐿 (Hom(𝑁 (𝐼), 𝐶))

which commutes with U-small colimits. The composition 𝛾∗𝜑! is canonically
isomorphic to the identity because 𝛾∗𝜑 is the canonical functor from 𝑁 (𝐼) ×
𝐿 (𝐶) to Hom(𝑁 (𝐼), 𝐿(𝐶)). To prove the theorem, it is thus sufficient to prove
that the functor 𝜑! is an equivalence of∞-categories. We claim that the functor
𝛾∗ is conservative. Indeed, using the calculus of fractions, it is sufficient to
prove that any map 𝑓 : 𝐹 → 𝐺 in Hom(𝑁 (𝐼), 𝐶) which is sent to an invertible
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map inHom(𝑁 (𝐼), 𝐿(𝐶)) is a weak equivalence. But, under these assumptions,
each map 𝐹 (𝑖) → 𝐺 (𝑖) is sent to an invertible map in 𝐿 (𝐶), and thus 𝑓 is a
weak equivalence, by property (ii) of Definition 7.9.4. Furthermore, by virtue
of Proposition 7.1.14, for any object 𝑖 of 𝐼, the adjunction

(7.9.8.7) 𝑖! : 𝐶 ⇄ Hom(𝑁 (𝐼), 𝐶) : 𝑖∗

induces an adjunction

(7.9.8.8) 𝑖! : 𝐿 (𝐶) ⇄ 𝐿 (Hom(𝑁 (𝐼), 𝐶)) : 𝑖∗ .

The explicit formula for 𝑖! also shows that, for any functor 𝐹 from 𝑁 (𝐼) to
𝐿 (𝐶), there is a canonical invertible map

(7.9.8.9) 𝑖! (𝑥) ≃ 𝜑! (𝑖! (𝑥)) .

This can be used to prove that the functor 𝜑! is fully faithful as follows. Let
𝐹 and 𝐺 be two functors from 𝑁 (𝐼) to 𝐿 (𝐶). As seen in the proof of Lemma
6.7.7, there is a canonical invertible map of the form

(7.9.8.10) lim−−→
𝑥→𝐹 (𝑖)

𝑖! (𝑥) ≃ 𝐹 .

Here, the limit is indexed by 𝐽 = (𝑁 (𝐼)op × 𝐿 (𝐶))/𝐹 and Lemma 6.7.5 means
that there exists a U-small simplicial set 𝐾 as well as a final map 𝐾 → 𝐽, so that
we can pretend that the indexing diagram of this limit is U-small, by Theorem
6.4.5. Therefore, we get:

Hom(𝐹, 𝐺) ≃ lim←−−
𝑥→𝐹 (𝑖)

Hom(𝑖! (𝑥), 𝐺)

≃ lim←−−
𝑥→𝐹 (𝑖)

Hom(𝑥, 𝐺 (𝑖))

≃ lim←−−
𝑥→𝐹 (𝑖)

Hom(𝑥, 𝜑! (𝐺) (𝑖))

≃ lim←−−
𝑥→𝐹 (𝑖)

Hom(𝑖! (𝑥), 𝜑! (𝐺))

≃ lim←−−
𝑥→𝐹 (𝑖)

Hom(𝜑! (𝑖! (𝑥)), 𝜑! (𝐺))

≃ Hom
(

lim−−→
𝑥→𝐹 (𝑖)

𝜑! (𝑖! (𝑥)), 𝜑! (𝐺)
)

≃ Hom(𝜑! (𝐹), 𝜑! (𝐺)) .

Finally, it remains to prove that the functor 𝜑! is essentially surjective. For this
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purpose, we observe that, for any object 𝑖 of 𝐼 and any object 𝑥 of 𝐿 (𝐶), we
have:

(7.9.8.11) Hom(𝑖! (𝑥), 𝐹) ≃ Hom(𝑥, 𝐹 (𝑖)) ≃ Hom(𝑖! (𝑥), 𝛾∗ (𝐹)) .

This may be interpreted as follows. Let 𝐹 be an object of 𝐿 (Hom(𝑁 (𝐼), 𝐶)).
We define the relative slice

(𝑁 (𝐼)op×𝐿 (𝐶))/𝐹 = (𝑁 (𝐼)op×𝐿 (𝐶))×𝐿 (Hom(𝑁 (𝐼 ) ,𝐶 ) ) 𝐿 (Hom(𝑁 (𝐼), 𝐶))/𝐹

and similarly, replacing 𝐿 (Hom(𝑁 (𝐼), 𝐶)) by Hom(𝑁 (𝐼), 𝐿(𝐶)), we define
the relative slice (𝑁 (𝐼)op × 𝐿 (𝐶))/𝛾∗ (𝐹). The identification (7.9.8.11) means
that the canonical comparison functor

(7.9.8.12) (𝑁 (𝐼)op × 𝐿 (𝐶))/𝐹 → (𝑁 (𝐼)op × 𝐿 (𝐶))/𝛾∗ (𝐹)

is a fibrewise equivalence between right fibrations over𝑁 (𝐼)op×𝐿 (𝐶). hence the
map (7.9.8.12) is an equivalence of∞-categories, by Theorem 4.1.16. Lemma
6.7.5 means that there is final functor from aU-small simplicial set to the relative
slice (𝑁 (𝐼)op × 𝐿 (𝐶))/𝛾∗ (𝐹). Therefore, colimits of type (𝑁 (𝐼)op × 𝐿 (𝐶))/𝐹
exist in any ∞-category with U-small colimits. In other words, the following
definition of 𝐺 : 𝑁 (𝐼) → 𝐿 (𝐶) makes sense

(7.9.8.13) 𝐺 = lim−−→
𝑥→𝐹 (𝑖)

𝑖! (𝑥)

and the maps 𝑖! (𝑥) → 𝐹 induce a map 𝐺 → 𝐹. The fibrewise equivalence
(7.9.8.12) and Formula (7.9.8.10) imply that

(7.9.8.14) lim−−→
𝑥→𝐹 (𝑖)

𝑖! (𝑥) ≃ 𝛾∗ (𝐹) .

Since 𝛾∗ commutes withU-small colimits, this proves that the image of the map
𝐺 → 𝐹 by 𝛾∗ is invertible. Since the functor 𝛾∗ is conservative, this proves that
𝐺 ≃ 𝐹. But we already know that the functor 𝜑! is fully faithful and commutes
with U-small colimits. Since the objects of type 𝑖! (𝑥) are in the essential image
of 𝜑! (7.9.8.9), this proves that 𝐹 is in the essential image of 𝜑!. □

Corollary 7.9.9. For any U-small category 𝐴, there is a canonical equiva-
lence of ∞-categories from the localisation of the nerve of the category of
U-small simplicial presheaves on 𝐴 by the class of fibrewise weak homotopy
equivalences and the ∞-category Hom(𝑁 (𝐴)op, S) of presheaves of U-small
∞-groupoids over 𝑁 (𝐴).

Proof This is a direct consequence of Theorem 7.8.9 for 𝑋 = Δ0 and of
Theorem 7.9.8 for 𝐼 = 𝐴op. □
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Remark 7.9.10. In the classical literature on homotopical algebra (including
the second chapter of this very book), given a complete model category C one
defines homotopy limits as the right adjoint of the functor

ho(C) → ho(Hom(𝐼,C))

induced by the constant diagram functor. But Theorem 7.9.8 means that the
latter functor is obtained by applying the Boardmann-Vogt construction to the
constant functor

𝐿 (C) → Hom(𝑁 (𝐼), 𝐿(C)) .

Since, as observed in Remark 6.1.5, the Boardmann-Vogt construction is com-
patible with adjunctions, this means that homotopy limits are induced by the
limit functor in 𝐿 (C).

Remark 7.9.11. Although it is stated and proved using a different language
(using a particular explicit description of the localisation 𝐿 (𝐶), as opposed to
using its universal property only), the particular case of Theorem 7.9.8 where𝐶
is the nerve of a category is a result of Lenz [Len18, Theorem 3.33]. Yet another
approach to prove Theorem 7.9.8 consists to adapt the proof of Theorem 7.6.17
in order to deal with the nerve of any small direct category (as opposed to finite
ones only), and then to use the second assertion of Proposition 7.3.15 (and a
little bit of work) to reduce the general case to the case of direct categories.

7.10 Mapping spaces in locally small localisations

We fix a universe U.

Proposition 7.10.1. Let𝐶 be an∞-category with finite limits. If, for any object
𝑥 of 𝐶, the category ho(𝐶/𝑥) is locally U-small, then 𝐶 is locally U-small.

Proof Let us assume that each category ho(𝐶/𝑥) is locally small. By virtue
of Corollary 5.7.9, it is sufficient to prove that, for any map 𝑓 : 𝑥 → 𝑦 in 𝐶, the
homotopy groups 𝜋𝑛 (𝐶 (𝑥, 𝑦), 𝑓 ) are U-small for any integer 𝑛 > 0.

We observe that there is a canonical invertible map

Hom𝐶/𝑥 (𝑥, 𝑥 × 𝑦) ≃ Hom𝐶 (𝑥, 𝑦)

where 𝑥 × 𝑦 is considered as an object of 𝐶/𝑥 via the first projection 𝑥 × 𝑦→ 𝑥.
Replacing 𝐶 by 𝐶/𝑥, we may thus assume that 𝑥 = 𝑒 is the final object. One
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can form the loop space of 𝑦 at 𝑓 by forming the pull-back below.

Ω(𝑦, 𝑓 ) 𝑒

𝑒 𝑦

𝑓

𝑓

If we still denote by 𝑓 the map 𝑒 → Ω(𝑦, 𝑓 ) induced by the commutative square

𝑒 𝑒

𝑒 𝑦

𝑓

𝑓

we may define the iterated loop spaces at the point 𝑓 as follows:

Ω0 (𝑦, 𝑓 ) = 𝑦 , Ω𝑛+1 (𝑦, 𝑓 ) = Ω(Ω𝑛 (𝑦, 𝑓 ), 𝑓 ) for 𝑛 ≥ 0.

Since the functor Hom𝐶 (𝑒,−) commutes with limits, we have

Hom𝐶 (𝑒,Ω𝑛 (𝑦, 𝑓 )) ≃ Ω𝑛 (Hom𝐶 (𝑒, 𝑦), 𝑓 ) .

Hence, by Remark 6.6.11:

𝜋𝑛 (𝐶 (𝑒, 𝑦), 𝑓 ) ≃ Homho(𝐶 ) (𝑒,Ω𝑛 (𝑦, 𝑓 )) .

This proves that 𝐶 is locally U-small. □

Definition 7.10.2. Let 𝐶 be an∞-category with weak equivalences and fibra-
tions. A class of cofibrant objects is a set 𝑄 of object of 𝐶 such that:

(i) For any object 𝑥 in 𝐶, there exists a weak equivalence 𝑥′ → 𝑥 with 𝑥′ in
𝑄.

(ii) For any trivial fibration between fibrant objects 𝑝 : 𝑥 → 𝑦 and any map
𝑣 : 𝑎 → 𝑦 in 𝐶 with 𝑎 ∈ 𝑄, there exists a map 𝑢 : 𝑎 → 𝑥 such that 𝑣 is a
composition of 𝑢 and 𝑝.

If such a class 𝑄 is fixed, the elements of 𝑄 will often be called cofibrant
objects.

Remark 7.10.3. For any fibrant object 𝑥, the slice category 𝐶/𝑥 has a natu-
ral structure of ∞-category with weak equivalences and fibrations: the weak
equivalences (fibrations) of 𝐶/𝑥 are the maps whose image in 𝐶 is a weak
equivalence (fibration). If 𝑄 is a class of cofibrant objects, then the objects of
the form (𝑎, 𝑢) in 𝐶/𝑥, where 𝑢 : 𝑎 → 𝑥 is a map with domain in 𝑄, form a
class of cofibrant objects of 𝐶/𝑥.
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Proposition 7.10.4. Let𝐶 be an∞-category with weak equivalences and fibra-
tions equipped with a class of cofibrant objects. For any cofibrant objects 𝑎 and
any fibrant object 𝑦, the set Homho(𝐿 (𝐶 ) ) (𝑎, 𝑦) is a quotient of Homho(𝐶 ) (𝑎, 𝑦).

Proof Let 𝑤 : 𝑎 → 𝑥 be a weak equivalence with fibrant codomain. By virtue
of Theorem 7.5.18, we may describe

Homho(𝐿 (𝐶 ) ) (𝑥, 𝑦) ≃ Homho(𝐿 (𝐶 ) ) (𝑎, 𝑦)

using the right calculus of fractions by trivial fibrations provided by Corollary
7.2.18. Therefore, any map 𝑓 from 𝑎 to 𝑦 in 𝐿 (𝐶) is obtained from a trivial
fibration 𝑠 : 𝑧 → 𝑥 and a map 𝑝 : 𝑧 → 𝑦 such that 𝑓 = 𝑝𝑠−1𝑤 in ho(𝐿 (𝐶)).
But there is a map 𝑣 : 𝑎 → 𝑧 such that 𝑤 is the composition of 𝑠 and 𝑣. Hence
𝑠−1𝑤 = 𝑣 in ho(𝐿 (𝐶)). Therefore, 𝑓 = 𝑝𝑣 in ho(𝐿 (𝐶)). □

Corollary 7.10.5. Let 𝐶 be a locally U-small ∞-category with weak equiv-
alences and fibrations. If 𝐶 has a class of cofibrant objects in the sense of
Definition 7.10.2, then 𝐿 (𝐶) is locally U-small.

Proof By virtue of Corollaries 5.7.8 and 7.6.13, of Remark 7.10.3, and of
Proposition 7.10.1, it is sufficient to prove that the category ho(𝐿 (𝐶)) is locally
U-small. By virtue of the preceding proposition, this follows from the fact that
ho(𝐶) is locally U-small. □

Proposition 7.10.6. Let 𝐶 be a locally U-small ∞-category with U-small
limits. We fix an object 𝑥 of 𝐶 and consider a functor

Map(𝑥,−) : 𝐶 → S

which commutes with limits and which is equipped with a functorial bĳection

Homho(𝐶 ) (𝑥, 𝑦) ≃ 𝜋0 (Map(𝑥, 𝑦))

for all objects 𝑦. Then there is a canonical equivalence

Hom𝐶 (𝑥, 𝑦) ≃ Map(𝑥, 𝑦)

functorially in 𝑦.

Proof The identity of 𝑥 defines an element of 𝜋0 (Map(𝑥, 𝑥)). Let us consider
a representative of the latter 𝑢 : 𝑒 → Map(𝑥, 𝑥). By the Yoneda Lemma, there
is a unique functorial map

Hom𝐶 (𝑥, 𝑦) → Map(𝑥, 𝑦)

which sends 1𝑥 to 𝑢. This map induces an isomorphism after we apply the
functor 𝜋0 for all 𝑦’s. Given an object 𝑎 of S classifying a Kan complex 𝐴, we
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denote by 𝑦𝑎 the limit of the 𝐴op-indexed constant diagram with value 𝑦. We
then have:

Homho(S) (𝑎,Hom𝐶 (𝑥, 𝑦)) ≃ Homho(S) (𝑒,Hom𝐶 (𝑥, 𝑦)𝑎)
≃ 𝜋0 (Hom𝐶 (𝑥, 𝑦𝑎))
≃ 𝜋0 (Map(𝑥, 𝑦𝑎))
≃ Homho(S) (𝑒,Map(𝑥, 𝑦𝑎))
≃ Homho(S) (𝑒,Map(𝑥, 𝑦)𝑎)
≃ Homho(S) (𝑎,Map(𝑥, 𝑦)) .

Therefore, the Yoneda Lemma applied to ho(S) implies the proposition. □

7.10.7. Given an object 𝑋 in a small and locally U-small Quillen model cate-
gory C with U-small limits whose category of fibrant objects is denoted by C 𝑓 ,
a mapping space of 𝑋 is a functor

Map(𝑋,−) : C 𝑓 → Hom(ΔΔΔop, set) 𝑓

with the following property and structure.

(a) Its nerve is a homotopy continuous functor when we consider the structure
of U-complete ∞-category of fibrant objects on 𝑁 (C 𝑓 ) obtained in the
obvious way from the weak equivalences and fibrations ofC, and similarly
for 𝑁 (Hom(ΔΔΔop, set) 𝑓 ) with respect to the Kan-Quillen model category
structure.

(b) There is a given functorial bĳection

𝜋0 (Map(𝑋,𝑌 )) ≃ Homho(C) (𝑋,𝑌 )

for any fibrant object 𝑌 of C.

Remark 7.10.8. In practice, we have Map(𝑋,𝑌 )0 = HomC (𝑋,𝑌 ) (functorially
in 𝑌 ), in which case, if ever 𝑋 is cofibrant, condition (b) is a consequence of
condition (a).
Remark 7.10.9. There are systematic ways to construct mapping spaces as
above. See [Hov99, Corollary 5.4.4], for instance.
Example 7.10.10. In the case where C = Hom(ΔΔΔop, set), with the Joyal model
category structure, such a mapping space is provided by 𝑘 (Hom(𝑋,−)) (this
is an easy consequence of Theorem 3.5.11, of Corollary 3.6.4, and of Remark
3.6.5).
Example 7.10.11. In the case where C = Hom((ΔΔΔ/𝐶)op, set), with the con-
travariant model category structure on a U-small simplicial set 𝐶, such a
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mapping space is provided by construction (4.1.12.1): this follows right away
from Propositions 4.1.13 and 4.1.14 (see the proof of Theorem 4.1.16).

7.10.12. Let us assume that a mapping space of an object 𝑋 is given, as above.
We denote by

(7.10.12.1) RMap(𝑋,−) : 𝐿 (C) → S

the functor obtained by composing the induced functor

𝐿 (C 𝑓 ) → 𝐿 (Hom(ΔΔΔop, set))

with a quasi inverse of the equivalence of ∞-categories provided by Theorem
7.5.18 and with the equivalence of ∞-categories (7.8.10.1). Corollary 7.7.5
ensures that the functor RMap(𝑋,−) commutes with U-small limits. Given an
object𝑌 ofC, we shall still denote by𝑌 its image in 𝐿 (C). Since 𝜋0 (RMap(𝑋, 𝑋))
is the set of endomorphisms of 𝑋 in ho(C), there is a map 𝑢 : 𝑒 → RMap(𝑋, 𝑋)
corresponding to the identity of 𝑋 . By the Yoneda Lemma applied to the ∞-
category 𝐿 (C)op, 𝑢 determines a canonical map

(7.10.12.2) Hom𝐿 (C) (𝑋,𝑌 ) → RMap(𝑋,𝑌 )

which is functorial in 𝑌 , seen as an object of 𝐿 (C).

Proposition 7.10.13. The map (7.10.12.2) invertible.

Proof We know that 𝐿 (C) is locally U-small, by Corollary 7.10.5. Therefore,
we may apply Proposition 7.10.6. □

Example 7.10.14. Given a Grothendieck universe U, there is an ∞-category
∞-Cat of U-small ∞-categories: we put ∞-Cat = 𝐿 (C) where C denotes
the category of U-small simplicial sets equipped with the restriction of the
Joyal model category structure. Applying the preceding proposition to Example
7.10.10 we see that, for any U-small ∞-categories 𝐴 and 𝐵, the ∞-groupoid
Hom∞-Cat (𝐴, 𝐵) canonically classifies the Kan fibration 𝑘 (Hom(𝐴, 𝐵)) → Δ0

up to homotopy. Theorem 7.8.9 (possibly with the help a little bit of calculus
of fractions) implies that the ∞-category S can be canonically identified with
the full subcategory of ∞-Cat which consists of U-small ∞-groupoids. The
inclusion S ⊂ ∞-Cat has a left adjoint: it sends an ∞-category 𝐴 to the
∞-groupoid 𝐴−1𝐴 (this may deduced, by definition of localisation from the
identification of Hom∞-Cat as above, using Proposition 6.1.11). There is also
a right adjoint, which sends an ∞-category 𝐴 to the ∞-groupoid 𝑘 (𝐴) (this
follows from Corollary 3.5.3 and from Proposition 7.1.14, for instance).
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7.11 Presentable∞-categories

Definition 7.11.1. A left Bousfield localisation of an∞-category𝐶 is a functor
𝛾 : 𝐶 → 𝐿 which has a fully faithful right adjoint.

A right Bousfield localisation of an ∞-category 𝐶 is a functor 𝛾 : 𝐶 → 𝐿

which has a fully faithful left adjoint.

Proposition 7.11.2 (Gabriel and Zisman). For a functor 𝛾 : 𝐶 → 𝐿 (between
∞-categories), the following conditions are equivalent.

(a) The functor 𝛾 has a right adjoint, and there is a subcategory𝑊 of𝐶 such
that 𝛾 exhibits 𝐿 as the localisation of 𝐶 by𝑊 .

(b) The functor 𝛾 has a right adjoint, and exhibits 𝐿 as the localisation of 𝐶
by𝑊 = 𝛾−1 (𝑘 (𝐿)).

(c) The functor 𝛾 is a left Bousfield localisation.

Furthermore, if 𝛾 is a left Bousfield localisation, there is a canonical left
calculus of fractions of 𝛾−1 (𝑘 (𝐿)) in 𝐶.

Proof Proposition 7.1.18 tells us that condition (b) follows from (c). Con-
versely, it follows from Proposition 7.1.17 that (a) implies (c). Since (b) clearly
implies (a), this shows that the three conditions are equivalent. Let us assume
that 𝛾 is a left Bousfield localisation. There is a right adjoint 𝑟 of 𝛾. Let 𝑦 be
an object of 𝐶. One checks that the full subcategory of 𝑦\𝐶 whose objects are
maps 𝑦→ 𝑦′ such that 𝛾(𝑦) → 𝛾(𝑦′) is invertible has a final object, namely the
canonical map 𝑦→ 𝑟 (𝛾(𝑦)) (using Proposition 4.3.10, for instance). Therefore,
by Theorem 6.4.5, for any object 𝑥 of 𝐶, there is a canonical invertible map of
the form:

lim−−→
𝑦→𝑦′

Hom𝐶 (𝑥, 𝑦′)
∼−→ Hom𝐶 (𝑥, 𝑟 (𝛾(𝑦)))

where the colimit is indexed by the category of maps 𝑦 → 𝑦′ in 𝛾−1 (𝑘 (𝐿)).
Since the functor 𝑟𝛾 obviously takes the elements of 𝛾−1 (𝑘 (𝐿)) to invertible
maps in 𝐿, this proves the last assertion. □

7.11.3. We fix a universe U. Let 𝐴 be a U-small simplicial set and𝑉 a U-small
subcategory of 𝐴 = Hom(𝐴op, S). We denote by 𝐿𝑉 (𝐴) the cocontinuous
localisation of 𝐴 by𝑉 (obtained by applying the construction of Remark 7.7.10
for 𝐶 = 𝐴 and 𝑆 = 𝑉 , the weak equivalences of 𝐴 being the invertible maps,
and the cofibrations being all maps).

A presheaf 𝐹 : 𝐴op → S will be called 𝑉-local if for any map 𝑋 → 𝑌 in 𝑉 ,
the induced map

Hom
𝐴
(𝑌, 𝐹) → Hom

𝐴
(𝑋, 𝐹)
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is invertible. We shall write 𝐴𝑉 for the full subcategory of 𝑉-local objects in
𝐴.

Proposition 7.11.4. The localisation functor 𝛾 : 𝐴 → 𝐿𝑉 (𝐴) has a right
adjoint, and thus exhibits 𝐿𝑉 (𝐴) as a left Bousfield localisation of 𝐴. Fur-
thermore, the essential image of the right adjoint of 𝛾 consists of the 𝑉-local
objects, so that 𝛾 induces an equivalence of∞-categories

𝐴𝑉 ≃ 𝐿𝑉 (𝐴) .

Proof We denote byC the category ofU-small simplicial sets over 𝐴, equipped
with the contravariant model structure, that we regard as a category of cofi-
brant objects. We have a canonical equivalence of ∞-categories 𝐿 (C) ≃ 𝐴, by
Theorem 7.8.9. Using calculus of fractions, we see that we may assume that
𝑉 is the image of a subcategory 𝑉0 of C. We can then apply the construction
of Remark 7.7.10 for 𝐶 = C and 𝑆 = 𝑉0 and get a new category of cofibrant
objects C0 = 𝐶𝑆 . Theorem 7.7.9 implies that 𝐿 (C0) and 𝐿𝑉 𝐴 satisfy the same
universal property and are thus canonically equivalent. Using factorisations of
maps into a monomorphism followed by a map with the right lifting property
with respect to monomorphisms, we may assume that all the maps in 𝑉0 are
monomorphisms. There is then a model category structure on the category of
U-small simplicial sets over 𝐴, which we call D: it is obtained by applying
Theorem 2.4.19 to the homotopical structure generated by the cylinder object
associated to the interval 𝐽 and to the smallest class of 𝐽-anodyne extensions
containing right anodyne extensions over 𝐴 as well as maps of the form

𝑅 𝑆

𝐴

𝑖

with 𝑖 in 𝑉0. By inspection of the construction of this class (Example 2.4.13),
we see that all its elements are weak equivalences of C0 (because the latter
is homotopy cocomplete, by definition). Therefore, we deduce from Remark
2.4.41 that 𝐿 (C0) = 𝐿 (D). By virtue of Propositions 2.4.40 and 5.3.1, we see
that we may apply Theorem 7.5.30 for 𝐶 = C, 𝐷 = D (seen as a category
with weak equivalences and fibrations), and 𝐹 = 𝑈 the identity functor, which
proves that the localisation functor 𝛾 = L𝐹 : 𝐿 (C) → 𝐿 (C0) = 𝐿 (D) has a
right adjoint.

Let 𝑟 be a right adjoint of 𝛾. Since 𝑟 sends any map in𝑉 to an invertible map,
it is clear that 𝑟 (𝐹) is 𝑉-local for any object 𝐹 of 𝐿𝑉 (𝐴). Conversely, let 𝐹 be
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a 𝑉-local object. Then the functor

Hom
𝐴
(−, 𝐹)op : 𝐴→ Sop

is (homotopy) cocontinuous and sends maps in 𝑉 to invertible ones, so that,
by virtue of Theorem 7.7.9, it factors through 𝐿𝑉 (𝐴). In particular, it sends
any map of 𝐴 which becomes invertible in 𝐿𝑉 (𝐴) to an invertible map. This
means that the putative left calculus of fractions defined by the identity of 𝐹 is
actually a left calculus of fractions (i.e. that the identity of 𝐹 is a right calculus
of fractions on the opposite of 𝐴). Therefore, the left calculus of fractions
Formula (i.e. dual version of Theorem 7.2.8) gives us an identification of the
form

Hom(𝑋, 𝐹) ≃ Hom(𝑋, 𝑟 (𝛾(𝐹)))

functorially in 𝑋 . This implies that the map 𝜂 : 𝐹 → 𝑟 (𝛾(𝐹)) is invertible,
by the Yoneda Lemma. Henceforth the functor 𝑟 induces an equivalence of
categories from 𝐿𝑉 (𝐴) to 𝐴𝑉 , by Theorem 3.9.7. The restriction of 𝛾 to 𝐴𝑉
remains a left adjoint of this equivalence of ∞-categories, which implies that
it induces an equivalence of∞-categories as well. □

Definition 7.11.5. An ∞-category C is presentable if there exists a U-small
∞-category 𝐴 and a U-small subcategory 𝑉 of 𝐴, as well as an equivalence of
∞-categories

𝐿𝑉 (𝐴) ≃ C

(with the notations of paragraph 7.11.3).

Remark 7.11.6. This notion strongly depends on a (possibly implicit) choice
of a universe U. Since the formation of 𝐴 is compatible with weak categorical
equivalences, we may as well have taken an arbitrary U-small simplicial set 𝐴
in this definition.

Proposition 7.11.7. Any presentable ∞-category is locally U-small and has
U-small limits as well as U-small colimits.

Proof Given a simplicial set 𝐴, we already know that 𝐴 is locally U-small
(Proposition 5.7.3) and has U-small limits (Corollary 6.3.8) as well as U-small
colimits (Proposition 6.2.12). Therefore, Proposition 6.2.17 tells us that any
left Bousfield localisation of 𝐴 has U-small limits and colimits. Proposition
7.11.4 thus tells us that any presentable∞-category also has this property. □

Proposition 7.11.8. Let 𝐹 : C→ D a functor. We assume that C is presentable
and that D is locally small as well as cocomplete. Then 𝐹 is cocontinuous if
and only if it has a right adjoint.
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Proof We choose a small ∞-category 𝐴, a small subcategory 𝑉 of 𝐴, and an
equivalence of∞-categories

𝜑 : 𝐿𝑉 (𝐴) → C .

Composing with the localisation functor 𝛾 : 𝐴 → 𝐿𝑉 (𝐴), we thus have a
functor

𝐺 = 𝐹𝜑𝛾 : 𝐴→ D .

By virtue of Theorem 7.7.9, the functor 𝐹 is cocontinuous if and only if 𝐺
has the same property, and by Proposition 6.3.9, the functor 𝐺 is cocontinuous
if and only if it has a right adjoint. Moreover, Proposition 7.11.4 provides
the existence of a right adjoint of 𝛾. By virtue of Proposition 6.1.8, it is thus
sufficent to prove that, if𝐺 has a right adjoint𝑈, then 𝐹 has a right adjoint. But
is clear that the image of any object of D by𝑈 is𝑉-local. Therefore,𝐺 restricts
to an adjunction between the full subcategory 𝐴𝑉 of 𝑉-local presheaves and
D. Using the equivalence 𝐴𝑉 ≃ C induced by 𝜑 and by Proposition 7.11.4, this
provides a right adjoint to 𝐹. □

Proposition 7.11.9. Let C be a presentable∞-category. Then, for any U-small
simplicial set 𝑋 , the∞-category Hom(𝑋,C) is presentable.

Proof Let 𝐴 be a U-small ∞-category and 𝑉 a U-small subcategory of 𝐴.
In �𝑋op × 𝐴 = Hom(𝑋, 𝐴), we define the set of maps 𝑉𝐴 as the one whose
elements are of the form

𝑥! (𝑖) : 𝑥! (𝑅) → 𝑥! (𝑆)

with 𝑖 : 𝑅 → 𝑆 in 𝑉 and 𝑥 an object of 𝑋 . Formula

Hom(𝑥! (𝑆), 𝐹) ≃ Hom(𝑆, 𝐹 (𝑥))

implies that the 𝑉𝑋-local presheaves on 𝑋op × 𝐴 are precisely the functors
𝐹 : 𝑋 → 𝐴 such that 𝐹 (𝑥) is 𝑉-local for any object 𝑥 of 𝑋 . In otherwords:�𝑋op × 𝐴𝑉𝑋 = Hom(𝑋, 𝐴𝑉 ) .

We conclude with Proposition 7.11.4. □

Proposition 7.11.10. Any cocontinuous localisation of any presentable ∞-
category by a U-small subcategory is presentable.

Proof Let C be a presentable ∞-category, and 𝑆 a U-small subcategory of
C. We choose an equivalence of C with 𝐿𝑉 (𝐴), the cocontinuous localisation
of presheaves on a U-small ∞-category 𝐴 by a small subcategory 𝑉 of 𝐴.
Let 𝑆 be a U-small subcategory of C. We want to prove that the cocontinuous
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localisation 𝐿𝑆 (C) (as constructed in Remark 7.7.10) is presentable. Using
calculus of fractions, we see that we may assume that 𝑆 is the image of a small
subcategory 𝑇 of 𝐴. We then have a canonical equivalence of∞-categories

𝐿𝑉∪𝑇 (𝐴) ≃ 𝐿𝑆 (C) ,

simply because both ∞-categories have the same universal property, by Theo-
rem 7.7.9. Therefore, 𝐿𝑆 (C) is presentable. □

Proposition 7.11.11. The (nerve of the) category ofU-small sets is presentable.

Proof We define 𝑆−1 = ∅ to be the initial object of S, and then, by induction,
we define 𝑆𝑛 by forming the following coCartesian square for 𝑛 ≥ 0 (where, as
usual, 𝑒 is the final object).

𝑆𝑛−1 𝑒

𝑒 𝑆𝑛

Let 𝑉 = {𝑆1 → 𝑒}. By Proposition 7.11.4, the cocontinous localisation of S by
𝑉 is equivalent to the full subcategory of S which consists of 𝑉-local objects,
i.e. of∞-groupoids 𝑥 such that the map 𝑆1 → 𝑒 induces an equivalence:

𝑥 ≃ Hom(𝑒, 𝑥) ∼−→ Hom(𝑆1, 𝑥) .

By virtue of Proposition 7.8.3, it is sufficient to prove that an object 𝑥 of S is
discrete if and only if it is 𝑉-local. The Cartesian squares

Hom(𝑆𝑛, 𝑥) 𝑥

𝑥 Hom(𝑆𝑛−1, 𝑥)

imply that 𝑥 is 𝑉-local if and only if the maps 𝑆𝑛 → 𝑒 induce invertible maps

𝑥 ≃ Hom(𝑒, 𝑥) ∼−→ Hom(𝑆𝑛, 𝑥) , for 𝑛 > 0.

Using Proposition 3.8.11, we see that this implies that the canonical map
𝑥 → 𝜋0 (𝑥) is invertible, hence that 𝑥 is discrete. On the other hand, the
coCartesian squares of sets (due to the fact that 𝜋0 is a left adjoint)

𝜋0 (𝑆𝑛−1) 𝑒

𝑒 𝜋0 (𝑆𝑛)
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provide an inductive proof that 𝜋0 (𝑆𝑛) ≃ 𝑒 for all 𝑛 > 0. This implies that any
discrete object is 𝑉-local. □

Corollary 7.11.12. For any U-small category 𝐶, the (nerve of the) category
of presheaves of U-small sets on 𝐶 is presentable.

Combining the proofs of Propositions 7.11.9 and 7.11.11, we also obtain:

Proposition 7.11.13. A presentable ∞-category is equivalent to the nerve of
a category if and only if it is the cocontinuous localisation of the nerve of a
category of presheaves of U-small sets on a U-small category by a U-small set
of maps.

Definition 7.11.14. A presentable category is a category whose nerve is pre-
sentable. A combinatorial model category is a cofibrantly generated model
category whose underlying category is presentable.

Remark 7.11.15. Any reasonnable algebraic structure defines a presentable ca-
tegory. For instance, the models of any Lawvere theory define a presentable
category. Therefore, the category of groups, the category of abelian groups, the
category of rings all are presentable. Similarly, the category of complexes of
left modules over a ring is presentable. This means that most of the classical
model structures on categories of simplicial groups, simplicial abelian groups,
simplicial rings or of complexes of left modules over a ring, are combinatorial.
For instance, the model category of complexes of left modules over a ring,
whose weak equivalences are the quasi-isomorphism and whose fibrations are
the degreewise surjections is combinatorial. Obviously, all the model structures
provided by Theorem 2.4.19 are combinatorial. A systematic treatment of com-
binatorial model structures is given in Lurie’s book [Lur09, Section A.2.6]. For
the record, we mention the following important characterisation of presentable
∞-categories.

Theorem 7.11.16 (Dugger). For any combinatorial model category C, the
localisation 𝐿 (C) is a presentable∞-category.

Proof Given a U-small category 𝐶 and a U-small set 𝑆 of morphisms of
U-small simplicial presheaves on 𝐶, Dugger defines in [Dug01b] a model
structure 𝑈𝐶/𝑆, the universal homotopy theory in which 𝐶 embedds and in
which the elements of 𝑆 are weak equivalences. More precisely, taking into
account Corollary 7.9.9 and Proposition 7.10.13, on can describe 𝐿 (𝑈𝐶/𝑆)
as the full subcategory of 𝐶 which consists of 𝑆-local objects (see [Dug01b,
Definition 5.4]). Hence Proposition 7.11.4 for 𝐴 = 𝐶 and 𝑉 = 𝑆 shows that
Dugger’s ∞-category 𝐿 (𝑈𝐶/𝑆) is presentable. Now, [Dug01a, Theorem 1.1]
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provides a Quillen equivalence between a model category of the form 𝑈𝐶/𝑆
and C. Combined with Corollary 7.6.11, this shows that 𝐿 (C) is equivalent to
𝐿 (𝑈𝐶/𝑆) ≃ 𝐶𝑆 , and thus that 𝐿 (C) is presentable. □

Remark 7.11.17. The proof of Proposition 7.11.4 is also a proof that, up
to equivalence, any presentable ∞-category is of the form 𝐿 (C) for some
combinatrial model category C. Therefore, the preceding theorem means that
an ∞-category is presentable if and only if it is the localisation of (the nerve
of) a combinatorial model category. The fundamental role of presentable ∞-
categories goes back to early work of Simpson [Sim99], where one can find
various intrinsic characterisations of presentable ∞-categories; for a modern
treament, see [Lur09, Theorem 5.5.1.1]. Lurie took the theory to another level
in his famous monograph [Lur09], where a whole chapter is devoted to them.
In particular, Lurie developed powerful tools to manipulate presentable ∞-
categories, which are at the heart of his theory of higher topoi (and of quite a
few other things).

In particular, the ∞-category ∞-Cat of U-small ∞-categories of Exam-
ple 7.10.14 is presentable. However, such property does not only come from
an abstract result such as Dugger’s theorem above: Rezk’s homotopy theory
of complete Segal spaces provides an explicit description of ∞-Cat as a pre-
sentable∞-category: the proof of this fact is essentially the content of Joyal and
Tierney’s paper [JT07], which is in fact a particular case of a general process,
explained later by Ara [Ara14]. Such an explicit presentation of∞-Cat may be
used to determine it axiomatically; see [Toë05].
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