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Technologies for Precision Air Strike Operations in 
Rapid-Reaction and Localised-Conflict Scenarios 

(AGARD CP-576) 

Executive Summary 

Air Strike Operations are a highly important function of NATO forces. 

NATO's most frequent deployments will, in future, be involved with limited and localised conflicts, 
rather than large-scale all-out confrontations. The operational constraints, and sometimes the nature of 
the necessary technologies, differ between these two types of scenario. 

In recent conflicts, it has been perceived that NATO air strike operations have been carried out with 
great effectiveness, but those closely concerned are well aware that there is still a great divide between 
what is really needed, and what today's technology can provide. 

The main purpose of this symposium was to provide mutual education within the NATO community: 
for the operational people to educate the industrial and research community as to what is needed, and 
for the industrialists and researchers to educate the operational community as to what technologies are 
emerging — to indicate what is possible, and what is not, in a reasonable time frame. 

The call for papers produced a good response, enabling the relevant features of precision strike 
operations to be covered adequately, and structured into sessions as follows: 

— Operational Aspects; 

— Mission Planning; 

— En-route Navigation; 

— Reconnaissance and Target Identification; 

— Weapon Delivery and Self-defence. 

The papers presented generated a high level of interest, including some healthy controversy in some 
cases. The symposium was well-attended throughout, and the programme committee is confident that it 
has achieved its objectives. In addition to the opportunities for discussion (both formal and informal) 
between the two "communities", the proceedings should provide a useful reference to guide research 
priorities, in this important area of NATO activity. 

A.D. King 
Programme Committee Chairman 



Les techniques pour les operations air-sol 
dans les situations de conflits localises 

et de reactions rapides 
(AGARD CP-576) 

Synthese 

Les Operations Air-Sol represented une fonction importante des forces militaires de l'OTAN. 

La plupart des deploiements frequents de l'OTAN seront, dans l'avenir, appliques ä des conflits limites 
et localises, plutöt qu'ä des confrontations nombreuses de grande envergure. Les contraintes 
operationnelles, et quelquefois la nature des technologies necessaires, different d'un type de scenario ä 

l'autre. 

Les derniers conflits ont mis en evidence que les operations air-sol de l'OTAN ont ete menees ä bien 
avec une grande efficacite, mais les plus recents ont mis en exergue le fait qu'il demeure un fosse entre 
ce qui est reellement demande et ce, qu'aujourd'hui, la technologie est en mesure de fournir. 

L'objectif principal de ce symposium etait d'apporter une information ä double sens au sein de la 
communaute de l'OTAN: d'une part, la partie operationnelle devait instruire les communautes de 
l'industrie et de la recherche de "ce qui est necessaire", et, d'autre part, les industriels et les 
scientifiques devaient informer la communaute operationnelle des technologies emergentes, en 
indiquant dans un calendrier raisonnable ce qui est possible ou pas de realiser. 

La demande de participation a recu une bonne reponse, permettant de couvrir pleinement les themes 
essentiels du symposium sur "les Operations Air-Sol" qui fut structure en sessions selon: 

— Les Aspects Operationnels; 

— La Planification des Missions; 

— La Navigation sur Route; 

— La Reconnaissance et 1'Identification de l'Objectif; 

— L'Autorisation de Tir et l'Auto Defense. 

Les papiers presentes ont suscite un vif interet, sans exclure, pour certains, quelques debats passionnes; 

Du debut ä la fin, le symposium a connu une bonne audience, et le Comite de Programme est persuade 
d'avoir atteint ses objectifs. En plus des ouvertures ä la discussion (tant formelle qu'informelle) entre 
les deux "communautes", la publication devrait apporter une reference utile afin de definir les priorites 
en matiere de recherche, dans ce domaine important des activites de l'OTAN. 
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Theme 
Current and future conflicts involving NATO forces involve the need for rapid-reaction, precision air strike operations, often 
in a localised, limited intensity scenario. Developments in technologies have a major impact on the potential capabilities and 
tactics in these situations, which are often complicated by the involvement of multi-service or even multi-national forces. 
These technologies embrace all phases of such operations: reconnaissance for target identification and location, mission 
planning, en-route navigation, target designation, weapon delivery, defence suppression, and damage assessment. 

Emerging technical developments have the potential to create major improvements in response flexibility and weapon 
delivery accuracy. However, the need for inter-operability and the need to bring all the elements together to form an effective 
overall system, makes it necessary for those involved in this field to understand the nature of the new developments in the 
different areas. The Symposium offered the opportunity for technologists to understand the operational needs, for operations 
specialists to understand the emerging technology capabilities, and to expose any 'gaps' so that future R&D can be 
prioritised. 

The Symposium addressed the implications of developments in Technologies on Precision Air Strike Operations in rapid- 
reaction and localised-conflict scenarios, covering the following topics: 

— Operational aspects of precision air strike operations; 
— Advances in technologies (e.g. sensor technologies for target identification and location); 
— Near-real-time mission planning — gathering all the relevant data, producing the plans, and transferring them to the 

aircraft or stand-off weapons and co-operating elements; 
— En-route navigation: getting the weapons to the target area; 
— Generation of GPS-referenced (WGS-84) target coordinates by on-board aircraft sensors; 
— IFF for ensuring that only hostile targets are engaged; 
— Weapon delivery guidance — designation technologies, seeker technologies, guidance and aiming algorithms; 
— Self-defence for the strike force assets; 
— Overall command and control — the systems approach. 

Theme 
Les conflits actuels et futurs engageant les forces de l'OTAN requierent une reaction rapide se traduisant par des operations 
de frappe aerienne de precision de reaction rapide, souvent dans le contexte d'un scenario localise, d'intensite limitee. Les 
developpements technologiques ont un impact majeur sur les capacites potentielles et les tactiques ä employer dans ces 
situations: ces dernieres sont souvent rendues plus complexes par la mise en oeuvre de forces interarmees voire meme 
multinationales. Ces technologies couvrent l'ensemble des differentes phases de telles operations: la reconnaissance en vue de 
F identification et de la localisation de la cible, la planification des missions, la navigation en route, la designation de 
Fobjectif, le largage des armes, la destruction des moyens defensifs et F evaluation des dommages. 

Les developpements technologiques emergeants sont potentiellement capables de generer des ameliorations majeures en ce 
qui concerne la flexibilite de la riposte et la precision du largage des armes. Cependant, la necessite d'assurer 
l'interoperabilite et de rassembler tous ces elements pour creer un Systeme global efficace, impose ä tous ceux qui travaillent 
dans ce domaine 1'obligation de bien comprendre la nature des developpements en cours dans les differentes specialites. Ce 
symposium a fourni Foccasion, d'une part, aux specialistes en technologie d'assimiler les besoins operationnels, et d'autre 
part, aux specialistes operationnels de s'informer sur les capacites technologiques emergeantes. II a mis, en outre, en evidence 
toute lacune en vue de la prioritorisation des futurs travaux de R&D. 

Le symposium a examine les implications des developpements dans les technologies demandees pour les operations de frappe 
aerienne de precision dans des scenarios de reaction rapide et de conflits localises. Les sujets suivants etaient presentes: 

— Les aspects operationnels des operations de frappe aerienne de precision; 
— Les avancees technologiques (par exemple, les technologies de detection pour la localisation et F identification de la 

cible); 
— La planification de la mission en quasi-temps reel — la collecte de toutes les donnees significatives, la realisation des 

plans et leur transfert aux aeronefs ou aux systemes d'armes pour tirer ä distance de securite (SOW) et aux elements 
cooperants; 

— La navigation en route — la livraison des armes sur la zone de la cible; 
— L'elaboration de coordonnees cible avec references GPS (WGS-84) par les senseurs de bord; 
— IFF pour assurer uniquement Finterception de cibles hostiles; 
— Le guidage des armes larguees — les technologies de designation, des autodirecteurs et les algorithmes de guidage et 

de visee; 
— L'autoprotection des moyens de la force aerienne d'attaque au sol; 
— Commandement et controle global — la philosophie de la gestion des systemes. 
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Technical Evaluation Report 
on the 

Mission Systems Panel Symposium 
on 

Technologies for Precision Air Strike Operations in 
Rapid-reaction and Localised-conflict Scenarios 

R.W. MacPherson 
Directorate of Scientific Policy 

Research and Development Branch 
Department of National Defence 

Ottawa, Ontario K1A 0K2 
Canada 

1. SUMMARY 
The 4th AGARD Mission Systems Panel (MSP) took place in 
Seville, Spain on 16-19 October 1995 on the topic, "Technologies 
for Precision Strike Air Operations in Rapid-reaction and 
Localised-conflict Scenarios." 

The symposium covered topics in operational aspects of precision 
air strike operations, advances in sensor technologies for target 
identification and location, near-real time mission planning, 
en route navigation, generation of GPS-referenced target 
coordinates with on-board aircraft sensors, IFF, weapon delivery 
guidance, self defence for strike force assets and overall command 
and control systems. 

Operational requirements for rapid-reaction and localised-conflict 
scenarios include avoidance of collateral damage and loss of 
aircraft in addition to being able to hit targets in varying conditions. 
Cost is a significant consideration responsible for "shooting down" 
weapon systems as much as enemy fire. 

The rapid progress in computing power provides opportunities for 
realising affordable systems that had previously been only 
expensive laboratory concepts and demonstrations. The impact on 
wide area surveillance, C3I systems and target localisation 
identification and tracking is now being felt. 

The synergies of multi-mode, multi-function systems show 
promise of being affordable and more capable through optimizing 
trade-offs between the cost and performance of individual sub- 
systems. 

The ability to integrate systems to exploit synergies among 
sub-systems may make it possible to improve overall capabilities 
and also reduce costs by allowing individual sub-system 
performance to be relaxed without compromising that of the 
overall system. Further exploration of this avenue is warranted. 

Planners of future Panel activities might consider including 
Specialists' Meetings to address concerns expressed here, and at 
other symposia, that discussions tended to be too general in nature 
and not detailed enough in specifics. 

2. INTRODUCTION 
The AGARD Mission Systems Panel (MSP) held its 4th 
symposium in Seville, Spain 16-19 October 1995 on 
"Technologies for Precision Air Strike Operations in Rapid- 
reaction and Localised-conflict Scenarios." This Technical 
Evaluation Report is a summary and evaluation of the matters 
discussed at the symposium. 

AGARD considers this to be a very important topic. Indeed, the 
former Avionics (AVP) and Guidance and Control (GCP) Panels 
have often re-examined the subject in symposia on similar themes 
over the past couple of decades (See the Bibliography). The 
Technical Evaluation Report (TER) for the 1982 GCP symposium 
concluded that technology and its applications could be expected 
to advance rapidly and that the subject should be revisited within 
three years. In 1988 the GCP symposium TER referred to NATO's 
serious interest in precision guided weapons, particularly for line- 
of-sight and beyond-line-of-sight use against armour, supporting 
helicopters and other platforms. In addition, the meeting noted the 
need to consider costs. A promising idea, recommended for 
vigourous pursuit at the time, was the extension of the man-in-the- 
loop into automatic, but not autonomous systems, using fibre 
optics. This would allow costly processing to be kept on the 
ground or in the aircraft launch platform. The hope of reduced 
costs, however, has yet to be realised. Precision guided weapons 
were revisited in 1992 because of the subsequent rapid advances 
in the related technologies and the experiences gained during the 
Persian Gulf crisis. While costs for individual sensors were in 
steady decline in 1992, the cost of multi-mode sensors for target 
and terminal guidance had not yet been resolved. 

Symposia predating the end of the Cold War emphasised target 
destruction. With the lessening of tensions after the Cold War and 
the end of the Warsaw Pact, new roles and different threats 
evolved for NATO forces. As the theme of this 4th MSP 
symposium stated, the experience of the Gulf conflict and the 
recent events in the former country of Yugoslavia have presented 
challenges involving the need for rapid-reaction, precision air strike 
operations, often in localised, limited intensity scenarios. Now not 
only do targets have to be destroyed but, even more important, 
collateral damage and loss of aircraft and aircrew must be avoided. 

The symposium theme recognised that developments in 
technologies can have a significant impact on the potential 
capabilities and tactics in these new situations, which are often 
complicated by the involvement of multi-service and frequently 
multi-national forces. These technologies embrace all phases of 
such operations: reconnaissance for target identification and 
locations, mission planning, en-route navigation, target 
designation, weapon delivery, defence suppression, and damage 
assessment. In addition, new economic realities and the reduced 
threat of a major conflict have made costs of military equipment a 
much more significant consideration for future acquisitions. 
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The theme further elaborates that emerging technical 
improvements have the potential to create major improvements in 
response, flexibility and weapon delivery accuracy. However, the 
need for interoperability and the need to bring all elements together 
to form an effective, complete system, makes it necessary for those 
involved in this field to understand the nature of the developments 
in different areas. The Symposium offered an opportunity for 
technologists to understand the operational needs, for operations 
specialists to understand the emerging technology capabilities, and 
for the identification of any 'gaps' so that future R&D priorities 
could be set. 

3. KEYNOTE ADDRESS 
Dr. Don McErlean's Keynote Address was almost a technical paper 
itself. In describing the vision of the U.S. Joint Advanced Strike 
Technology Program he captured the essence of the challenge 
before us, that of developing affordable, successful next generation 
strike systems. Although today's threat is considerably reduced, the 
variety is many times greater than it was in the past. Lethality, 
survivability, supportability and affordability are central to 
effectiveness of future systems. Dr. McErlean pointed out that the 
maximum benefit will be derived from integration of the several 
technologies dealing with weapons, avionics, signatures, sub- 
systems, flight systems and propulsion. Software integration 
remains the key technical challenge to meet for success. 
Overriding all this, the most critical aspect of system performance 
is now affordability. Many technically successful solutions are 
finding themselves victims of the "budget battle." If costs continue 
to rise as they have in the past, technical inflation will ensure that 
no one will be able to afford solutions. Performance trade-offs will 
be needed. Only systems that are affordable will be available. 

4. SESSION I: OPERATIONAL ASPECTS 
This session provided valuable insights from the operational 
commander's point of view. Group Captain Hall's paper 
emphasized the much greater certainty required now of not 
missing the target. The political reaction to collateral damage may 
cause more harm than not attacking the target at all. As a pilot and 
commander he preferred precision guided munitions in all 
confrontations, and particularly in limited conflicts. The 
characteristics required are increased accuracy, smaller warheads, 
and reduced collateral damage. He felt that the current accuracies 
may not be enough to prevent collateral damage. In limited 
conflicts targets are fewer but of higher value. As national survival 
is not at stake, there are more constraints on cost and the need to 
reduce the logistic tail'. In addition, in his experience, there was 
often more time to plan missions against less capable defences. 
Therefore, all weather capability may not be as important as it once 
was. Fewer, smaller weapons are needed that are more suitable for 
stealth platforms. In his opinion, man-in-the-loop systems carried 
less risk than those using autonomous weapons technology, which 
has not yet matured enough to be reliable. His choice for now is 
the laser-guided bomb as a general purpose weapon for limited 
conflict scenarios. 

The remaining three papers in this session emphasized the need for 
improving C3I systems and suggested that affordable, effective 
solutions were in sight using recently available technologies, many 
of which have had their origins in the commercial sector. 

Peter Becher summarized the results of the AGARD Aerospace 
Applications Study (AAS) 39 which concentrated on 
Reconnaissance, Surveillance and Target Acquisition (RSTA) 
operations for NATO. RSTA systems include sensors and the C3I 
assets required to integrate, analyze and distribute information for 
exploitation. The problem with current systems is that they lack 
connectivity, bandwidth (especially for images), and long range 
capability. The study concluded that affordable, commercial off- 
the-shelf (COTS) technology for connecting current military and 

commercial high-band-width communications is available now and 
the integration could be accomplished by the year 2000. 

In the third paper in this session, Mr. Daniel Mellies presented a 
different set of requirements for precision air strikes. Some 
scenarios require a rapid reaction capability where the need is to 
reduce mission planning time for maximum surprise effect. An 
effective real time C3I system is needed to shorten the decision 
making process and all weather capability is needed to deliver the 
strike expeditiously. He argued that the helicopter appeared to 
provide the most effective solution because of its survivability in 
low level flying at night and its stand-off engagement capability. It 
also has secure C3I systems available providing updated target 
intelligence and positive identification. The performance of its 
weapons systems at night maximizes hit probability and avoids 
collateral damage. He believes the helicopter is less limited than 
fixed wing aircraft in adverse conditions, such as bad weather, 
when the challenge is to achieve pinpoint destruction of targets, 
while reducing losses and avoiding collateral damage. 

Col Bruce Queen described the use of wide area surveillance to 
give commanders and national command authorities near-real time 
data to support crisis management while demonstrating resolve. 
Such a system should be designed to detect, process, display and 
distribute information and provide options for a tailored response. 
Sensor enhancements required include expanding existing systems 
capacity to exploit both moving and stationary targets. Technical 
challenges include a threefold increase in SAR resolution. Data 
processing for fusing database information in near-real time will 
need 100 gFLOP (10* floating point operations per second) 
capability, which should be available by the year 2000. He 
predicted that using wide area sensors with near-real time coverage 
and massive data base retrieval and fusion capabilities will 
revolutionize joint and combined operations. Insertion of near term 
technologies into combat systems is expected to demonstrate the 
viability of these concepts and validate improved effectiveness. 

5.   SESSION H: MISSION PLANNING/MISSION 
MANAGEMENT 

In his introductory remarks session Chairman, Dr. George Reid, 
pointed out that mission planning is critical to mission success. It 
was unfortunate that one of the three papers scheduled for this 
session was withdrawn. 

In the first paper, Mr. Thomas Reese described a situation in which 
the cost of precision-guided weapons and the mission planning 
systems required to ensure mission success is increasing. 
Therefore, it is important to know if mission plans perform 
effectively, that subsystems function satisfactorily and at the right 
time, and whether unexpected or marginal subsystem performance 
occurs. The simulator Mr. Reese described to verify these aspects 
was designed to test weapons in a comprehensive, total system 
environment to reduce the number of live firings and captive 
flights that contribute heavily to development and life cycle costs. 
During development, the facility revealed several undesirable 
features in weapons that were corrected before production. Insight 
rather than oversight is the benefit of this approach. 

Simulation and modelling are beginning to prove themselves as 
valuable adjuncts providing alternatives to extensive, costly 
development and verification trials. 

In the second paper Mr. Rheihard Vogel likewise emphasized the 
importance of supporting mission planning with semi-automated 
mission planning systems. In rapid reaction scenarios local 
conflicts may be outside the "home" area of NATO operations. 
Thus, mission planning systems need to be portable and capable of 
carrying out tasking independent of national C3I systems. They 
also need to be capable of coordinating missions with allies. Much 
of this capability has been demonstrated in the Open Skies 
program with an adaptation of the DEPLAS Mission Planning 
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System, and in Bosnia using a transportable Tornado Mission 
Planning System for Allied Mobile Forces (TMPS-AMF). 

6. SESSION m: NAVIGATION 
There have been enormous gains in navigational accuracy in 
recent years. There is more confidence in knowing one's exact 
position. Positional accuracy is now discussed in terms of a few 
rather than several tens of metres. This session concentrated on 
Global Positioning System (GPS) modes, terrain referenced 
navigation and millimetre wave radar. 

A number of techniques using relative GPS and inertial guidance 
systems (INS) have demonstrated high accuracies for low-cost 
weapons systems, that is, weapons that do not have terminal 
seekers on board. Differential GPS (DGPS) systems also exhibit 
accuracies of a few metres. Carrier phase or kinematic GPS has the 
potential of determining positions to accuracies of a few 
centimetres. The difficulty in verifying such systems is the need to 
know actual positions within millimetres. Indications are, however, 
that carrier phase data is sufficiently accurate to verify accuracies 
of INS/DGPS systems at a reasonable cost. 

Terrain referenced navigation has potential in situations where 
GPS is not available. It can exploit raw satellite imagery directly, 
thus reducing time consuming and error prone coordinate 
transformation processes. Although INS/GPS technology will 
likely provide the basic stand-off missile system navigation it 
depends upon precise target co-ordinates. Coupling INS/GPS with 
terrain referenced systems can provide the necessary accuracy. The 
databases required to do this are expected to become more readily 
available as libraries of satellite imagery accumulate. 

An enhanced vision system based on multi-function millimetre 
radar can provide an all weather means of navigation that is 
independent of ground based and satellite systems. A key feature 
of the system Mr. M. Pirkl et al. described is a frequency scanning 
antenna mat avoids mechanical rotation of the antenna itself. The 
technique can be combined with frequency modulated continuous 
wave principles to produce a radar whose range for small targets 
exceeds that of radar detection schemes used in high performance 
ESM systems. The system bridges that gap between conventional 
radar and SAR and provides enhanced performance for terrain 
avoidance, terrain following and airborne obstacle avoidance in 
adverse weather conditions. The accuracy achieved is adequate for 
autonomous landing in CAT mb conditions. 

7. SESSIONS IV & V: RECONNAISSANCE AND 
TARGET IDENTIFICATION 

The importance of this topic is reflected in the number of papers 
presented in these two sessions. Session chairman, Paul Homer, 
introduced the topic with the comment that the critical function in 
precision strike operations has been and remains that of acquiring, 
identifying and localising targets. Accurate target discrimination is 
required not only to maximize warhead effectiveness but also, just 
as important, especially now, to avoid collateral damage or harm 
to friendly forces. 

Present-day tactical aircraft have difficulty attacking short-dwell- 
time targets with success because of shortcomings in current 
acquisition systems. In the first paper in this session, Mr. M.J. 
Boyd etal. attributed these deficiencies to the limited resolution of 
sensor systems, operator workload and the lack of automated target 
detection and cuing systems. Failure to find the target is the main 
reason for lack of mission success even for preassigned, large, 
stationary targets. As a solution to this problem the authors 
proposed the use of multi-spectral image correlation technologies 
in which FLIR and low-resolution ground-map radar images were 
correlated with templates generated from SAR data. Their research 
program demonstrated the feasibility of automated targeting at near 
video framing rates. However, the limiting factor was the time 
required for the operator to confirm or reject the aimpoint. 

Operator confirmation is a requirement of the current rules of 
engagement, therefore, further research is needed on the best way 
to present sensor data to the operator so he can make decisions 
quickly and correctly. 

Similarly, the paper by Dr. F. Nivelle et al. discussed an 
autonomous, stand-off seeker that uses dual mode IR and mmW 
active radar correlated with ground maps to acquire and track 
targets. The advantages of the multi-mode seeker are found in the 
complementary aspects of the various modes that result in 
improved efficiency, robustness and resistance to countermeasures 
or adverse weather conditions. Such a dual mode seeker can be 
constructed today but a few difficult points have yet to be 
overcome. In particular, the bi-spectral dome needs work to satisfy 
demands of stealth and supersonic flight. 

The paper by Mr. G. Balzarotti et al. addressed the problem of 
identifying friendly forces in localised, but high density conflict 
areas. As they saw it high performance infrared imaging sensors 
were highly desirable for identification of friends but the man- 
machine-interface needs improvement. They proposed solving part 
of the operator interface problem by presenting IR images on 
helmet mounted displays. The authors were able to show that 
observers' performance in identifying friendly objects improved 
significantly after a learning phase in which targets were repeated. 
The idea needs further study as rules for identifying objects could 
not be developed from the current results. 

Mr. P.R.C. Collins described a mechanism for matching a model 
of a previously prepared database of terrain features to images 
obtained from an electro-optical sensor on board the air vehicle. 
The method is based on an image database fusion concept. The 
approach, called Model-Matching, was previously well developed 
for image processing and relies on relating line based features in an 
image with a 3D computer aided design (CAD) model of the 
objects of interest It is robust with respect to noise in poor imagery 
or partially obscured targets, is capable of finding many different 
types of object and is able to pick out targets approached from any 
attitude or bearing. In addition to not requiring detailed information 
about the target beyond its general location among visible 
landmarks, it is stealthy as it emits no radiation and it does not rely 
on systems such as GPS. 

Recent advances in computational hardware and signal processing 
have made real time digital video possible for a number of 
applications. Through image compression the number of bits of 
information needed to represent a given image can be reduced to 
lower the demands on communication links. The image quality 
and hardware requirements for weapons control and damage 
indication differ from those of video broadcast for which the 
MPEG compression algorithm was developed. The former 
requires transmitters to be of low complexity because of weight, 
size and power considerations. Even more important are costs 
related to sensors and associated transmitters that are expendable. 
Video broadcast, on the other hand, needs simpler receivers since 
there are many of them. It would not be surprising then, that the 
optimum techniques for digital video compression would differ for 
the two applications. In their analysis of compression techniques, 
Dr. Creusere and Dr. Hewer discovered that block-based discrete 
cosine transform algorithms were superior for high bit rate, high 
quality video applications but that wavelet-based algorithms were 
the better choice for low bit rate, reduced-quality video. However, 
before systems can be adopted for military applications, more work 
is required to determine the level of video quality required and how 
the battlefield might affect the data link. 

Mr. C.N. Shen et al. described a demonstration of a scheme to 
identify non-cooperative targets at long range using a ruggedized, 
compact airborne laser radar (LIDAR) sharing an aperture with a 
staring focal plane array infrared sensor. In addition to being 
capable of operating in several modes including passive IR 
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imaging, range profiling and high resolution three dimensional 
LIDAR infrared imaging, the system demonstrated the feasibility 
of using u-Doppler signatures for air and surface target 
identification. Techniques developed for Doppler radar target 
signatures and sonar signal analysis were adapted to show that the 
vibrational signature inherent to ships, aircraft and ground vehicles 
are unique. Since it appears that these signatures would be difficult 
to hide, the technique shows very good promise for positive target 
identification. 

8.   SESSION V: TARGETING AND WEAPON 
DELIVERY GUffiANCE 

Differential GPS can be used for weapons guidance in addition to 
the normal navigation function discussed in Section 6. The first 
two papers in this session described a method of achieving of 
enhanced navigational accuracy by generating theatre-wide DGPS 
corrections via a network of GPS receivers 1000 miles away. This 
kept the costly assets of the system well outside of the area of 
conflict. The work showed promising stand-off weapons delivery 
accuracies of a few meters, not only in the horizontal plane, but 
also vertically. However, not all of the DGPS errors are well 
understood, particularly those due to noise and multipath effects. 
The latter appear to contribute more to miss distances than 
originally thought. 

Modern air defence systems make it very risky for aircraft to 
approach wilhin 10 km of their intended targets. Many of these air 
defence systems depend upon optronic sensors for short range 
detection and guidance. This favours attacking during conditions 
of poor visibility when optronic sensors perform inadequately and 
acquiring targets at ranges sufficiently great and quickly enough to 
avoid remaining too long within the firing range of radar guided 
surface to air systems. Two ways of doing this have been 
recognised for some time: stand-off at very long ranges to avoid air 
defences altogether and, secondly, approach at high speed and very 
low altitude. The problem is to find, identify and localise targets of 
interest under these conditions. 

Mr. Bernard Dortomb presented a paper on an automatic, all 
weather, ground target acquisition system that depended upon the 
creation of "target pattern" from various reconnaissance data 
beforehand. Care was required to avoid any distortion so that they 
could be compared automatically with radar maps generated on 
board the aircraft without elaborate image processing. 

SAR images can likewise be used to locate targets. In its simplest 
form, the operator views SAR generated maps and finds and 
designates the target himself. Mestre and De Peufeilhoux 
described three methods of automating the process. In the first it 
is assumed that the location of every point of the SAR image with 
respect to the aircraft is well known as well as the position of the 
target. In the second method the radar map and position of the 
target are modelled ahead of time. In this situation the location of 
the target is determined indirectly so it is not necessary for the 
target to have a very characteristic signature. Thirdly, if the 
geometry of the radar map is not well known, the target can be 
found, but not precisely located, so firing on it requires some form 
of terminal guidance. The authors demonstrated that the second 
technique, correlating line segments extracted from radar images 
with segments in a reference model of the terrain prepared before 
the mission, was robust, could be realised in a real time system, 
was easily adaptable to different mapping modes or the addition of 
other features (such as bright points) besides line segments, and 
could "filter" out residual distortions in the radar image. The main 
application of this technique is the acquisition of targets with 
known fixed coordinates. A second application is as an aid to 
acquiring movable targets as described in the ASTRID paper by 
Dr. F. Nivelle et al. (Paper 14). 

Mr. E.L. Fleeman analyzed a number of autonomous, adverse 
weather precision guidance techniques from the point of view of 

cost. The performance requirements were driven by the need to 
reduce pilot workload, improve aircraft survivability and improve 
effectiveness in adverse weather. He believes that a synergistic 
application of emerging technical developments including near 
real-time targeting, high accuracy mid-course guidance, and aim- 
point selection with a strapdown seeker will provide low cost, 
adverse weather precision guidance. The advantages he envisaged 
to be gained include the need for only one weapon per target, 
smaller warhead requirements, higher load out, and less collateral 
damage. His advice was to use GPS for initial mid-course 
guidance, INS final mid-course guidance and strapdown, and an 
imaging seeker terminal guidance with short range acquisition. His 
recommendations for strapdown imaging seekers include imaging 
IR, low power imaging mmW and imaging dual mode (mmWAR). 
In the latter case, synergistic fusion of IR and mmW signals should 
allow for relaxed requirements for the individual sensors, resulting 
in dual mode seekers that are lower in cost and weight. 

Recent developments in infrared detectors have led to the creation 
of high performance systems occupying a small volume that can 
address both navigation and attack functions. The appearance of 
imaging IRCCD detectors, for example, is an important advance 
for air-to-ground attack. These devices can produce images of 
quality similar to that obtainable in visible light and allow pilots to 
navigate at night at low altitudes. The spatial and thermal 
resolution is good enough to use image processing techniques to 
identify landmarks in the image accurately with a high degree of 
probability, which could in turn be used to update navigation 
systems. The precision possible is comparable with that of GPS 
and could be used in conditions where GPS is not available. For 
ground attack at night, IRCCD cameras offer the pilot the same 
visual capabilities for attacking targets that he would have in 
daylight. 

Similarly, Dr. E. Crovari et al. demonstrated the effectiveness of 
infrared imagery in a stabilized seeker for air-to-surface missile. 
The system had three operational modes: lock before launch, 
guided mode and lock after launch. The system provided high 
detection range, excellent tracking stability and reliability, and 
offered stand-off capability via an ECCM video/data link. The 
seeker availability in all-weather (including rain and fog) and 
EOCM scenarios was good. 

The limited stand-off range of bombs suggests the need for 
propulsion to increase ranges and thereby improve the survivability 
of bombing aircraft. In order to maintain the required accuracy 
some form of guidance is needed. INS systems require 
initialisation, which can be expensive to retrofit on older aircraft 
not fitted with digital data links to the bomb racks. To avoid this 
expense, Parturel et al. proposed a scheme to launch propelled 
guided bombs without initialising the inertia! guidance systems. 
The basic idea is to program the bomb to follow and launch it into 
a predetermined trajectory that leads to the target. In effect the 
guidance system eliminates the effects of wind and atmospheric 
braking. Initial conditions need only be estimated from the initial 
launch velocity and acceleration. In a simulation, the authors 
demonstrated bombing ranges in excess of 10 km with propelled 
bombs and improvements in accuracy of 30% to 40% over 
classical bombs. 

Modern air defence systems pose a significant threat to attacking 
aircraft and call for anti-radar missiles to counter them. With the 
collapse of the Warsaw Pact, modern Soviet systems are available 
to nearly anyone. In addition, western systems may be used 
aggressively by countries with previous access to western 
technology. Possible adversaries have a wide range of choices and 
the potential capabilities to modify them. Consequently new 
demands are placed upon the anti-radar systems that NATO needs. 
Although currently available high speed anti-radar systems, such 
as those on the TORNADO, can fulfil present and future UN 
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peacekeeping missions, further improvements can be made. These 
include a wider spectrum to classify electronic threats and an 
increase in the number of modes that can be handled. The ability 
to enter ELINT data on the fly will enable attacks on targets not 
contained in system libraries. This will make it possible to deal 
with threats using "war reserve modes" that are currently unknown 
to intelligence and reconnaissance forces. 

One of the criticisms of GPS derived guidance for precision 
weapons is the perceived apparent vulnerability of GPS receivers 
to jamming. Dr. S. Mahmood et al. described an analysis of DGPS 
using adaptive Altering and anti-jam techniques to enhance the 
accuracy of weapons in adverse weather as well as reducing the 
susceptibility to electronic countermeasures. (jamming). Whereas 
conventional GPS receivers have jamming to signal thresholds of 
30-50 dB the Tactical High Anti-jam GPS Guidance (THAGG) 
program has demonstrated, in simulation, acquisition thresholds of 
75 dB and tracking thresholds of 125 dB. 

Progress in the development of artificial neural networks has 
reached the point where it is possible to envisage adapting them for 
nonlinear autopilots for missile guidance and control. Adaptive 
control systems find only a limited number of points on the control 
function surface. The learning process in neural networks finds the 
whole surface. Dr. U.K. Krogmann was able to show by 
simulation that neural networks can solve the problem of stable 
flight control of a fully non-linear, time varying dynamic model of 
an existing missile airframe. The results were very promising. 
Addressing the real problem of getting to the target with maximum 
acceleration is the next step. 

The final paper by Dipl.-Ing. V. Scherm et al. addressed the 
problem of self protection against optronic missile seekers using a 
soft kill mechanism based on directed infrared countermeasures 
(DIRCM). Older missiles can be defeated by the use of chaff, 
flares and jamming, but newer ones are able to distinguish between 
flares and aircraft and imaging seekers are jam resistant. Jamming, 
blinding/dazzling or destruction of the sensor by means of a high 
power laser beam or light source are three mechanisms proposed 
for defeating optronic systems. Control and tracking is within 
reach of current technology. Out of band lasers kill by destroying 
domes and lenses, Jbut are still too big for practical use. Lasers 
operating in the band width of hostile seekers need not be very 
large and can be flown on larger aircraft and helicopters. Outputs 
of a few joules and repetition rates of around 10 Hz are sufficient. 
Within the band a wide tuning range is needed. The authors' 
analysis suggests that DIRCM systems provide a complementary 
addition or replacement for traditional defence systems and offer 
new capabilities for dealing with newer missiles that are not 
otherwise available. 

9.   SUMMARY DISCUSSION 
During the open discussion participants expressed their belief that 
the symposium had been very useful and that considerable material 
had been covered. Indeed, all the topics listed in the symposium 
theme received some attention. The depth of coverage was not as 
great as some had wished. In a symposium of this nature it is 
difficult to provide too much detailed information in papers 
targeted to a general audience. Some areas may be amenable to 
more in depth treatment in a Specialists' Meeting and the Panel 
may wish to consider this in future activities. 

The vulnerability of precision guided munition systems to jamming 
was not covered to the extent that some had hoped. For example, 
laser decoys for designation systems were missing. It was felt that 
countermeasures, in general, could have been dealt with more 
thoroughly. This was in spite of the papers on hardened GPS and 
defence against optronic seekers. Although the latter discussed 
concepts that have been known for two decades or more and 
described results from simulations, indications are that the 
technology is closer to being demonstrated in deployable systems. 

Of the information on countermeasures that was presented, the 
surprise was the capability of hardened GPS systems to withstand 
gigaWatt level jammers. Countermeasures against IR seekers for 
missiles were covered in the self defence paper on DIRCM. 

In line with a major theme in the keynote address the question of 
cost was raised almost immediately. One participant indicated that 
some commanders have expressed a dislike for seekers in weapons 
because of the cost and weapon size requirements. This reiterated 
the keynote speaker's main point that future weapons must be cost 
effective. Wing Commander Herriot commented that while 
research is great, developers must keep costs down. This suggests 
that further systems analyses are needed along the line of Mr. 
Fleeman's work of trading off costs and performance among sub- 
systems to achieve overall effectiveness in systems that are 
affordable. In answer to a question on relative costs, participants 
quoted figures of between S10K and $12K for laser based seekers 
and S30K to $50K for SAR based seekers. 

The papers on navigation indicated that we will soon have the 
capacity to steer anywhere in the world to sub-meter accuracy. 
This invited the question of whether much further research would 
be needed for navigation. Mr. King felt that the countermeasure 
and counter-counter measure aspects will remain a challenge for 
a while. 

In summarizing the overall symposium Dr. Graham Wallis 
characterised the main mission functions as mission planning, 
navigation, target acquisition and tracking. For each of these, the 
authors offered various technical solutions or methods of 
addressing them. 

Table 1. Operational Functions and Technical Methods 

Function 
Method 

Mission 
Planning 

Navigation Acquisition Tracking 

Signatare • • 

Geometry • 

Scene Feature • • 

Scene • 

Man-in-loop • • 

From Dr. Wallis' summary in Table 1 it is apparent that the 
various technical approaches can be applied to more than one 
function and, in turn, a particular function can exploit or may 
need more than one technological solution. This was evident 
from the number of papers on GPS and imaging radars with 
pattern matching that appeared in different sessions where 
authors had found new and different ways of applying basically 
tiie same technology to different aspects of the precision guidance 
problem. 

In turn, each of the methods or technical solutions relies on a 
variety of sensors which he summarized in Table 2. Here again 
more than one sensor type is applicable to a particular technical 
solution. More often than not the sensors are complementary in 
their contribution rather than alternatives. This suggests that 
multi-sensor systems still provide the most technically competent 
solutions but at potentially greater cost, the cost issue may be not 
so severe as Mr. Fleeman indicated in his study in which it 
appeared possible to relax individual sensor requirements, and 
hence costs, and regain the technical advantages of the synergistic 
effect of using multiple sensors in an overall system. 
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Finally, the various sensors discussed can provide support to more 
than one mission function as summarized in Table 3. The sensors 
tend to fall into one of three classes: those that support acquisition 
and tracking (Class 1) as would be found in precision guided 
munitions; those supporting mission planning and navigation 
(Class 2), as required, for example, by cruise missiles; and those 
that support all four functions (Class 3) of the overall guidance 
mission. 

Table 2. Sensors Employed in Various Technical Solutions 

Table 3. Classification Sensors Applicable to Operational 
Functions 

Method 

Sensor 

Signature Geometry Target 
Features 

Scene 
Matching 

Man-in- 
the-Loop 

IRCCD • • • 

SAR/DBS • 

Ground 
Mapping 
Radar 

• 

MTI • 

Passive 
mmW 

Semi-active 
Laser 

• 

Anti- 
Radiation • 

Laser 
Radar • • 

GPS • 

Radio 
Altimeter 

• 

10. FEEDBACK FROM PARTICIPANTS 
Unfortunately, due to the lack of a reminder, only a few 
evaluation questionnaires were returned to the symposium 
organizers so no meaningful statistical significance can be 
attached to the results. Of those that were received, the 
distribution of responses on the degree of impact in the various 
areas was fairly uniform except for the lack of ratings at the 
highly significant level. It is perhaps worth noting, however, that 
the greatest impact identified was in providing valuable new 
perspectives to participants' work. Several felt there was little 
impact in spawning specific new initiatives or on filling gaps in 
the existing research base. Nevertheless, respondants deemed 
theoverall value of the symposium to be in the range from 
'generally or potentially importanf to 'significant,' with one 
respondent rating it as 'extremely valuable.' No one felt that it was 
not worth the effort. Comments indicated the papers were good 
on the concepts and general aspects of the problems, but that 
details were missing. The time allotted for discussion and 
opportunities at lunch and coffee breaks for establishing new 

Function 

Sensor 

Mission 
Planning 

Navigation Acquisition rracldng Class 

IRCCD" • • • • 3 

SAR/DBS" • • 2 

Ground 
Mapping 
Radar 

• • 2 

MTI* • • (3) 

Passive 
mmW • 1 

Semi- 
acttve 
Laser 

• 1 

Anti- 
Radiation 

• • 

Laser 
Radar 

• 

GPS • 2 

Radio 
Altimeter • 2 

" IRCCD Infrared Charge Coupled Device 
* MTI - Moving Target Indicator 
* SAR/DBS - Synthetic Aperture Radar/ Doppl« Beam Sharping 

contacts was seen as too short by some. Aside from the 
questionnaire results most verbal comments were positive. 
Attendance was good and was maintained throughout the 
symposium. Of the approximately 200 who enrolled 140 
registered at the meeting. 

11. SYMPOSIUM ORGANIZATION 
The Technical Program Committee is to be congratulated on 
developing a well balanced program and obtaining papers that 
covered the topics outlined in the theme. It was remarkable that 
there was only one cancellation in the entire program. 
Unfortunately it occurred in a session that had only three papers 
to begin with, leaving the mission planning topic a little under 
represented. Representation from the major defence industrial 
member nations was even. It was somewhat disappointing not to 
find papers from the other members of the Alliance. 

The program and session chairmen exercised very good control 
over the time of presentations and ensuing question periods. 
Although there did not seem to be any particular point where 
discussion had to be terminated because time had run out some 
participants felt inadequate time had been allotted. This point may 
have been more related to periods for available informal 
discussion, as at breaks, than for the formal question periods. 
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Questions and the ensuing discussions would be easier to record 
accurately in future symposia if question sheets were made 
available to those asking questions or making comments. A single 
sheet could be provided with places marked for the questioner's 
name, affiliation, the title of paper to which he is referring and a 
half page area for his question followed by a half page area for 
the author's response. Session chairmen would be responsible for 
seeing that questioners received and filled out a sheet and that the 
authors subsequently completed them after the session. In this 
way, participants asking questions would have an additional 
opportunity to clarify their questions and authors could give more 
complete responses. Questions and responses could be 
reproduced verbatum at the end of the papers in the Conference 
Proceedings. This would enhance the value of the Conference 
Proceedings by having a more accurate record of the discussions 
in addition to a mere reproduction of papers. 

Several participants asked about attendance lists. Many wished to 
follow up with other participants after the meeting and wanted a 
list of names and addresses. At one time lists of participants were 
available at the meeting and/or published in the Conference 
Proceedings but the practice was dropped in part for security 
reasons, especially for classified meetings, during periods when 
there had been a number of hostage taking incidents throughout 
the world. A participants list would certainly be a useful addition 
to the Proceedings and had been requested at other symposia. For 
classified meetings, including the list in the classified supplement 
might allay fears with respect to identifying participants openly. 

The question of classification frequently arises at Panel Business 
Meetings and those of the National Delegates' Board concerning 
the cost of holding classified meetings. The point was not raised 
at the Symposium, but I raise it here because only a few papers 
were classified, and then only at the NATO Confidential level. 
This was in spite of the meeting being classified at the NATO 
Secret level. I would argue that this does not necessarily support 
the case for holding only unclassified meetings. The oral 
presentations and the discussions that took place both in the 
formal question periods and informally in individual 
conversations, did contain classified information. Had the 
meeting been unclassified, participants would not have been free 
to carry out these discussions and indeed may not have attended 
if they had felt they would have been restricted in what they 
could discuss. 

12. SYMPOSIUM ADMINISTRATION 
Seville was a good choice for an Autumn meeting site. The 
weather was pleasant, warm and dry, but not too hot. The area of 
Seville around the site and hotels provided an interesting 
diversion after hours with its many tourist attractions and historic 
sights. 

The Spanish hosts provided superb facilities at the World Trade 
Centre on the site of the 1992 World's Fair. These facilities were 
very comfortable, had a well equipped auditorium and were 
located within easy walking distance of the recommended hotels. 
MSP Coordinator for Spain, Dr. Pedro Sanz-Aranguez and 
Spanish AGARD Coordinator, Ms Carmen Gonzalez Hernandez 
organised excellent support for the symposium through the staff 
of the World Trade Centre. Projection and sound equipment were 
particularly noteworthy as was the work of the technicians whose 
performance was exemplary. Past symposia at other sites have 
sometimes experienced difficulties with video projection, but 
here, several authors were able to use video effectively. 

Of particular note was the reception the Spanish National 
Delegates to AGARD, D. Luis Guitart Poch and D. Julian Simon 
Calero, hosted in the Real Cartuja (Isla de la Cartuja, Seville) on 
Monday evening. In addition to providing a very interesting tour 
of the historic site they offered superb refreshments and an 

opportunity to meet with them and the authors and other 
participants in an informal setting. 

The Programme Chairman, Mr. King, thanked the interpreters 
for their excellent work. It is frequently particularly difficult to 
interpret technical material, especially when there are gaps in 
material provided, or speakers diverge far from prepared texts. No 
one reported any significant problems with the interpretation. 

The Spanish security staff were vigilant and courteous. 
Registration and daily check-in were accomplished quickly and 
effectively. 

The Technical Tour to the Experimentation Centre of the 
Institute Nacional de Tecnica Aeroespacial (INTA) in El 
Arenosilla, Province of Heulva, was well attended. The Centre 
provided a light lunch before taking the participants on a visit to 
the drone refurbishing facility, tracking and telemetry trailers and 
scientific and technical experiments in solar energy use. Several 
staff were at our disposal and were eager to answer questions on 
all aspects of their work. It was one of the better Technical Tours 
the writer has had the opportunity to attend over many years' 
association with AGARD. 

13. CONCLUSIONS AND RECOMMENDATIONS 
It is remarkable that in a symposium of this size and nature, only 
one paper was withdrawn and then only because the author was 
unavailable and not for any second thoughts regarding security. 

The quality of the papers was generally high. Technical content 
was at a level appropriate for a mixed audience of operational 
personnel and technologists form various disciplines. There were 
no marketing pitches even though some systems described were 
obviously available for sale. Authors stuck to describing the 
underlying technology and operational needs the systems 
satisfied. One frequent comment heard was that some papers 
were too general in nature and did not discuss details sufficiently. 
This observation has been made in previous symposia and may 
be a result of authors addressing a general audience rather than 
specialists. As suggested before, one way to address this issue if 
it is deemed to be significant, is to consider convening Specialists' 
Meetings to address some of the finer technical details. 

The technical content of the papers themselves tended to reflect 
evolutionary advances rather than significantly new approaches. 
This is not meant as a negative comment but an observation. The 
fact that technology has advanced sufficiently to allow early 
concepts to be tried out in new systems is an advance in itself. It 
is evident that progress in computing power and manufacturing 
processes for sensors have now made affordable many 
approaches that have been heretofore only realisable in laboratory 
settings. In particular, computational capabilities for C3L signal 
and image processing, and implementation of neural networks in 
hardware have reached the point where weight, power 
requirements and costs are no longer seen to be impassable 
barriers. 

In terms of future directions, the authors pointed out a number of 
specific areas where further work is needed. Compression 
algorithms need exploring for video links, but first the actual 
video quality required for military operations needs to be 
characterised and determined. Head-up display (HUD) of IR and 
radar imagery needs more work to develop "rulesTor identifying 
objects. Lidar u-Doppler signatures exploited known sonar 
techniques and data with good success. Further work is needed 
to generate libraries of signatures and to optimize for u-Doppler 
lidar the data processing techniques adapted from sonar and 
radar. Distributed, wide area C3I systems that transparently link 
systems across land, sea and air environments as well as amongst 
allies and even civilian resources are becoming more realisable 
and more work in this area should provide significant rewards in 
the future. 
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The ability to integrate systems to exploit synergies among sub- 
systems may not only make it possible to achieve improvements 
in overall capability but may also reduce costs by allowing 
relaxation of individual sub-system performance without 
compromising that of the overall system. This avenue warrants 
further exploration. 

Ideally, mission specific weapons provide the best technical 
solutions, but the cost of specialised systems can be prohibitive. 
Rather, systems capable of multi-mode operation, achieved 
perhaps more through software than hardware development, 
appear to be a more productive approach. For example, the basic 
data from sensors, be they navigation, optronic or radar, can be 
processed and used for many mission functions and, therefore, 
having individual systems for each function no longer makes 
much sense. The immediate problem, however, is that existing air 
platforms have separate systems in varying degree so that 
integration is not a simple, straightforward problem unless 
everything is replaced. The challenge is to find ways of 
inexpensively interfacing a disparate variety of existing systems 
and sub-systems to extend their service until next generation 
equipment is developed with total integration capabilities in mind. 

As a final comment, planning for subsequent Panel activities 
should take into consideration future technological trends 
revealed in the 2020 Study AGARD is now undertaking. 
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The need for precision-guided munitions in limited conflict 
An operational viewpoint 

Group Captain Ian Hall 
Ops Log division 
HQ BFJ BFPO 633 

B-7010 SHAPE, Belgium 

1. SUMMARY 

A missed air-to-ground attack 
is never welcomed by an 
operational commander; 
collateral damage and the 
increased possibility of 
attrition engendered by the 
necessary re-attack are but two 
of the likely, undesirable 
results.  The effects may 
assume increased significance 
in a limited conflict, where 
political factors may bear 
relatively more heavily than in 
general war.  Thus precision- 
guided munitions may be a 
highly desirable option.  In 
the purely military sense, the 
conditions prevailing on the 
less-dense battlefield may tend 
to present particularly 
favourable conditions for the 
employment of precision 
weapons; however, there may be 
counter arguments, and 
occasions where PGMs are not 
the best option.  The paper 
offers examples from recent 
conflicts to support the 
general case for PGMs, before 
going on to discuss advantages 
and disadvantages of generic 
types of weapon.  Finally, 
while acknowledging that 
nations are unlikely ever to 
procure weapons specifically 
for limited conflict, it 
discusses the ideal stockpile 
for small-scale operations. 
In doing so, it flags up the 
point that characteristics of 
the target identification and 
designation system are likely 
to be at least as significant 
as those of the weapon 
itself. 

2. INTRODUCTION 

From an operational commander's 
viewpoint, a miss is 
undesirable in any  air-to- 
ground attack.  The failure to 
kill a target will have an 
impact to varying degree on the 
overall campaign and in the 
close-range area as it affects 
the local ground commander. 
The mission may have to be re- 
tasked, with several conseguent 
effects:  the expenditure of 
additional, possibly scarce, 
munitions; the increased chance 
of attrition; and the reduced 
availability for other tasks. 
A miss also brings with it the 
danger of fratricide in 
certain, close-contact 
scenarios, as well as the 
possibility of collateral 
damage. 

All this may be acceptable and 
or unavoidable in a large-scale 
conflict, where an isolated 
failure to neutralize a target 
may be hidden in the fog of 
war, while the scale of 
involvement and the 
multiplicity of targets may 
leave no alternative to the use 
of many cheap, inaccurate 
weapons.  Moreover, in a fully- 
developed confrontation, the 
density of enemy defences may 
necessitate a single, high 
speed, low-level pass, with its 
associated target 
identification difficulties and 
possibility of a missed attack. 

It is unwise to generalize in 
descriptions of localized 
conflict, which may take forms 
as diverse as anti-guerilla or 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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peace-support operations, but 
it is reasonable to identify 
the common thread that, for 
various reasons, the balance in 
the decision making process 
moves in a limited operation 
towards a requirement for a 
greater certainty of not 
missing any given target. 
Own forces are, perhaps, more 
likely to be at close quarters, 
while attrition may be less of 
a factor, with enemy defences 
likely to be both less dense 
and less sophisticated. 
Fratricide and collateral 
damage are likely, for several 
reasons, to become increasingly 
unacceptable:  in a small-scale 
conflict, because forces tend 
to be less numerous, such 
incidents would be likely to be 
more visible; public support 
for involvement in the conflict 
would be less likely to be 
firm, both from participating 
nations and from the world 
community, with displeasure 
possibly being expressed 
through the UN; and "mishaps" 
of any sort would be likely to 
undermine further the resolve 
of participating parties.  All 
this could be exacerbated by 
media presence, whose rapid 
widespread reporting could be 
relatively more widespread in a 
limited operation. 

3.  PGMS IN LIMITED CONFLICT 

Precision-guided weapons are 
desirable in any conflict, but 
this reasoning suggests that 
they tend towards being 
essential in localized 
scenarios.  They offer 
increased accuracy, which in 
turn permits smaller warheads 
to be fitted for any given 
probability of kill.  The 
chance and scale of collateral 
damage is, therefore, 
minimized.  The characteristics 
of targets in a small-scale 
conflict might also militate 
against the employment of 

unguided munitions; there would 
be fewer, therefore, almost by 
definition, a large proportion 
might be regarded as "high 
value", the traditional target 
for a PGM.  Target hardening 
might also need to be con- 
sidered in the general dis- 
cussion of unguided or 
precision weapons; although it 
could be argued that the 
probability of hardening is 
lower in limited conflict, 
there are likely to be 
sufficient exceptions to make 
this a neutral factor.  On the 
other hand, it would be 
reasonable to accept the 
generalization that, because 
limited numbers of munitions 
would be employed in a small- 
scale conflict, there would be 
less danger of exhausting 
expensive stockpiles, and this 
could be a factor which would 
encourage the use of precision 
munitions in this scenario. 
The fact that national survival 
is unlikely to be at stake when 
a major nation becomes involved 
in a limited conflict would add 
to the pressure to hold down 
costs.  Moreover, the impera- 
tive to limit the scale of 
logistic support - which tends 
to account for a large pro- 
portion of the costs of a 
deployed operation - might also 
argue for a requirement for a 
few precision weapons rather 
than large quantities of dumb 
ordnance.  Reducing the size 
and cost of the logistic tail 
can, in many cases, produce 
savings which far outweigh the 
higher unit cost of PGMs. 

Military considerations might 
not be uppermost in the types 
of warfare under discussion; 
indeed, the military objective 
in a limited campaign may not 
be paramount.  An example of 
this occurred during the brief 
bombing campaign in Southern 
Iraq during January 1993 when, 
following an Iraqi build up and 
repeated infringements of the 
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no-fly zone, the coalition was 
forced into military retali- 
ation.  The military objectives 
were very limited; little more 
than a demonstration of resolve 
was required.  Of prime impor- 
tance were, however, that no 
coalition forces were lost and 
that there was no collateral 
damage to Iraqi civilian faci- 
lities, especially those of a 
humanitarian or sacred nature. 
Either eventuality would have 
resulted in propaganda gain for 
Iraq, with a parallel loss of 
public support amongst friendly 
nations.  It was, therefore, 
absolutely essential to use 
precision weapons, to ensure 
positive target identification 
before weapon release, and to 
have fully serviceable and 
reliable airborne systems. 

In peace support operations, 
the balance is likely to tip 
even further towards use of 
precision weapons, while 
political considerations are 
likely to impinge even further 
on military objectives.  An 
example here was the May 1995 
request by the UNPROFOR 
military commander for an air 
strike in Sarajevo following 
hostile action within the 
weapons exclusion zone.  This 
request was not supported by 
the UN higher command, on the 
basis that the primary outcome 
of any punitive action was 
assessed to be wider in the 
sense that it would cause 
inflammation of the overall 
situation in Croatia and 
Bosnia-Herzogovina. 

Turning away from the political 
argument now, a limited ope- 
ration can offer some parti- 
cularly favourable conditions 
for the employment of 
precision-guided munitions. 
Specifically, the time may be 
available to either the 
commander or the aircrew to 
permit more leisurely planning, 
force packaging, target 

acquisition, identification and 
lock-on.  At the tactical 
level, less dense defences and 
or air superiority might offer 
the aircrew the opportunity to 
work at medium level rather 
than make a single, low-level 
pass.  Of course air 
superiority is not guaranteed 
in limited conflict, but it is 
more likely that even dense 
defences could be neutralized, 
by Electronic Support Measures, 
for example, 
more easily in a small-scale 
operation; not least, the 
inventory of own-force ESM 
platforms is more likely to be 
adequate to cope with limited 
opposition than when thinly- 
spread in large-scale conflict. 
The nature of coalition 
operations against Iraq in 1991 
reflected all these consider- 
ations, and discussion 
of this conflict also gives an 
opportunity to raise points 
specific to the relationship 
between precision weapons and 
stealth aircraft; for there 
were, in 1991, instances where 
it was necessary for the attack 
to be covert.  Here, the 
reduced size of warhead and 
better accuracy  inherent in a 
precision weapon has the added 
benefit of minimizing weapon 
size and numbers - which parti- 
cularly suits the limited pay- 
load and small weapon bay of 
certain stealthy aircraft. 

All this is not to say that 
every  situation arising in 
limited conflict inevitably 
points to precision-guided 
weapons being the best option; 
indeed situations may arise 
which are particularly suitable 
for employment of certain non- 
precision munitions.  The AC- 
13 0 type of gunship, for 
example, has a pedigree 
stretching as far back as the 
Vietnam War and is, if any- 
thing, finding more oppor- 
tunities for effective appli- 
cation today in Former 
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Yugoslavia than ever before. 

And there may be some positive 
disadvantages  to precision 
weapons in limited scenarios, 
not least the difficulty of 
their employment against mobile 
targets at close quarters with 
own forces, possibly in diffi- 
cult terrain.  In Former Yugo- 
slavia, many Close Air Support 
missions have been called for 
but have not been able to 
release weapons:  failure to 
identify the target has been a 
major factor; and weather has 
affected weapons delivery. 
Both of these considerations 
would impinge on employment of 
unguided weapons also, to some 
extent - but the stand-off 
inherent in most precision 
ordnance tends to make weather 
a more significant factor. 

In other cases, the time taken 
to gain approval to attack has 
been too great; the window of 
opportunity has been lost and 
targets have moved or become 
obscured.  This last line of 
reasoning would, again, apply 
as well to dumb weapons but, 
because attacks with precision 
weapons may take longer to set 
up, to coordinate with a 
designator for example, the 
effects of delays on precision 
missions may be more apparent. 

Discussion of time taken to 
gain approval returns us, once 
again, to the political side of 
the equation.  It is self 
evident that military freedom 
in Operation Deny Flight has 
been strongly constrained by 
political factors.  The rules 
of engagement have had to have 
been much tighter than would be 
the case in general conflict. 
These considerations lead to 
the conclusion that political 
constraints may tend to have a 
greater effect on precision 
operations than on those with 
unguided weapons.  However, the 
overall balance points to 

precision ordnance offering 
numerous very useful advantages 
in limited operations. 

4.  TYPES OF PGMS 

So what types of precision 
weapons would offer the mili- 
tary commander the greatest 
utility in a limited conflict? 
In the case of fire-and-forget 
weapons, the primary question 
to be asked is whether the 
probability is high enough of 
the weapon maintaining track 
throughout its time of flight. 
If it is not, the danger of 
collateral damage and fratri- 
cide remains.  A commander 
would have to be very certain, 
therefore, of tracking and 
guidance reliability before 
authorizing employment of fire- 
and-forget weapons in some of 
the scenarios that have been 
illustrated. 

What about the so-called 
"brilliant" weapons, those with 
built-in target recognition 
algorithms?  Is this technology 
mature enough to use in sensi- 
tive situations where own and 
enemy forces are at close 
quarters?  Certain factors, 
here, might tend to assume 
great importance in a limited 
operation:  orders of battle 
are likely to be more confused 
than in general war; both sides 
might be equipped with similar 
armoured vehicles at the 
outset; and equipments might be 
captured with a view to opera- 
tion by the opposition.  In the 
light of such risks, could a 
commander afford to take the 
chance? 

GPS-guided weapons are looking 
promising, but are still only 
giving circular error proba- 
bilities of 10-12 metres.  This 
may not be accurate enough to 
preclude collateral damage and 
or fratricide.  Then there are 
area precision-guided weapons, 
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sensor fuzed anti-armour 
weapons and so on.  These may 
give an excellent probability 
of kill in a target-rich 
environment where enemy identi- 
fication can be virtually 
assured by virtue of his 
position, but they may not be 
so suitable in a localized, 
close-quarter scenario. 

The characteristics of stand- 
off weapons may, similarly, not 
assume so great an importance 
in a limited scenario.  If 
target defences are less cap- 
able or less dense, the impera- 
tive to keep the launch plat- 
form at a distance may not be 
so pressing.  And, as pre- 
viously touched upon, long 
range, launch-before-lock modes 
may be unacceptable in the 
light of political constraints 
and rules of engagement per- 
taining to the limited 
scenario.  Following through 
the favourable aspects of this 
argument, a limited stand-off 
requirement implies an un- 
powered, and therefore smaller 
and cheaper, weapon. 

Is all-weather capability a 
factor?  It may be; it is 
certainly desirable but, as 
already argued, military 
expedience may be of lower 
importance in a limited 
scenario than in large-scale 
war.  In other words, it may 
be more likely that military 
action could wait until con- 
ditions improve; witness the 
attack on Udbina Airfield, 
Croatia, which was eventually 
flown on 21st November 1994 
only after earlier weather 
aborts.  One might also gene- 
ralize that all-weather weapons 
tend to be more suitable for 
use against large, fixed 
installations, and these are, 
perhaps, less significant in 
limited operation than in 
large-scale conflict.  Overall, 
then, it may be that all- 
weather capability may tend to 

assume lesser importance in 
limited operations. 

Having looked at some of the 
weapons characteristics that 
are required, the question of 
availability - and particularly 
cost-effective availability - 
cannot be ignored.  Indeed it 
is a factor which continually 
disturbs operational planners, 
particularly those involved in 
procurement and financing.  In 
short, one must question the 
timescale and achievability of 
"brilliant" weapons technology. 
Lest this argument not be 
accepted by the industrial and 
research community, it is worth 
citing the UKAF requirement for 
a fire and forget anti-armour 
weapon.  This dates back at 
least to 1984, and has been 
actively pursued throughout the 
intervening years - but nothing 
has yet been ordered into pro- 
duction.  To some extent, the 
delay has undoubtedly been due 
to indecision and political 
factors, but the failure of 
promised technologies to mature 
leads to a healthy scepticism 
amongst operators when they are 
offered "brilliant" products. 

So weapons suitable for a 
single, high-speed, low-level 
pass against a pinpoint target 
may be achievable and even 
available  in time - but will 
undoubtedly be expensive. 
There is no denying that cost 
is a major factor, to the 
extent that it is feasible that 
ultra-sophisticated weapons 
could even be judged too expen- 
sive to use in an operation 
with limited objectives; the 
politico/military value of em- 
ploying the weapon in a given 
circumstance might simply not 
be high enough. 

Now this certainly cannot be 
taken as a generalization - 
indeed the substantial use of 
precision munitions in limited 
operations has occurred several 
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times in recent years when the 
circumstances were right.  It 
does, however, lead on to the 
final strand of the argument - 
that nations are unlikely to 
procure weapons specifically 
for limited operations.  And, 
notwithstanding the demon- 
strated success of precision 
weapons, it's still true that 
many nations continue to be 
unwilling to invest solely in 
precision; it is still com- 
forting to maintain, in many 
cases, a good stock of iron 
bombs. 

5.  AN IDEAL STOCKPILE 

So what would comprise the 
ideal stockpile?  Is a com- 
promise, indeed, to be found? 
A limited scenario may not 
demand the highest sophisti- 
cation, so perhaps proven 
technology such as laser 
guidance is the safest option. 
It has disadvantages:  the need 
for a designator which needs 
line of sight - and is, there- 
fore, vulnerable; it's not an 
all-weather option, which may, 
in some cases, be significant. 
But it also has great 
advantages:  it's reliable; and 
it's versatile.  Laser-guided 
weapons are, in most cases, not 
optimized against particular 
types of target, and are there- 
fore usable in many forms of 
conflict.  They may be guided 
by the launch aircraft, or 
other air or ground sources - 
although here must be mentioned 
again the assurance reguired 
that the weapon guides onto the 
correct target.  This assurance 
may be increased considerably 
by self-designating rather than 

using a buddy or ground spiker, 
and this characteristic might 
lead to the commander, in very 
low intensity ops, having the 
luxury of being able to select 
a platform primarily for its 
acquisition and designation 
system rather than for its 
weapon.  Indeed, it has been 
possible to follow this prin- 
ciple in certain circumstances 
during the current conflict in 
Former Yugoslavia.  On the 
other hand, a laser-guided 
weapon operated with a man on 
the ground in the loop can add 
to political reassurance and 
control in "dual key" 
situations - of which, again, 
the current Balkan conflict 
offers examples. 

So, after suggesting that the 
acquisition and designation 
system might assume at least as 
great an importance as the 
weapon system in many low- 
intensity operations, we reach 
a conclusion - that there is a 
significant requirement for 
precision munitions in limited 
conflict.  Also a tentative 
suggestion:  that the ideal 
air-delivered weapon for 
limited conflict - if it's 
possible to postulate an ideal 
to cover so many and various 
situations - would be rela- 
tively affordable, with a range 
of the order that points to 
target identification before 
launch and the need to be ex- 
ternally guided throughout time 
of flight.  The term "General 
Purpose Weapon" is, perhaps, a 
little passe, but might, in the 
limited conflict scenario, now 
begin to be appropriate to de- 
scribe a laser-guided bomb. 
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HELICOPTER TASK FORCE: 
A MISSION EFFECTIVE SOLUTION 

FOR PRECISION AIR STRIKES 

D. MELLIES 
EUROCOPTER INTERNATIONAL 

B.P. 107 93-LA COURNEUVE - FRANCE 

SUMMARY 

Applied to rapid reaction forces, new technologies 
provide today the required level of mobility, round the 
clock operation, and firepower: 

-Air mobility with the introduction of rotary wing vehicle 
able to operate without airfield infrastructure over 
distances of 800 km at speeds of 280 km/h. 

- Round the clock operation is possible with night vision 
sensors for flying and digital avionics for pinpoint 
navigation even in adverse weather. 

- Fire power is the end result of the integration of aircraft 
and weapons with system architecture optimised for 
single shot kill. 

All these achievements in technologies introduced into 
the military helicopter represent an outstanding rapid 
reaction potential. Once combined with heliborne C3I 
systems and supply assets, they can constitute an air 
mobile task force able to conduct airstrikes. 

Though major NATO countries have set up rapid reaction 
forces based on Air Force, Navy and Army assets to deal 
with unconventional situations worldwide, recent 
localised conflicts have shown that for reasons explained 
later on, precision air strikes have become a cardinal 
point of the mission requirements. The helicopter task 
force appears to be the most effective solution to conduct 
these precision missions because of: 

- helicopter survivability by accurate low level night flying 
and stand-off engagement of targets, 

-C3I secure systems with updated target intelligence 
and positive identification, 

-weapon systems performance with the use of night 
sensors and missiles to maximize the hit probability 
and avoid collateral damages. 

In the following three parts of my presentation, I will: 

-first introduce the principles and techniques of air 
mobile operations, 

- then apply theses considerations to a realistic scenario, 

-finally detail the technologies used to achieve the 
required precision. 

1. PRINCIPLES AND TECHNIQUES OF AIR 
MOBILITY 

1.1   Mission planning 

To benefit from maximum surprise effect, time must be 
saved to be on target at the earliest to avoid enemy to 

take cover or reinforcements called in. To cut time 
consuming procedures a high state of readiness is 
maintained : 

1.1.1 The helicopter units are basically organised in 
light squadron units to be tailored into task forces. 

Mixed teams of 2-3 machines are then dedicated to 
specific roles : scout, escort, antitank, utility, search and 
rescue (SAR), casualty evacuation, aerial surveillance, 
command and control. No airfield is required : they blend 
outstandingly with co-operative elements deployed and 
take advantage of their defensive dispositions. 

1.1.2 To shorten the decision making process during 
the operation, the task force commander and staff 
officers (operations, intelligence and logistics) are 
airborne aboard a command and control helicopter and 
ensure real time C3I near the operation area. Practically, 
ground briefing time is kept to a minimum and orders 
details are stored in data transfer cartridges handed over 
to air crews or passed via datalink when airborne. 

1.1.3 Long range detection of the enemy forces is 
ensured by organic ground surveillance radar helicopters 
which track their movements, the threatening air defence 
radars and transmit their characteristics in real time to the 
commander or directly to the attack helicopters. 

Hence to ensure readiness to treat time critical target and 
before the action, a time saving process is based on : 

- light task force organisation, 
- airborne C3I system, 
- early warning. 

1.2   Course of action 

Mission flexibility is inherent to airmobility, specifically to 
adapt to changing weather conditions or new tactical 
situations. 

1.2.1 Secure communication systems enable the 
commanders to take immediate actions and reposition 
airborne assets which, using navigation computers, can 
immediately re deploy for new mission objectives. Timing 
modifications are equally managed in line with remaining 
fuel endurance. 

1.2.2 For aviators, the main problem is the weather. But 
today, weather radars permit to avoid enroute inadvertent 
instrument flying conditions and to use alternate 
itineraries. In addition helicopters can fly low level and 
land almost everywhere or continue their flight with very 
low ceiling and short horizontal visibility at slow speed, 
avoiding mission abortion. 

1.2.3 When tactical situation alters the planned route, 
additional fuel endurance can be arranged by forward 
field refuelling. This logistical and tactical operation is 
carried out by utility helicopters transporting external or 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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internal fuel tanks. Pressure refuelling of a helicopter 
takes around five minutes. 

Hence, flexibility during the course of action is genuine to 
air mobility and enables to cope with any change thanks 
to: 

- redundant   radio    communications    and    navigation 
systems, 

- weather radar, and helicopter flying qualities, 
- forward refuelling and rearming techniques. 

1.3   Targets engagement 

Effective fire power is a combination of maximum 
lethal effect obtained from a minimum of dedicated 
weapons to ensure the shortest helicopter exposure 
time. 

1.3.1 Targeting is today the most delicate phase of the 
acquisition process. To detect targets at long range, 
radar and infrared sensors are used. The target detected 
has to be recognised to be a tank, a vehicle, an 
helicopter, before positive identification friend or foe. 

Quick engagement time and high single shot kill 
probability are the characteristics of effective attack 
helicopters systems. In turn, they carry less ammunitions 
but more fuel for increased endurance. 

1.3.2 In order to engage the right target with the 
appropriate projectile, a weapon mix is preferable : 
antitank, air to air missiles, gun against vehicles or 
personnel. For cost effectiveness, it makes sense not to 
use a 3rd generation antitank fire and forget missile to 
destroy an unarmed jeep or a bunker which has no 
chance to escape. 

1.3.3 In case the helicopter formation is ammunition 
short, forward area rearming is possible using utility 
helicopters supplying additional ordnance. 

Hence, air mobile firepower ensures lethality when it 
results from: 

- integrated weapon system, 
- a mix of dedicated ammunitions, 
- a possibility to rearm during the action. 

2.     SCENARIO 

Recent military operations in Central Europe have shown 
limitations to the use of force. Political decisions allow it, 
essentially air strikes, as deterrent actions. In turn, air 
power can be deterred by hostage taking for instance. 

The following scenario will show that the helicopter task 
force could be the the most appropriate means either to 
deter or suppress adverse hostile actions with an 
acceptable level of political risk. 

2.1    Situation 

- Enemy forces 

Around a besieged town, enemy units are on the attack 
to assault the suburbs using infiltrated tanks and 
armoured vehicles. Artillery shelling is extensively used 
to pound civilian areas. 

- Friendly troops 

Peace keeping force has requested jet air strikes but 
weather conditions are not suitable and the political 
decision is not yet made. Rapid reaction ground force is 
delayed by road blockings. 

- Attachments to the rapid reaction force 

One air mobile task force assembled at 50 km on 
STAND-BY. 

. COMBAT ASSETS 

- 1 squadron of 7 Scout/Escort TIGER armed helicopters 

- 1 squadron of 7 Antitank TIGER armed helicopters 

-1 squadron of 7 Utility COUGAR helicopters for 
ammunitions, fuel, casualty evacuation, rescue 

. C3I ASSETS 

-2 HORIZON helibome Ground Surveillance radars 
FIGURE 1 

- 1 Command and Control COUGAR 

- Scope of the mission : 

In order to avoid massive air strikes as repeatedly 
warned, the political decision has come out at night for a 
gradual response with the helicopter task force, to 
destroy ASAP only the involved heavy weapons in the 
exclusion zone since attacks are continuing. 

Specific instructions: 

- minimize human losses 
- no collateral damage 

The task force commander issues immediately the 
following order : "Operating at night, locate and destroy 
with missiles all the tanks, armoured vehicles and artillery 
howitzers in action. 

- specific instructions : pinpoint accuracy and stand- 
off, 

-caution : vicinity of friendly troops and civilian 
population". 

2.2   Actions FIGURE 2 

Phase 1 : Intelligence data gathering. FIGURE 3.4 

In daytime, on routine stand off missions, the 2 
HORIZONS radars have spotted every enemy 
movement, specifically tanks in the suburbs, armoured 
vehicles in the mountains, gun towing vehicles in the 
valleys. In addition, they have performed electronic 
intelligence about enemy air defence radars. At night, the 
2 HORIZONS, by joint operation continue their 
surveillance mission and transmit in real time. 

The airborne command and control COUGAR starts 
coordination. 

Phase 2 : Flight to contact 

- Guided by HORIZONS, the Scout TIGER teams are 
sent to the targets areas to secure avenues of 
approach, spot air defence positions and recon stand- 
off firing positions. 

- In turn, antitank TIGERS and escort TIGERS are sent 
to the firing positions. 
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- Utility COUGARS escorted by TIGERS are on stand- 
by to be prepared to rearm or refuel the combat 
formations. 

-Search and Rescue and Casualty Evacuation 
COUGAR are on stand-by. 

Phase 3 : Targets engagements 

-Acquisition of each target is performed carefully at 
stand-off range using thermal imagery sensors. The 
high infrared (IR) signature of active weapons give a 
100 % evidence of their involvement in the firings. 

-Tanks and armoured vehicles are engaged with fire 
and forget missiles at 5 km range. 

-Artillery howitzers with wire guided missiles at 4 km. 

All the helicopters movements are monitored from the 
HORIZON radars and conflicting trajectories avoided. 

-The whole operation remains under the control and 
command of the Task Force Commander who watches 
the scenes via video transmission and ensures two 
way communications with his squadrons and the 
headquarters command. At any time, he is able to 
retask or withdraw his units according to the mission 
reports or political decision. 

Phase 4 : Withdrawal and debriefing 

After one hour of engagement, most of the assigned 
targets having been destroyed one by one at stand-off 
range, the Task Force commander reports the end of the 
mission and the return to the base. 

All the firing sequences have been video recorded and 
debriefing confirms the success of the night mission : 

- designated targets were destroyed (10 tanks, 10 guns), 
- minimum human losses, 
- no collateral damage, 
- no fratricide. 

3.     TECHNOLOGIES FOR PRECISION 

The success of precision airstrikes is based on : 

- the attack helicopter survivability or its capacity to carry 
out an armed mission in a hostile environment, 

-the heliborne C3I system which must provide updated 
intelligence data and the whole operation co-ordination 
(digital battlefield network), 

- the weapon systems performance. 

3.1    Survivability 

The modern attack helicopter is able to survive in a 
localised conflict battlefield thanks to advanced 
technologies applied to : 

3.1.1   reduce its detectability : 

- by decreasing its signature: 

. visual: silhouette, tandem cockpit, mast mounted sight, 

. radar cross section : airframe design and composites 
structure, passive sensors, 

. acoustic : main rotor and tail designs, engines, 

. infrared : special paints, composites airframe. 

- by enhancing its low level flying capabilities : 

. agility and manoeuvrability to fly nap of the earth 
(below 50 m) with hingeless rotors and digital engine 
fuel control, 

. night and adverse weather avionics with 4 axes digital 
automatic pilots to hover at night, 

. stand-off operation : masked hovering several km from 
the target with mastmounted or roof sights, 

- by accurate navigation and a "glass cockpit" to reduce 
crew workload in order for him to concentrate on the 
enemy localization (GPS, Doppler radar or inertial 
positioning with computer). 

3.1.2   decrease its vulnerability : 

- twin engine with crossfeed and titanium protection wall, 

- extensive use of ballistic tolerant composites materials 
for rotors and fuselage (TIGER is 80% made of 
composites), 

-redundancy and segregation of hydraulics, fuel, 
lubricating, electrical systems, dual flight controls and 
self sealing fuel tanks with inerting gas against 
explosions, 

- armoured crew seats in tandem cockpit, 

- complete self protection suite : 

. IR suppressors against surface to air missile seekers, 

. missile launch detectors, approach warning, 

. radar and laser warning receivers, 

. chaff and flares dispensers, 

. IR jammers. 

3.2   Heliborne C3I systems : 

The security and redundancy of communication systems 
are applied on modern helicopters to provide : 

3.2.1   Intelligence 

Precision, correlation, exchange of data are by far 
essential in the process. The collecting means cue each 
other. 

-The radar information is cross checked and fused 
when two HORIZONS operate jointly giving more 
accuracy to the moving target co-ordinates in azimuth 
and distance (radar range 200 km). FIGURES 

-The Scout TIGER equipped with IR and low level TV 
sighting systems, laser range finders and navigations 
computers provide exact coordinates of the target. 

- Intelligence processing : 

All targets characteristics are correlated by computer 
processing aboard the HORIZONS workstations. 

The threats such as helicopters, tanks, vehicles and 
hostile radar transmissions are monitored with precision. 

The availability of digital maps stored in cartridges and 
displayed on LCD colour screen enhance situational 
awareness thanks to tactical symbologies. 

The pinpoint navigation provides reliable reports of 
friends and enemy layouts and IFF code identification 
avoid air defence fratricides. 
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3.2.2   Command and control 

A Cougar helicopter can be used as command post 
either in flight or from the ground. 

Its capability to reposition wherever needed gives the 
commander the best situational awareness in order to 
make on the spot the most appropriate decisions. 

The HORIZON radars guide the attack TIGERS to the 
target areas according to their classification : tanks, 
armoured wheeled vehicles, provide radar threat data of 
hostile air defence (Electronic intelligence ELINT) and 
advanced warning of enemy helicopters. 

The observed scenes can be "live" video-transmitted to 
the commander who personally checks the correct 
designation of targets. 

Linked to a redundant communication network and 
whatever the helicopters locations, the encryption 
systems PR4G maintain permanent and secure chains 
of command liaisons. Data links between TIGERS and 
HORIZONS supply updated informations displayed on 
cockpit colour multifunction screens. Man machine 
interface has been optimised to reduce crew workload. 
The huge amount of data which are stored in the 
computers can be erased in case of emergency. 

3.3   Weapons systems 

The integration of sensors and armaments linked via MIL 
STD 1553 B avionics BUS and controlled by dual 
computers are the key to precision targeting. 

Mission equipment package system architectures and 
software on armed helicopters increase drastically their 
single shot kill probability (SSKP). FIGURE 6 

3.3.1    Sensors FIGURE 7 

. Roof or mast mounted sight 

In the TIGER, these sights house passive thermal imager 
(FLIR camera) TV camera, laser range finder, direct view 
optics. The thermal imager of the IRCCD generation 
provides excellent acquisition performance in terms of 
long range detection (above 10 km) recognition and 
identification in line with the range of weapons. 

The direct view optics with a magnification power greater 
than 12 times is also of great value for positive 
identification. 

Video recording can be also used for battle damage 
assessment. 

The design of the mast mounted sight above the main 
rotor minimizes the exposure and provides more time for 
accurate designation of the right target. 

Automatic target tracking is also possible with the FLIR 
camera. 

. Helmet mounted sights and displays 

Worn in tactical flight, they provide prepositioning of the 
main sights in azimuth and elevation for a quicker target 
designation and aiming of the weapons. In addition they 
are used for night pilotage with FLIR and integrated 
vision goggles. 

. TRIG AT FIGURE 9 is a true fire and forget antitank 
third generation missile with passive IR seeker. Locked- 
on before launch (man in the loop) after mast mounted 
sight acquisition, it can fly up to 8 km on a flat or curved 
trajectory to kill target from the top. 

Ripple firings of 4 missiles on predesignated targets are 
possible in less than 8 seconds upto 8 km. 

. HOT is a precision wire guided tandem hollow charge 
missile with a range of 4 km optically tracked used 
specifically when pinpoint accuracy is required as in 
urban areas. 

. The new missiles have SSKP of nearly 0.9 even fire at 
night thanks to IR technology. 

Fire control computer software shortens the firing 
sequence and saves ammunition consumption, key 
factor for flying machines. 

The missiles advanced technology guarantees lethal hits 
and fired from helicopters, ensures stand-off targeting 
and firing, against small fixed or moving targets. 

4.     CONCLUSION 

The case we have studied to illustrate the use of 
helicopters in such an operation considers the draw 
backs of air power strikes. An air mobile night operation 
is not only effective on the ground but less politically risky 
for being immediate and more gradual. 

The own nature of helicopter makes it suitable for 
operations without airfield infrastructure. Modern 
helicopters can today fly low level at night or in adverse 
weather better than any other fixed wing aircraft. 
Therefore their high survivability makes them capable of 
air strikes. A helicopter task force provides a powerful 
and flexible combination of intelligence, reconnaissance, 
attack, supply, rescue capabilities in a single hand. The 
high technologies used today on the TIGER COUGAR, 
HORIZON ranges of helicopters in the field of visionics, 
armaments, avionics, radio communications and radar 
increase their effectiveness by supplying reliable details 
and accurate data to the air crews and to the force 
commander. 

When the challenge is to strike and destroy precisely 
various pinpoint targets, minimizing human losses, 
avoiding collateral damages, the helicopter task force 
is the most mission effective solution for rapid 
reaction forces. As a matter of fact, the helicopters can 
today do all the job of fixed wing aircraft plus all what the 
fixed wing cannot do. 

3.3.2   Missiles FIGURE 8 
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SUMMARY MOTIVATION 

Precision-guided weapons that employ advanced 
imaging infrared seekers, data links, and mission 
computers require detailed mission-planning and 
rehearsal systems to ensure mission success. Cost to 
develop these weapons and mission planning systems 
are rapidly increasing as advanced signal-processing 
algorithms are employed to increase probability of 
target detection, acquisition, and recognition, with the 
ultimate goal of accurate target tracking and precise 
aimpoint selection for maximum probability of kill 
and minimum collateral damage. 

This paper presents a real-time Precision Imaging 
Strike Technology Integration Laboratory (PISTIL). 
PISTIL provides precision-guided weapons developers 
with many of the tools and data to answer key 
questions such as the following: 

1. Did the mission plan perform effectively? 
2. Did the subsystems function satisfactorily? 
3. Did the subsystems function at the proper 

time? 
4. Did any evidence of unexpected or marginal 

subsystem performance exist? 

INTRODUCTION 

The Precision Imaging Strike Technology Integration 
Laboratory (PISTIL) stands today at the forefront of 
major weapon system acquisition support. It is a 
critical member of the Government/Contractor 
Integrated Product Team (IPT) environment that 
provides both parties with the proven benefits of the 
"smart buyer/smart user" concepts. PISTIL provides 
essential functions during concept studies, 
development, test and evaluation, operational 
evaluation, and Fleet support. PISTIL is a physical 
embodiment of the "insight not oversight" approach 
to weapon system acquisition. 

In our experience, imaging weapon system concepts, 
designs, and implementations need to be evaluated as 
early as possible and continue to be re-evaluated 
throughout the acquisition process. A total weapon 
system integration environment that includes 
intelligence collection, mission planning, missile 
hardware and software, aircraft interfaces, and man-in- 
the-loop functions is essential in today's world of 
limited budgets. Deficiencies in any of these areas 
can cost hundreds of millions of dollars to correct in a 
fielded system. Hidden defects can cause mission 
failures and ultimately lives. 

Through its unique ability to combine three- 
dimensional (3D) target images, missile hardware-in- 
the-loop, and on-site tactical aircraft, PISTIL provides 
the most cost-effective, timely, and versatile 
precision-guided weapons evaluation environment 
possible. Because today's imaging weapons require 
precise evaluation and verification of the highly 
sophisticated interactions between imaging seeker 
missiles, mission planning, controlling aircraft, and 
target environments, the new PISTIL laboratory is 
equipped with technological advancement for 
evaluation of the following: 

1. Imaging seeker concepts 
2. Adaptive mission-planning concepts 
3. Automatic target-recognition algorithms 
4. Man-in-the-loop functionality between 

aircraft and missile 
5. Missile real-time software and hardware 
6. Intelligence data and mission-planning 

effectiveness 

PISTIL's superior capabilities allow these tasks to be 
accomplished for a limitless variation of target and 
attack scenarios. 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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COST EFFECTIVENESS 

Live missile firings and captive-flight tests are 
expensive. Targets are often restricted to a limited 
number of available test sites. Unpredictable 
environmental conditions complicate test control 
repeatability problems. 

PISTIL's laboratory environment, on the other hand, 
with its real missile hardware, real data-link hardware, 
real tactical aircraft, and unlimited target images, is 
the most cost-effective alternative to captive flights 
and live firings for imaging seeker missiles. Any 
combination of target location, weather, time, target 
type, mission plan and man-in-the-loop can be 
evaluated in real-time tests using real missile avionics 
and real tactical aircraft in a laboratory ground test 
environment. This variety cannot be provided by 
captive flight or live firings. PISTIL can be used to 
reduce the number of high-cost, unrepeatable live 
firings, and captive flights, thus greatly reducing 
development and lifecycle costs. 

SIMULATION TECHNOLOGY 

Missile attack scenarios are conducted by running the 
real mission plan in real missile hardware controlled 
by a six-degree-of-freedom flight simulation. Target 
images are provided in real-time using 3D target scene 
models developed with data from national resources. 
The PISTIL was the first laboratory to provide this 
level of image simulation to an integrated missile, 
data link, and tactical aircraft. The technology for 
3D-image modeling and real-time scene injection is 
continually upgraded to match growing requirements 
for speed, target complexity, and target fidelity. 
PISTIL's simulation technology includes the 
following: 

1. A Silicon Graphics Onyx imaging super 
computer 

2. A variety of government and commercial 
3D-target-modeling tools 

3. A real-time six-degree-of-freedom flight 
simulation 

4. An F/A-18 cockpit simulation (when real 
F/A-18 not required) 

5. A real missile seeker automatic target 
recognition (ATR) electronics and missile 
avionics 

6. A tactical aircraft mission planning system 
(TAMPS)-compatible mission-planning 
system 

7. An AWW-13 data link pod 
8. Access to tactical Fleet aircraft (F/A-18, 

A6-E, etc.) 

3D-TARGET-MODELING TOOLS 

PISTIL has a variety of 3D-target-modeling tools 
which include 

1. SocketSet Photogrametric Workstation from 
General Dynamics (GDE), San Diego, Calif. 

2. Griffon Photogrametric Workstation from 
Autometrics 

3. MultiGen three dimensional modeler from 
MultiGen Inc. 

4. IRGen infrared modeler from Technology 
Services Corporation 

5. Gemini Visualization System from 
Gemini Inc. 

6. Performer Visualization System from 
Silicon Graphics, Inc. 

7. Virtual Application Prototyping System 
(VAPS) from Virtual Prototypes 

These software packages, along with government 
software, provided the necessary tools to create 
accurate 3D infrared databases. These databases are 
then easily traversed in real time for the digital signal 
injection using the Onyx imaging super computer. 

IMAGING SEEKERS 

PISTIL can support evaluation of a variety of 
imaging seekers, including imaging infrared (IR), 
millimeter wave, laser detection and ranging 
(LADAR), synthetic aperture radar (SAR), and 
television. Sensor field of view, resolution, scan 
patterns, and sensitivity are modeled in real time. 
The target scene is injected into the seeker video 
processor to test the target acquisition, tracking, and 
man-in-the-loop characteristics of the imaging seeker 
in conjunction with the rest of the missile, data link, 
and aircraft systems. This technique is applicable for 
evaluation of current imaging weapon systems as 
well as future imaging weapon systems currently 
being evaluated. 
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FACTTJTY DESIGN 

PISTIL is an integral part of an existing weapon test 
and integration complex. This complex includes a 
dedicated ground support facilities, office spaces, and 
PISTIL. Full facilities are in place and operational to 
support precision-guided weapons laboratory and 
testing, ground testing, captive-flight testing, and live 
firings. Operations are supported by extensive range 
and instrumentation facilities. 

TARGET 

PISTIL provides 3D models of ground targets and 
ship targets. Attack scenarios can be executed from 
any heading and altitude profile. Time of year, time 
of day, cloud cover, haze, and temperature are all 
controlled and can be set at any required condition. 
Target modeling is integrated with national resources 
data-collection facilities to provide high-fidelity 
models for mission-planning evaluations. 

DATA ANALYSIS 

PISTIL collects real-time data from the weapon 
system avionics interfaces, launch platform interfaces, 
man-in-the-loop interfaces, data-link video, seeker 
video, cockpit video, and six-degree-of-freedom flight 
simulation. These data are time stamped and 
correlated for future analysis. Data collected from 
PISTIL is directly comparable to data collected in 
captive flights and live firings. Target images 
collected in captive flight and live firings can be used 
in the PISTIL to reproduce the flight results. 

The PISTIL provides sophisticated data-reduction, 
data-visualization, and data-analysis tools to assist in 
the interpretation and reporting of the test results. 

REAL-TIME HARDWARE ARCHITECTURE 

The PISTIL six-degree-of-freedom flight simulation is 
executed on a distributed scalable processor 
architecture (SPARC) multiboard Versa Module 
European (VME) system (Figure 1). running a 
combination of VXWorks and Verdix Ada 
Development Systems (VADS) Works operating 
systems. Each SPARC board is a full computer 
system containing Ethernet, serial ports, (SBUS) 
interfaces,     and      VME     backplane     interfaces. 

Each SPARC single-board computer is allocated to 
handle the functions of a particular subsystem within 
the weapons system simulated. For instance, board 
one performs the launch platform functions, board 
two the engine models and airframe models, board 
three the mission computer model, board four the 
navset model, board five the seeker model, board six 
the data-link model, board seven the Tl telemetry 
output channel, and board eight the T2 telemetry 
output channel. The boards all share truth data on the 
VME backplane. 

Each board that simulates a weapon subsystem is 
provided with a special weapon system bus hardware 
interface on the SBUS. The real weapons system 
components are also connected to this same bus and 
are interchangeable with the simulator boards. The 
functions of board one can be switched over to a real 
launch platform; board three can be replaced with a 
real mission computer; board five can be replaced 
with a real seeker electronics unit; and board six can 
be replaced with a real data link. Boards two, four, 
seven, and eight are always used in place of the real 
subsystems. 

VTDEO INJECTION SYSTEM 

Dynamic target scenes are developed on a Silicon 
Graphics Onyx Imaging Supercomputer. These 
scenes are output from the Oynx's Digital Paddle 
Board Video Interface via a custom scan converter 
system that formats the video to the input 
requirements of the particular seeker electronics unit 
under test. The custom scan converter is a two-board 
VME-based system, designed to be modifiable to 
support a variety of video requirements. 

The time, position, and line-of-sight data are 
computed by the six-degree-of-freedom flight, and 
gimbal simulation is exported to the Onyx over a 
Scramnet interface. The Onyx renders the scene to be 
injected, based on the line-of-sight angle from the six- 
degree-of-freedom flight and gimbal simulation. The 
seeker electronics unit under test receives this scene 
and corrects the seeker pointing angle to try to center 
the track point. This correction translates to a gimbal 
command changing the trajectory of the flight vehicle 
being tested. 
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FIGURE 1.  SPARC Multiboard VME System. 

DATA LINK AND MAN-IN-THE-LOOP 
FUNCTIONS 

A graphical cockpit simulator on a Silicon Graphics 
340 VGX is provided to simulate prelaunch cockpit 
weapon setup and control functions, as well as post- 
launch man-in-the-loop functions. The simulated 
cockpit functions are transmitted to the missile 
pre-launch via a real 1553 hardware interface. 

When a real-launch platform is used instead of the 
simulated-launch platform, the same 1553 interface is 
used between the real-launch platform and the missile. 
Man-in-the-loop controls from the stick and throttle 
are sent through a 1553 bus to the AWW13 data-link 
pod on the controlling aircraft. The AWW13 pod 
transmits these RF signals to the missile under flight 
to allow slewing and designation of the track point of 
the missile. The missile data-link transmitter sends 
the seeker scene back to the AWW13 data link pod on 
the controlling aircraft. The AWW13 pod then relays 
this scene up to the cockpit video display. 

CONCLUSIONS 

In this paper, we briefly present a hardware-in-the- 
loop with a unique architecture for evaluating 
precision-guided weapons that employ advanced 
imaging seekers, data links, and mission computers. 
We describe the functionally of each of the 
subsystems and the communication links between 
each of these subsystems. In the course of 
developing this facility, we discovered many 
undesirable features within weapon systems and 
worked with other members of the Government/ 
Contractor IPT to correct these undesirable features. 
The PISTIL has proven benefits of the "smart 
buyer/smart user" concepts. 
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ABSTRACT 

Many weapons and weapon carriers will have an 
avionics suite that includes an integrated INS/GPS 
(Inertial Navigation System/Global Positioning 
System) set. This means of navigation motivates 
examination of whether very high accuracy (-10 ft 
Circular Error Probable (CEP)) may be obtainable 
using only this set of weapon avionics operating in 
a relative GPS mode, rather than in an absolute 
GPS mode where CEP's of 30 to 40 ft would be 
expected. [Ref. 1] This paper will explain how 10 
ft accuracy may be achieved and it will present 
several different weapon system concepts that 
exploit such a capability to rapidly attack targets. 

Fundamentally, two problems must be solved to 
achieve an accuracy of 10 ft: (1) target location 
must be determined to better than 10 ft, and (2), 
the GPS/INS equipped weapon must be guided 
accurately to better than 10 ft. This paper will 
explain how the use of relative GPS can solve the 
guidance problem and how the use of relative 
targeting in a GPS based coordinate system can 
solve the target location problem. 

The paper begins with a discussion of relative GPS 
and reports the results of actual experiments to 
determine accuracy degradation of relative GPS 
guidance systems as a function of baseline length 
and targeting latency. Baseline lengths of up to 
540 nmi and latencies up to 15 minutes are 
considered showing that relative GPS guidance 
may achieve high accuracy over baselines and 
latencies useful for tactical applications. 

Next, the target location part of the problem is 
addressed. There must be an accurate sensor that 
locates the target relative to the GPS reference 
receiver. The sensor may be on either the launch 
aircraft or at a remote location. The target could 
also have been located prior to the mission. 

Real-time target location concepts that will be 
explained include the use of aircraft equipped with 
an INS/GPS/Synthetic Aperture Radar (SAR) 
avionics suite to perform a real-time relative 
targeting function for weapon initialization. The 

importance of reasonable aircraft maneuvers to 
enhance observability and speed up the three- 
dimensional (3-D) targeting fire control solution 
will also be addressed. Simulation results for 
several realistic scenarios will be presented. 

Finally, several concepts will be discussed that all 
make use of highly accurate premission relative 
target positioning, i.e., the ability to specify the 3- 
D location of two points, or localized areas, on the 
earth relative to each other in a suitable reference 
frame such as WGS-84. It is of interest to 
speculate how such a capability could be exploited 
in a precision strike context. Scenarios involving 
several existing or planned weapon systems will 
be described. 

1.0      INTRODUCTION 

One of the lessons learned as a result of the Gulf 
War was how effective precision-guided weapons 
were when employed against a variety of targets. 
Another lesson was that their effectiveness was 
constrained by both adverse weather and man- 
made obscurants, such as smoke. As a result, 
"All-Weather Precision Strike" was identified by 
the U.S. Department of Defense (DoD) as a major 
new thrust for weapon technology development. 
However, as we all know, any new DoD 
technology development is subject to the fiscal 
pressures of the shrinking defense budget. This 
provides the incentive to seek economical options 
for providing the high accuracy expected from 
precision strike weapons with an all-weather 
capability. The weapon system approaches 
described in this paper do not require target 
sensors on the weapon. The primary option for 
precision strike examined in this paper is through 
the use of relative GPS. 

The nomenclature of navigation techniques that 
measure one position in relation to another is not 
consistent in the literature or in common usage, so 
we begin by defining "relative GPS" as it is used 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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here. By "relative GPS" we mean techniques that 
compute position corrections by differencing 
position coordinates, which may be expressed, for 
example, as latitude, longitude, and ellipsoid 
height, or as earth-centered Cartesian coordinates. 
We refer to single receiver position estimation as 
"absolute GPS". Relative GPS techniques can be 
used to remove the large, highly correlated 
common mode GPS errors between two receivers 
at a particular time and achieve accuracies of a few 
meters. In this application, one GPS receiver is 
used in navigating the weapon, whereas the other 
receiver is involved in the targeting. The key to 
achieving high accuracy is to require that both 
receivers use a common set of GPS satellites for 
navigation. In this way, correlated errors cancel 
out of the relative navigation solution. Not all 
error sources are perfectly correlated, however, 
and the degree of correlation tends to decrease as 
the distance between the two receivers - the 
baseline length- increases. Also, the correlated 
errors themselves change slowly with time, so that 
if corrections are to be used at some time after they 
are computed, an additional positioning error will 
be introduced. The effects of these error sources 
need to be quantified before relative GPS 
techniques can be applied to guidance problems. 
It is the effects of these errors -the spatial and 
temporal decorrelations- that the experiment 
reported in Section 2 measures. 

The cartoon sequence of Figures 1 through 4 is 
meant to illustrate the ideas described in the 
previous paragraph. In Figure 1, two identical 
receivers are located at true position "B" and they 
are made to track the same 4 or more satellites. 
Although both identical receivers are in error from 
the true position "B" by an uncertain amount (say 
40 ft) due to major error sources such as satellite 
clock drift, ephemeris errors, and propagation 
delays, they both read the same position with the 
exception of much smaller errors expected to be 
random and on the order of a few feet. These 
smaller remaining errors include receiver noise 
and quantization errors, receiver interchannel 
biases, and to some degree, multipath. 

RCVRE 

RCVRG 

irjmr 
Position "B" 

Figure 1. The Relative GPS Concept - 1 

In Figure 2, RCVR "E" is now on a weapon whose 
guidance system receives the broadcast position of 
RCVR "G". "G" is located at the target. As long 
as RCVR "E" tracks the same satellites as RCVR 
"G" and the weapon guidance system follows its 
commands with small errors, then the weapon will 
guide to impact at RCVR "G" within receiver 
noise. Even though the absolute position 
coordinates of RCVR "G" and RCVR "E" may be 
incorrect, the "target" position B would be reached 
essentially perfectly. Clearly, RCVR "G" position 
would need to be broadcast continuously if both 
receivers use C/A code only and selective 
availability (S/A) is turned on. However, the use 
of GLONASS receivers or P(Y) code receivers 
may allow targeting to be done with one data 
transmission of target position and the identity of 
satellites being tracked by the "targeting" receiver. 
Thus a central question is: "Can one transmission 
of RCVR "G" position and the satellites it is using, 
be sufficient for RCVR "E" to guide the weapon 
to RCVR "G"?" Alternately stated, the question is: 
"How far in time prior to impact can the 
transmission be performed and still achieve better 
than 10 ft (relative) accuracy at impact?" 
Experimental results described in Section 2 will 
answer this question. 

Position "B" 
Figure 2. The Relative GPS Concept - 2 

In addition, the target location problem needs to be 
addressed because it is not usually practical to put 
a broadcasting GPS receiver on the target! The 
next step in the cartoon sequence is thus to move 
RCVR "G" some distance away from the target 
while still maintaining its accurate location relative 
to that target. Fig. 3 shows the target and receiver 
locations and the relative location vector between 
receiver "G" and the target - RTL. 

*CVR E 

V RCVRG 

Position "B"   |     — RTL ^  I 

Figure 3. The Relative GPS Concept - 3 
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Note that now two additional sources of error have 
been introduced. First, a spatial error in the GPS 
coordinates of the target because the reference 
receiver "G" is not located exactly at the target. 
The central question is: "How far can receiver "G" 
be from the target and still predict with better than 
10 ft relative accuracy what receiver "E" should 
read at the target?" Experimental results described 
in Section 2 will answer this question. 

The second additional source of error is in the 
scheme used to measure the relative location 
between the reference receiver "G" and the target. 
There are various means to determine the relative 
location vector, RTL, to the target. In one of the 
schemes described in Section 3, a high resolution 
SAR radar is used to locate the target relative to 
the aircraft in coordinates established by the 
aircraft INS/GPS system (RCVR "G"). The target 
coordinates are used by the GPS/INS guided 
weapon (RCVR "E"). These approaches are 
summarized in Figure 4. 

RCVR] K RCVRG 

RTL 

^^^ 
Position "B" ^ 

Figure 4. The Relative GPS Concept - 4 

phases: one on the East Coast conducted in 
December 1993, and one on the West Coast 
conducted in March 1994. Figure 5 is a map 
showing the locations of the receiver sites and 
baselines used. Table 1 lists baseline endpoints 
and baseline lengths. Over thirty hours of 
receiver data was collected for each of the eight 
East Coast baselines, approximately half of that at 
a 1 Hz sampling rate,the other half at a 1/30 Hz 
rate. 

Western U.S. 
Long Beach Naval Yard, CA 
Fallon Naval Air Station, NV 
San Diego Naval Bate, CA 
Stockton, CA 
FL Irwin, CA 

Eglln AFB, FL 
Portsmouth CG. Station. NH 
FL Stewart, GA 
Langley AFB, VA 
Willow Run Airport Ml 
Cambridge, MA 

Figure 5 East and West Coast Baselines 

Between twelve and sixteen hours of receiver data 
was collected for each of the West Coast baselines, 
all of it at a 1/30 Hz rate. The absolute positions 
were established by independent means. The 
experiment consists of reading the GPS receiver at 
one location, adding to its position the relative 
location vector to a second receiver, and then 
predicting what the second receiver reads given 
that it is commanded to use the same satellites as 
the first receiver. 

In contrast, for the weapons systems described in 
Sec. 4, in which the reference receiver "G" is 
located on the ground, the relative location vector 
RTL is determined prior to the mission. 
All of the approaches to be described require the 
two receivers being able to receive signals from a 
common set of GPS satellites while possibly 
separated by ground distances of several hundred 
miles. Section 5 will show this to be true for 
separations greater than 540 nmi. 

Finally, Section 6 gives some concluding remarks. 

East Coast Baselines 
Endpoint                Endpoint         Baseline Length 

(nmi) 

Cambridge, MA Portsmouth, NH 45 

Eglin AFB, FL Ft. Stewart, GA 263 

Langley AFB, VA Cambridge, MA 400 

Langley AFB, VA Ft. Stewart, GA 405 

Langley AFB, VA Portsmouth, NH 442 

Langley AFB, VA Willow Run, MI 452 

Willow Run, MI Cambridge, MA 552 

Willow Run, MI Portsmouth, NH 558 

2.0      EXPERIMENTAL RESULTS CONFIRMING 
RELATIVE GPS ACCURACY WITH 
SEPARATIONS   IN TIME AND 
HORIZONTAL    DISTANCE 

The experiment was implemented by placing GPS 
receivers at eleven sites across the continental 
United States. [Ref. 2]  Data was collected in two 

West Coast Baselines 
Endpoint               Endpoint         Baseline Length 

(nmi) 

San Diego, CA Long Beach, CA 80 

Stockton, CA Fallon, NV 152 

Ft. Irwin, CA Fallon, NV 268 

San Diego, CA Fallon, NV 409 
Table 1. Baseline Endpoints and Baseline Lengths 
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To obtain a single value indicator of expected 
three-dimensional error, we have combined bias 
and standard deviation in the following way: bias 
and standard deviation are first computed for each 
position coordinate (north, east, vertical); the three 
bias components are combined in a root-sum- 
square (RSS) sense to give an undirected bias 
magnitude; similarly, the three standard deviation 
components are combined in an RSS sense to give 
an undirected standard deviation magnitude; the 
undirected bias magnitude and undirected standard 
deviation magnitude are themselves combined in 
an RSS sense to give a statistic we call simply the 
"total error." The total error represents, in a 
geometrically intuitive way, how a large number 
of baseline vector measurements would be 
expected to differ from truth. In the results 
following, we show the total error bias and 
standard deviation components separately at first, 
combined afterward. 

Figures 6A and 6b show the bias and standard 
deviation components, respectively, for the East 
Coast data as a function of baseline length. 
Individual data points represent the statistical 
results of a single data collection session, typically 
two to four hours in length. Figures 7a and 7b are 
the corresponding error components for the West 
Coast data. 

Figure 8a is the RSS combination of the bias and 
standard deviation components of the error for the 
East Coast data.   Figure 8b is the corresponding 
plot for the West Coast data. 

Time delay, At, for temporal decorrelation analysis 
was varied from zero to fifteen minutes in thirty 
second intervals. Error was again computed as the 
RSS combination of the bias and standard deviation 
components measured at each value of At. Results for 
all four West Coast baselines are shown in Figure 9. 

The uniform increase in error with increasing time 
delay and baseline distance indicated by this plot 
immediately suggests a plane as a representative 
surface. A least squares fit has been performed on 
these data, and the deterministic equation of the 
resulting plane is 

E(A1, At) = Eo + AA1 + BAt 

where Al is the baseline length in nmi, At is the 
time delay in seconds, E(A1, At) is the error in ft, 
and Eo, A, and B are constants with the following 
values: 

E0 = 7.6 ft A = 2.7 x 10"3 ft/nmi 
B = 4.4x 10-3 ft/sec 

The results of this experiment show that targeting 
error grows slowly and linearly with baseline 
length and targeting latency. The nearly linear 
behavior of this growth for baseline lengths on the 
order of 540 nmi and times of flight up to fifteen 
minutes indicates that the relative GPS navigation 
technique will give acceptable relative navigation 
accuracy for precision strike missions. The next 
part of the problem, relative location of the target 
will now be discussed. 

200 300 400 

Baseline Distance (nmi) 

Figure 6a. Bias Component of Error, East Coast Data 
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Figure 6b. Standard Deviation Component of Error, East Coast Data 
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Figure 7a. Bias Component of Error, West Coast Data 
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Figure 7b. Standard Deviation Component of Error, West Coast Data 
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Figure 8a. Total RSS Error, East Coast Data 
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30 

24 
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12 
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Figure 9. Total RSS Error vs. Time Delay, West Coast Data 

800 900 

3.0      REAL TIME RELATIVE TARGET 
LOCATION TECHNIQUES 

In Section 2 it was shown that a GPS/INS guided 
weapon, using the same set of satellites as a 
reference receiver, will be able to maintain 
precision strike accuracies over long flight 
distances and flight times. The next part of the 
problem is to determine the target location relative 
to the reference receiver. This target location, 
when used by the weapons GPS/INS navigation 
system,, will result in precision strike accuracy 
even though it can be substantially in error in an 
"absolute" sense. The target is then determined by 
adding this relative location to the reference GPS 
receiver location. 

Figure 10 shows one concept in which the relative 
targeting is done by a foot soldier with a reference 
GPS receiver and a target location device. The 
target location device might consist of a laser 
range finder combined with an attitude 
determination device. The target location (relative 
to the soldier) would be added to the GPS location 
to determine the target location in GPS 
coordinates. The target location and the satellite 
set used by the reference receiver would be 
transmitted to the weapon. The receiver on the 
weapon would use this set of satellites and the 
guidance would use the computed target location 
to achieve precision accuracy. 

Communication!! 
L.nk 

GPS coordinate and LASER 
voctar i Target Coordinates 

Magic Marker and weapon 
use common sot ot GPS Satellites 

GPS coordinates of targot 
sent to 155 mm Howitzer battery 
shortly before launch 

Figure 10. Determining Relative Location 

Other implementations might involve the use of a 
high resolution synthetic aperture radar (SAR) 
onboard the weapon-carrying aircraft in order to 
accurately determine the relative target location 
vector in the aircraft GPS/INS coordinate system. 
The remainder of this section provides an 
extensive analysis of this case. 

To achieve high 3-D position resolution of ground 
targets using SAR range and range-rate (Doppler) 
measurements, SAR uses the velocity vector of the 
aircraft to create, in effect, an antenna length (or 
aperture) that is proportional to the velocity of the 
aircraft times the integration time used in the radar 
processing. Errors in knowledge of the actual 
velocity vector directly translate into cross-range 
errors in the slant plane defined by the velocity 
vector and the line of sight (LOS) to the target 
location. GPS provides accurate navigation 
information that helps the aircraft's Kaiman filter 
sort out the GPS errors, the inertial system errors, 
the radar errors, and importantly, to relate the SAR 
Doppler measurement to cross-range position in 
the slant plane. 

As an example, Fig. 11 shows an aircraft trajectory 
during which a sequence of simulated SAR maps 
were made. The radar range resolution was set to 
3 ft. The aperture length/integration time was 
adjusted so that each measurement in the sequence 
also resulted in a radar cross-range resolution of 3 
ft. It was assumed that the ARPA GPS Guidance 
Package (GGP) was the inertial/GPS system on the 
aircraft. [Ref. 3] An error covariance analysis 
of a system which used these measurements in 
combination with GPS/INS navigation to 
determine target location was performed. The INS 
errors were those associated with a 1 nm/hr 
system. The relative GPS errors were modeled as 
discussed in Section 2. Several results of this 
analysis are of interest. Figure 12 contrasts the 
results in target location determination with and 
without the use of GPS. For this figure, the 
initial target location error was 500 ft. (IG) in each 
of three axes.   In the graph on the left, "Without 
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Figure   11.  Trajectory   1   Geometry 
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Figure 12. GPS measurements greatly improve SAR performance 
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Figure 13. GPS measurements and slant plane changes greatly improve SAR performance. 



GPS", the first radar measurement (at t = 0) 
immediately results in relative target accuracy in 
the range direction of less than 3 ft. However 
many more measurements are required to resolve 
cross-range accuracy. Even at 1000s, the cross- 
range coordinate is not known to better than about 
60 ft. (la). This error is primarily due to velocity 
errors in the inertial system corrupting the 
relationship between the SAR Doppler 
measurement and cross-range position. The 
component of error out of the slant plane is not 
resolved at all until the slant plane is rotated 
shortly after 1000s. In the graph on the right, the 
accuracy provided by GPS velocity measurements 
greatly aids in translating the SAR Doppler 
measurement into cross-range position. By about 
10 minutes, both in-plane components of target 
location are accurately measured. Again the third 
component is not resolved at all until the slant 
plane is rotated at about 1000s. The GPS aided 
resolution of this third component is better but still 
not to the desired level. 

The observability of this third component must be 
further enhanced by slant plane rotations. The 
idea is to align the measurement directions, either 
in range or cross-range, along the unresolved 
direction. There are two approaches to this, one to 
change the aircraft position, the other is to change 
the aircraft velocity. It takes much less time to 

Start 
- 22 nmi 

Altitude: 22500 ft 

change the aircraft velocity, so this was the 
approach used here. A series of dive and climb 
maneuvers, (porpoising) were incorporated into 
the flight plan. These maneuvers rotate the slant 
plane by rotating the velocity vector. Figure 13 
shows the resulting target determination accuracy. 
Again the graph on the left shows errors when 
GPS measurements have been forgone. The graph 
on the right shows errors when GPS measurements 
are included. In this later case, accurate 
measurements are achieved relatively quickly. 
After about 20 minutes the RSS errors are 7.6 ft. 
Although perfectly feasible in terms of SAR 
processing (and aircraft capability), there seems to 
be a desire in the SAR community to fly straight 
and level. Practically speaking this undoubtedly 
simplifies processing algorithms which even so 
require enormous computing resources. Perhaps a 
more practical scenario for target location and 
subsequent weapon delivery is shown in Figure 14. 
On its way to the target, the aircraft executes a 
dogleg and altitude change, thus dividing the 
trajectory into three segments with different slant 
planes. SAR measurements are made along the 
dogleg with the SAR beam squinted quite far 
forward, first + 20 deg, then at - 20 deg. For this 
study both the range and cross-range resolution 
was 8 ft. Table 2 shows resulting target location 
accuracy for two variations. In the first, Case 1, 
six SAR maps were made, two for each segment of 

Bombs 
Away 
376 s 

target 
414$ 

• Speed, 338 fl/s 
• Vary altitude, 22500-24200-18900 ft 
• Squint, 30° 
• Slant plane inclination, +45 AND -45° 

Figure 14 Trajectory 3. 

1 a Relative errors, ft 
LOS      =    Along the line-of-sight to target 
CR        =   Perpendicular to LOS in the slant plane 
Norm   =   Perpendicular to the slant plane 
FWD    =    Forward 
CRR     =   Cross range at impact 

Case 

SAR 
Measurement 
Conditions 

"Up" Leg 
Y = + ll° 

Plane Inclination +45° 
Altitude: 24,200 ft 

"Down" Leg 

Y= - 30 o 

Plane Inclination -45° 
Altitude: 18,900 ft 

"Level" Leg 

T=-0° 

Plane Inclination -45° 
Altitude: 18,900 ft 

Bomb Impact 

LOS CR Norm LOS CR Norm LOS   1    CR     I Norm FWD CRR 

1 2 at end of 
each leg 

8.0 49.1 500 5.7 31 32 No measurement 9 21 

2 Continuous 4.0 51 500 2.7 32 33 1.9 15 21 5 15 

Table 2. Trajectory 3 results. 
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the trajectory. For Case 2, a sequence of several 
measurements was made along each segment with 
the aperture time adjusted to yield an 8 ft. cross- 
range error for each measurement. The last 
measurement was made at t = 143s. At t = 376s, a 
guided bomb was launched. The bomb GN&C 
system included a GPS/INS reference receiver 
locked to the same satellites as the receiver on the 
aircraft and used the target coordinates determined 
by the GPS/INS/SAR system. 

The resulting bomb impact errors shown in Table 
2 demonstrate the efficiency of relative GPS/INS 
navigation and target determination by this system 
at weapon delivery time. The next section 
analyzes weapon delivery scenarios for which the 
relative target vector has been determined 
premission. 

4.0      RELATIVE TECHNIQUES EMPLOYING 
GROUND-BASED RECEIVERS 

In this section, we shall consider how various 
existing or planned GPS-guided weapons could 
exploit an hypothetical capability to accurately 
determine 3-D relative target location vectors that 
are determined prior to the mission. We shall make 
the explicit assumption that someday we may have 
the capability to accurately determine these vectors 
to an accuracy of less than 10 ft (1 a per axis) over 
distances up to, say, 540 nmi (1000 km). 

Such a capability would allow one to provide 
relative (or absolute if a surveyed point is used) 
targeting information on many targets over 
reasonably large potential theaters of conflict. For 
example, Figs. 15 and 16 show how only a few 
cooperative receivers located in "friendly 
territory" could provide coverage of nearly the 
entire Middle East and parts of northern Africa 
when used in a relative GPS mode. Of course, we 
might expect increasingly better accuracy as the 
distance between the cooperative ground-based 
receiver and target is shortened. 
We shall now illustrate how several, somewhat 
different, existing or planned weapon systems 
could exploit such a capability. 

First, consider the cruise missile scenario shown in 
Fig. 17. Here, a ground-based receiver has been 
located with respect to a target. It will be 
necessary for the ground-based receiver to update 
the cruise missile shortly before its arrival at the 
target. It is not certain how "short" this time must 
be to be consistent with our accuracy goals. 
However, the results of Section 2 indicate that 
several minutes are permissible. 

So, a few minutes before impact, we transmit from 
the cooperative receiver to the weapon the 
receiver's indicated position and the set of 
satellites it is using to form its navigation solution. 
A communications relay (satellite or aircraft) 

might   be   used   if  there   were   line-of-sight 
constraints. 

It is also assumed that prior to launch we store the 
relative vector from the cooperative receiver to the 
target in the cruise missile's flight computer. Then, 
on receipt of the short data message from the 
cooperative receiver, the cruise missile ensures it is 
tracking the correct set of satellites and then adds the 

Middle East 

Figure 15. 540 nmi "coverage" for two cooperative 
GPS receiver/transmitter. 

Mediterranean 

49.80 r 

Figure 16. 540 nmi "coverage" for one 
cooperative GPS receiver/transmitter. 

GPS coordinates of cooperative 
receiver sent to CM shortly 
belare impact 

GPS coordinates and RTL 
vector = Target Coordinates 

Figure 17. Cruise missile precision strike concept 
employing relative GPS. 

indicated position of the cooperative receiver to 

the   RTL vector—thereby making an estimate of 
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the indicated GPS position of the target and steers 
itself to that location. 

This scheme would appear to be relatively easy to 
implement in the Tomahawk weapon system, for 
example, since future planned upgrades include 
both"time-of-arrival" control and a 
communications link. 

An equally simple scenario can be mechanized for 
the envisaged Joint Direct Attack (or Standoff) 
weapon system (JDAM, JSOW). Fig. 18 
illustrates this concept. The slight difference in 
this scenario from that of the cruise missile is that 
the communication would probably go from the 
cooperative receiver to the aircraft carrying the 
weapons. This is feasible due to the relatively 
short time of flight of the JDAM weapon. Thus, 
just before launch of the weapons, the A/C 
receives the targeting data, computes the indicated 
GPS coordinates of the target(s) and downloads 
these new coordinates and the set of satellites to be 
tracked into the JDAM computer. 
The ship-based Navy can also take advantage of 
this relative targeting technique just as well for 
precision shore bombardment. Fig. 19 illustrates 
this scenario. It could be possible to locate a 
receiver in Italy, for example, and have the ship in 
the Mediterranean Sea while holding targets in 
northern Africa at risk. 

Possibly the simplest scenario might involve the 
Army's extended range (ER) version of the Army's 
Tactical Missile System (ATACMS) [Ref. 4]. An 
ER-ATACMS battery could set up on one of these 
cooperative sites. Then the GPS receiver in the 
weapon itself could act as the "cooperative" 
receiver—thus, not requiring even a 
communications link, since cooperative receiver 
and weapon receiver are one in the same—and do 
the targeting by adding on to its own indicated 
position the relative target location vector just 
before launch and then using the same GPS 
satellites to navigate from there to the target. 

GPS coordinates of cooperative 
receiver sent ID A,C shortly 

before weapon launch 

GPS coordlnotcs and RTL 
vector - Target Coordinates 

^rmjritcak: 

Figure 19. Relative GPS for Ship-based precision 
strike. 

Immediately before launch, 
RTL vector added to ATACM s 
GPS indicated position to infer 
GPS coordinates of target 

Figure 20. Relative GPS/ATACMS Scenario 

This scenario is shown in Fig. 20. Of course, a 
separate cooperative receiver can also be used as 
in the other scenarios, thereby allowing the 
ATACMS battery to set up where ever it pleases 
(now, however, a communications link is required 
between the cooperative receiver and the 
ATACMS battery). 

Variations on these scenarios can be applied to 
many other existing or contemplated GPS-guided 
weapon systems. For example, the SAR equipped 
aircraft of Section 3 could be used to image off-set 
aimpoints (rather than the target). The points 
could be in friendly territory and have been 
mapped relative to the target prior to the mission. 
(See Figure 21.) In some tactical situations it 
might even be conceivable to include the reference 
station and the target in the same SAR image. 

Figure 18. JDAM precision strike concept 
employing relative GPS. 
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e? 

Figure 21. Relative GPS/Bomber Scenario 

5.0 GPS OBSERVABILITY ISSUES 

This section addresses the important issue of GPS 
satellite availability as a function of (1) target-to- 
receiver separation, and (2) the time interval 
between when the target location is estimated and 
when the weapon actually arrives at the target. 

In other words, is it reasonable to expect that as 
the weapon approaches the target that both it and 
the cooperative GPS receiver located "far" from 
the target will have a sufficient number of 
common satellites in view to enable a relative GPS 
mechanization? A study was undertaken to 
address this important issue. 

The study assumes that the full constellation of 24 
GPS satellites. A simulation was written to model 
the orbital motion with respect to the earth. In the 
simulation, pairs of receivers were located at 
various latitudes (0 to 90 deg) and at various 
orientations (i.e., N/S or EAV, etc.) with respect to 
each other. Time was advanced in increments so 
as to let the geometry evolve for a long enough 
period so that all the behavior patterns could be 
observed. Both distance and "time delay" between 
receivers were varied, the process is illustrated for 
one location in Figure 22. Table 3 summarizes the 
results of the study. If, for example, we update the 
Tomahawk's aimpoint coordinates 5 minutes 
before impact using data computed from a receiver 
located 945 nmi away from the target at 60 deg 
latitude, the table indicates that there will never be 
a condition with fewer than 4 satellites in view 
common to both receivers. 

(YRi =>V 

ACTIVE POINTS, OF I 

I     f ■■«■■'" K w 
RfereRENCS ̂ INT/^]\^000KM 

^^X^ 2000 KM 

Figure 22. Reference and Active Receiver 
Locations 

Reference 
Latitude, 

Degrees - North 
Time Delay 
(Minutes) 

Minutes 
Number in 

View for Zero 
Separation 

Max. Separation 
with four 

satellites in 
View (nmi) 

0 0 
5 
15 
30 

6 
6 
6 
6 

1458 
1296 
1377 
1080 

30 0 
5 
15 
30 

5 
5 
4 
4 

1350 
1188 
918 
324 

60 0 
5 

15 
30 

4 
4 
4 
4 

918 
945 
702 
432 

90 0 
5 
15 
30 

7 
7 
6 
6 

1836 
1944 
1836 
1458 

Two specific examples: 

Latitude 
Time 
Delay 
(min) 

Sep. 
Distance 

(nmi) 

Min. # of 
Common 
Satellites 

Average 
# 

Average 
GDOP 

30 
60 

15 
15 

54Ö 
540 

4 
4 

6.1 
6.5 

4 
3.9 

Table 3. Summary of Results 

High accuracy, however, is not guaranteed solely 
by having a set of four or more common satellites 
in view. Satellite constellation geometry (PDOP) 
is also important. On rare occasions, the geometry 
may be such that a change in the attack time by +/- 
a few minutes may result in a substantial 
improvement in accuracy (as when a new satellite 
appears over the horizon and has a dramatic effect 
on the available constellation geometry). This rare 
condition can be predicted weeks ahead of time if 
the approximate target location and time of attack 
are specified, thus allowing the mission planners to 
either select times with extremely favorable GPS 
geometry or to avoid the very rare instances of 
poor geometry. Draper has developed a prototype 
software/simulation tool for analyses and fire 
control applications involving these issues. Again, 
it should be emphasized that instances of poor 
geometry are, indeed, the rare exception. 



8-12 

6.0      CONCLUDING REMARKS 

This concept paper has addressed several potential 
methods for achieving high accuracy (-10 ft CEP) 
using GPS/INS weapons. The approaches all 
revolve around a low-cost weapon navigation 
system (i.e., no terminal seeker on the weapon) 
and were variants of relative GPS guidance 
schemes. In a sense, removal of the terminal 
seeker on the weapon is allowed by determining 
the relative location vector using the sensor on the 
launch aircraft in real time, or by some other 
premission means of determining the relative 
target location vector. Simulated accuracies were 
shown to have promise for achieving the high- 
accuracy goals. Actual experimental results were 
presented confirming the theory of relative 
navigation between receivers separated by long 
baselines and also separated in time. 
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CARRIER PHASE GPS TIME, SPACE, POSITION INFORMATION DEMONSTRATION (CAPTIDE) 

Gregg D. Costabile, Jesse Fowler, Timothy Elbert, David Reiter, III 
39 FTS/CAX 

601 W Choctawhatchee Ave, Suite 45 
EGLIN AFB, FL 32542-5720 

UNITED STATES 

1.0 SUMMARY 

This paper presents a discussion and results of a flight 
test to obtain Time, Space, Position Information (TSPI) 
using carrier phase (or kinematic) GPS. A carrier phase 
capable GPS receiver was installed on board an F-16 
aircraft and flown in conjunction with an INS/differential 
GPS guided weapon test program. The carrier phase 
TSPI data was compared to the position solution from 
existing test range TSPI sources, including: four high- 
dynamic Contraves cinetheodilites operated at 30 frames 
per second, two FPS-16 radars, the aircraft position 
system solution, an INS/GPS position measurement pod 
on board the aircraft, and a post-mission Kaiman 
smoother based software algorithm called "test data 
optimal processor". The carrier phase and test range 
solutions were also compared to the INS/DGPS test 
items. A series of aircraft manuevers were conducted to 
collect truth data to compare the carrier phase GPS 
position with the "truth" position. This was the first 
experiment known to the authors which utilized the 
carrier phase observable in an aircraft environment 
where high accuracy TSPI was available to evaluate the 
accuracy of the carrier phase technology. 

2.0 INTRODUCTION 

When determining the accuracy performance of any item 
under test, an analyst desires truth source accuracy an 
order of magnitude better than the test item to assess its 
performance. Determining the accuracy of navigational 
systems operating in a dynamic environment is becoming 
more difficult as technology evolves. Current inertial 
navigation / differential GPS systems are capable of 
navigating to within one meter of an intended position. 
A scoring system capable of determining position to 
within 10 centimeters is therefore required to quantify 
such a test item's navigational performance. This 
presents significant challenges for current scoring 
systems. 

To quantify the accuracy of a carrier phase GPS system, 
truth accuracies an order of magnitude better than the 
carrier phase system are required. Overall carrier phase 
position accuracy is on the order of 1 to 4 centimeters'. 
This means a truth source capable of determining 
position to within 1 and 4 millimeters is required to 
quantify carrier phase position accuracies in high- 

dynamic applications. Imagine tracking a point on a 
high performance aircraft performing a high-g turn, or 
even an airliner on final approach to within 1 and 4 
millimeters! Clearly we have approached the state of the 
art in position determination using existing technologies. 
The best the CAPTIDE test could hope to do was qualify 
carrier phase performance to conclude such a system was 
at least as good as existing position determination 
technologies. This was the goal of the CAPTIDE 
program. 

3.0 BACKGROUND 

The Carrier Phase GPS TSPI Demonstration 
(CAPTIDE) was conducted under the auspices of the 
Exploitation of Differential GPS for Guidance 
Enhancement (EDGE) program . As a result, CAPTIDE 
was not permitted to influence the test method or 
schedule of EDGE. Aircraft manuevers or data 
collection efforts specific to evaluating CAPTIDE were 
not possible. 

The EDGE test program at Eglin AFB, FL provided the 
means to assess the performance of a carrier phase GPS 
system employed in a dynamic environment. The EDGE 
weapon was an inertially guided, differential GPS 
(INS/DGPS) aided weapon which was employed from an 
F-16, Block 50D aircraft. The expected accuracy for this 
weapon system was between one and three meters. 
Time-Space-Position Information (TSPI) resources were 
used on the EDGE program to measure the test item's 
position accuracy. These resources included four 
Contraves cinetheodilite cameras, two FPS-16 radars, 
aircraft INS and aircraft system position solutions, and 
INS/DGPS TSPI pods which were carried on aircraft 
stations 2 and 8 (see figure 1). On one of the test 
missions (captive carry 4), data collected from the four 
cinetheodilite cameras, two FPS-16 radars, and the 
aircraft system solution were processed by a Kaiman 
smoother software algorithm called the test data optimal 
processor (TDOP). The TDOP TSPI solution was the 
most accurate TSPI solution available at Eglin AFB. Its 
accuracy was quoted to be between one and three feet3 

and was better than any of the TSPI solutions 
(cinetheodilites, FPS-16 radar, etc.) used independently. 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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Figure 1 - F-16 Aircraft External Stores 
Configuration 

After successful integration of the system into the F-16 
aircraft, the CAPTIDE system was flown on six 
subsequent EDGE captive carry flight test missions. 
These captive carry missions were test sorties which did 
not release the EDGE test item from the aircraft, but 
were specifically designed to evaluate weapon system 
performance and function prior to the drop missions. 
Data analysis efforts for CAPTIDE were focused on 
three of the six captive carry missions. 

4.0 TEST ITEM DESCRIPTION 

The CAPTIDE system consisted of the carrier F-16 
aircraft, an Ashtec Z-12 GPS receiver with 6 megabytes 
of extended memory with associated antenna, preamp, 
and cabling, a laptop PC to communicate with the 
receiver under an autonomous power source and to 
extract data post-mission, and an Ashtec Z-12 ground 
reference receiver with associated cabling, power source, 
and antenna located directly over a surveyed location. 
The receiver occupied 385 cubic inches of volume and 
required 800 milliamps of 28 volt dc power. 

The CAPTIDE data reduction software consisted of an 
off-the-shelf Ashtec product, Precise Differential GPS 
Navigation (PNAV), and various MATLAB routines 
written by EDGE personnel. The PNAV software was 
used to resolve the carrier phase integer ambiguities and 
provided the carrier phase solution. Default PNAV filter 
values were used for all carrier phase data reduction; 
forward and backward data smoothing was used for all 
data reduction. 

4.1 Carrier Aircraft 

The test aircraft used for this program was an F-16D, 
Block 50 aircraft with block 50D avionics. The carrier 
phase receiver was installed in the ammo bay just aft of 
the cockpit. The 30 millimeter gun and ammunition 
barrel were removed to provide adequate space for test 
instrumentation. F-16 flight test vibration data were 
analyzed to choose the most suitable location for the 
commercial receiver hardware. This commercially 
available receiver was intended for ground use and not 
specifically designed for an airborne environment. The 
ammo bay area was chosen because it provided lower 
vibration levels throughout most of the aircraft's flight 

regime with respect to any other suitable location on the 
aircraft. Additionally, the receiver was mounted in a 
fixture which in turn was shock mounted to the aircraft 
fuselage. A bracket mounted on the fixture provided 
stress relief for the power and communications cabling. 
A cable was run from the receiver to an access panel 
under the left leading edge wing strake. This 
arrangement provided a convenient method to insure the 
system was functioning properly prior to takeoff, and to 
extract data after the aircraft landed. A laptop PC was 
used to interface with the receiver via an RS-232 
connector at the access panel. The receiver's antenna 
was mounted on the turtle deck directly above the ammo 
bay and directly behind the aircraft canopy. 

5.0 TEST METHODOLOGY, ANALYSIS, AND 
RESULTS 

The following data analysis methodology was used to 
assess the performance and accuracy of CAPTIDE. The 
reported filter values from the CAPTIDE system were 
qualified via the truth data (TDOP) generated on the 
fourth captive carry mission. From this baseline, 
confidence was gained in the CAPTIDE receiver values. 
CAPTIDE data from the first captive carry mission were 
used to evaluate the system in a high-dynamic 
environment. This evaluation investigated filter settling 
times after the receiver was shielded from the GPS 
satellite vehicles by the host aircraft (during rolls and 
wind-up turns), and investigated system performance at 
extended reference receiver / test receiver baseline 
separations. Captive carry six generated the data to 
evaluate the system in a medium dynamic environment 
and showed the utility of carrier phase GPS for this 
particular application. The flight profiles and test 
resources for these missions provided the data to qualify 
the performance of the carrier phase GPS system for 
TSPI applications. Data from the INS/DGPS TSPI pods 
were not of sufficient accuracy to qualify carrier phase 
GPS performance. 

5.1 Captive Carry 1 (CC1) 

EDGE captive carry 1 (CC1) was a limited compatibility 
flight profile mission designed to demonstrate the flight- 
worthiness of the EDGE weapon system hardware. The 
test points executed on this test mission are shown in 
Table 1. 

POINT ALT(ft) MACH REMARKS 

1 15 K 0.80 3g WUT , WLSS", 
Og Pushover, 2g 
L&R 180 deg rolls 

2 15K 0.80 4g WUT, WLSS, - 
.5g Pushover, 2.5g 
L&R 180 deg rolls 

3 5K 0.85 Same as Point 2 
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4 9K 0.95 Same as Point 2 
5 <1K 0.90 Speed Soak, 30 

minutes 

Table 1 - Captive Carry 1 Test Points 

* WUT - Wind up turn 
" WLSS - Wings level side-slip 

This mission was conducted to insure EDGE test item 
structural and electrical integrity throughout the expected 
test program flight envelope. The results showed both 
EDGE weapons and the CAPTIDE system maintained 
structual and electrical integrity. However, the 
CAPTIDE receiver's circuit breaker tripped prior to 
takeoff on all test missions after captive carry six. 
Subsequently, CAPTIDE data were available for six 
missions only. 

The TDOP position solution was not generated for the 
first test mission. The aircraft flew over the W151 test 
range located south of Eglin AFB over the Gulf of 
Mexico. Filter sigmas, phase residulas, and chi-squared 
values generated in the receiver were used to investigate 
the navigation solution quality of the carrier phase 
system. 

The baseline separation of the receiver on board the 
aircraft and the reference receiver was 30 to 100 statute 
miles (26 to 87 nautical miles) for most of the 
compatibility flight (top plot, Figure 2). Notice just 
before the 79,000 second time epoch the CAPTIDE 
radial sigma was less than 2 feet for baseline separation 
distances approaching 100 miles. The aircraft began a 
series of roll manuevers just after the 79,000 time epoch 
(Figure 3); the receiver lost lock and the radial sigmas 
increased significantly. The latter segment of figure 2 
reveals that separation distances less than 20 miles 
produced filter sigmas to less than one foot. 

The receiver manufacturer recommends baseline 
separation distances be kept to less than 10km to 
maintain carrier phase level accuracies. Since no 
submeter (level of accuracy), independent TSPI resource 
was available at 30-100 mile baseline sparations, the 
reported radial sigma values could not be qualified (see 
conclusions). The sudden decrease in the radial sigma 
value just after the 82,000 time epoch was a result of the 
post-mission data processing software fixing the carrier 
phase integer ambiguities for about three minutes. 

The use of dual frequency receivers, to allow for 
measurement and compensation for ionospheric delays, 
and the incorporation of higher order terms in the double 
difference algorithm baseline estimation to account for 
geometric errors, should allow a carrier phase based 

scoring system to achieve < 1 foot accuracy at the 
baseline distances experienced during CC1 . 

Compatibility Flight - aircraft to reference receiver distance 

Figure 2 - Compatibility Flight - CAPTIDE 
separation distance and sigma vs time 

Compatibility Flight - pitch vs time 

7.82 7.84 7.86 7.81 
seconds 

Compatibifity Flight - roil vs time 

7.82 7.84 7.8 
seconds 

Compatibility Flight - heading vs time 

7.78 7.8 7.82 7.84 7.86 7.88 7.9 7.92 
X10* 

Figure 3 - Compatibility Flight - Aircraft Pitch, Roll, 
and Heading vs time 

Figure 3 is the pitch, roll, and heading dynamics for the 
aircraft during selected portions of the compatibility 
flight. Examination of Figure 3, in conjunction with the 
bottom plot of Figure 2, illustrate the effect of dynamics 
on the carrier phase solution. The pilot performed a 
wind-up turn and a 180 degree loaded roll just after the 
79,000 time epoch (see the roll and pitch channels of 
Figure 3). The receiver lost lock at this time due to the 
aircraft sheilding the CAPTIDE antenna from 
appropriate GPS satellite vehicles. The corresponding 
time in Figure 2 gives an indication of CAPTIDE filter 
settling time after the manuever was completed. The 
other discontinuities in Figure 2 indicate loaded rolls or 
wind-up turns and provide additional insight into 
CAPTIDE filter settling times. 

5.2 Captive Carry 4 (CC4) 

The objective of the fourth captive carry (CC4) mission 
was to quantify the accuracy of the EDGE weapon 
system by collecting the most accurate possible TSPI 
data available from range truth resources (the TDOP 
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solution) and comparing that data with the weapon's 
navigation solution. Additionally, the TDOP data and 
the test item data were used to assess the performance of 
the CAPTIDE system in a low dynamic environment. 
Twenty-five passes were accomplished. Data reduction 
and analysis showed twenty passes yielded useful data. 
The flight path geometry was chosen to optimize the 
accuracy of the TDOP solution. The test aircraft flew 
each pass between 260 and 325 knots indicated airspeed 
(KIAS), straight and level, at approximately 7,000 feet 
above ground level (AGL). 

The aircraft flew a right turn, oval "racetrack" pattern 
during CC4. Bank angles in the turns were limited to 30 
degrees to prevent the CAPTIDE receiver from losing 
lock on any GPS satellite vehicle. This maneuver 
limitation was acceptable to the EDGE test program. A 
typical CC4 data run is illustrated by Figure 4, which is 
typical of all runs. The aircraft flew over Eglin test range 
B705 on a 237 degree heading. The top plot of Figure 4 
shows the locations of the Contraves cinetheodilite 
camera sites (B-141, B-120A, etc.) with repect to the 
aircraft ground track. The separation distance between 
adjacent camera sites was about two miles. The bottom 
plot shows a typical altitude profile. The baseline 
separation between the ground reference receiver and the 
aircraft never exceeded 25 miles during this mission. 

CAPTDE-TDOPrathdelta vst'rre 

7.046      7.0465     7.047      7.0475     7.048     7.0485      7.049     7.0495 
tirre-seconds x1cf 

CAPTDE - TDOP east delta \s 6ms 

7.046      7.0465     7.047      7.0475     7.048     7.0485     7.049     7.0495 
time-seconds 

! 10- 

i   0 

CAPTDE - TDOP delta aKtute \s time 
x10 

x10 

7.046      7.0465      7.047      7.0475      7.048      7.0485      7.049      7.0495 
time-secorris 

Figure 5 - CC4 TDOP/CAPTIDE 
Position Differences (pass 1) 

Table 2 contains the average position differences 
between the TDOP and CAPTIDE position solutions for 
each pass that yielded valid data. The average north 
position differences were as expected but the variation in 
east position differences, and the magnitude of the 
differences in altitude required additional analysis. 

Figure 4: CC4 pass 14 - Ground Track / Altitude vs 
time 

Figure 5 is a comparison of the TDOP and CAPTIDE 
north, east, and altitude position differences for pass 1. 
This data is typical of all passes. The upper plot in 
Figure 5 indicates close agreement in the latitude 
measurement between TDOP and CAPTIDE. The 
middle plot shows a periodic oscillation between TDOP 
and CAPTIDE in the longitude measurement, which is 
discussed below. The bottom plot shows a bias in the 
altitude measurement between TDOP and CAPTIDE. 
The altitude bias changed rather significantly between 
passes (see Table 2). Based on the collected data, the 
source of the altitude bias was not conclusively 
determined. 

Pass# North East Altitude Radial 

1 0.237 -0.177 -3.824 3.836 

2 0.107 -0.631 -2.476 2.557 

4 0.232 -0.915 -3.607 3.729 

6 0.112 -0.925 -3.677 3.793 

7 -0.180 -0.968 -3.667 3.797 

8 0.422 -0.277 -1.715 1.787 

9 -2.790 -0.026 -9.008 9.431 

10 -2.350 0.284 -10.060 10.335 

14 -0.603 -2.386 -8.664 9.007 

15 -0.115 -3.073 -8.534 9.071 

16 0.180 -3.594 -8.164 8.922 

17 0.441 -0.581 -4.771 4.826 

18 0.665 0.085 -4.805 4.852 

19 0.226 -0.498 -4.675 4.707 

20 0.384 -0.539 -4.125 4.178 

21 0.473 -0.601 -4.401 4.467 

22 0.340 -0.466 -4.310 4.348 

23 0.885 -0.691 -4.339 4.482 

24 0.114 -0.893 -4.254 4.348 

25 0.045 -0.835 -3.498 3.596 
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Avg. -0.059 -0.885 -5.129 5.304 

Table 2 - CC4 TDOP/CAPTIDE Average Position 
Differences (ft) 

Figure 6 further illustrates the discrepancy between the 
TDOP and CAPTIDE longitude measurements. The 
upper plot in Figure 6 shows the difference in position 
(in feet) between successive CAPTIDE measurements 
and the corresponding TDOP measurements. CAPTIDE 
data was available at a 1 Hz data rate, TDOP was 
available at 25 Hz. The middle and bottom plots are the 
first difference in east position (x[t] - x[t-l]) for 
CAPTIDE and TDOP respectively. Notice at time 70491 
the top plot indicates agreement between CAPTIDE and 
TDOP. At the next time epoch, CAPTIDE (middle plot) 
senses that the magnitude of the first difference in east 
position changes by about 2 feet.   TDOP (bottom plot) 
does not sense this change and as indicated by the top 
plot the solutions disagree by about 2 feet. At the next 
epoch, 70493, TDOP "catches up" and compensates for 
changes at both epochs, and as indicated by the upper 
plot the solutions are in close agreement. The data in 
Figure 6 is typical of all the data generated during CC4. 

TDOP/CAPTIDE East Position Differences 

7.049 7.0491 7.0492 7.0493 7.0494 7.0495 7.0496 7.0497 7.0498 7.0499  7.05 
seconds x.n

4 

CAPTIDE First Difference in Ease Position 
-5201 , 1 1 1 1 1 1 1 1  

7.049  7.049 7.0491 7.0492 7.0492 7.0492 7.0493 7.0494 7.0494 7.0494 7.0495 
seconds XJQ' 

TDOP First Difference in East Position 

Figure 6 - CC4 pass 1 TDOP/CAPTIDE east position 
differences / CAPTIDE east 1st difference /TDOP east 

1st Difference 

Figure 7 illustrates the separation distance, the radial 
sigma, and the Kaiman flag values for pass nine. Notice 
the radial sigmas reported by the receiver (middle plot) 
were between .1 and .3 feet for this pass; this was typical 
data for all passes. The Kaiman flag indicated if the 
receiver solution fixed integer ambiguities. A value of 
zero indicated an integer-free solution, a value of one 
indicated an integer-free solution. 

'E 
* 15 

% % 

0.3 

23 7.424 7.425 7.426 7.427 7.428 7.429 
time -seconds 

7.43 7.431 7.432 7.433 

X10* 

jio.2 u 
7.4 

2 

'% 1 

23 7.424 7.425 7.426 7.427 7.428 7.429 
time-seconds 

7.43 7.431 7.432 7.433 

X10* 

S 

7.423     7.424     7.425     7.426     7.427     7.428     7.429      7.43      7.431      7.432     7.433 
time-seconds .n* 

Figure 7 - CC4 Pass 9 - Baseline separation (top plot), 
Radial sigma (middle plot), and Kaiman flag (bottom 

plot) Vs time 

A statistical analysis was conducted on the data to further 
qualify the CC4 CAPTIDE performance and show biases 
between TDOP and CAPTIDE. The difference between 
the CAPTIDE and TDOP position for each data point 
was determined (for north, east, and altitude). From this 
data, circular error probable (CEP), CEP RMS, spherical 
error probable (SEP), and SEP RMS were computed. 
The CEP shows the 50% data circle centered on the 
mean of the data set, which in this case is the North-East 
position deltas between TDOP and CAPTIDE. That is, 
on the average, 50% of all the data will lie within this 
circle. The radius of this circle is an indication of 
randomness in the data set. The CEP RMS is a statistical 
representation of the data set about the origin, not the 
mean. The CEP RMS plot is also a 50% circle. That is, 
on the average, 50% of the data lies within this circle. 
CEP combined with CEP RMS gives an indication of the 
biases in the systems. If the system had no biases, the 
mean of the data set would be zero, and the CEP and 
CEP RMS circles would be identical. If a system bias 
exists, then the difference in the CEP and CEP RMS 
numbers give an indication of the bias. Figure 8 shows 
the difference in CAPTIDE and TDOP north-east 
position for the entire CC4 data set and depicts the total 
CEP and CEP RMS probability circles. The radius of 
this CEP circle was 1.44 feet with the origin located at 
-.929 feet east, -.119 feet north. The radius of the CEP 
RMS circle is 1.61 feet (origin at 0 feet east, 0 feet 
north). These values, as well as the SEP values, are 
reflected in the Table 3 totals. 
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-2 0 
east position deltas (ft) 

Figure 8 : Total CEP/CEP RMS Statistics 

SEP and SEP RMS are similar to CEP and CEP RMS, 
but include the altitude channel as well. Table 3 contains 
the circular error probable (CEP) and spherical error 
probable (SEP) statistics for each of the valid CC4 data 
passes as well as the total for all data points. 

Pass# CEP SEP CEP RMS SEP RMS 

1 0.726 0.713 0.784 2.644 

2 0.707 0.750 0.841 2.008 

4 0.928 0.999 1.148 2.858 

6 0.804 0.900 1.035 2.796 

7 0.834 0.883 1.079 2.825 

8 0.896 0.871 1.011 1.764 

9 0.853 0.868 2.278 6.601 

10 0.761 0.748 1.994 6.893 
14 0.834 0.818 1.948 6.138 

15 0.857 0.846 2.126 6.225 
16 0.710 0.691 2.414 6.286 

17 1.044 1.099 1.215 3.510 
18 0.798 0.773 0.996 3.331 
19 1.070 1.133 1.152 3.407 
20 0.884 0.953 1.038 3.026 
21 0.743 0.906 0.988 3.131 
22 0.886 1.009 1.014 3.104 

23 0.635 0.649 1.174 3.247 
24 1.018 1.182 1.212 3.255 

25 1.060 1.200 1.229 2.884 

Total 1.442 2.450 1.607 4.292 

5.3 Captive Carry 6 (CC6) 

The sixth EDGE captive carry mission (CC6) was 
designed to evaluate the guidance function and assess 
overall system performance of the EDGE test item. The 
aircraft flew trajectories on this mission which mimicked 
the EDGE weapon flight path of an actual weapon free- 
flight. The weapon impact angle terminal constraint 
dictated the weapon trajectory. Three different flight 
profiles were accomplished on this test flight as shown in 
Table 4. 

POINT ALT (ft) MACH REMARKS 

1 30 K 0.80 88,000' simulated 
release, 14 deg at 
5.92 nm, 46 deg at 
2.30 nm, 15K'target 
altitude 

2 25K 0.80 88,000' simulated 
release, 14 deg at 8.4 
nm, 35 deg at 3.1 
nm, 8K' target 
altitude 

3 20 K 0.80 88,000' simulated 
release, 30 deg at 8.4 
nm, then shallow out 
dive to pass over 
target at 10 deg, 5K' 
target altitude 

Table 3 - CC4 TDOP/CAPTIDE Statistics (ft) 

Table 4 - Captive Carry 6 Flight Profiles 

The first point was accomplished twice, the second point 
three times, and the fourth point four times. The first 
two points were designed to simulate a horizontal attack, 
or an attack against a bunker type target. For instance, 
on the first test point the aircraft ingressed at 30,000 feet 
altitude and 0.80 Mach. At 88,000 feet downrange from 
the target the EDGE weapon was (simulated) launched, 
the weapon acquired GPS satellites and began navigating 
without influence from the host aircraft. At 5.9 nautical 
miles downrange from the target, the host aircraft pitched 
over to 14 degrees nose low. At 2.3 nautical miles 
downrange from the target the host aircraft pitched over 
to 46 degrees nose low. The pilot then attempted to fly 
directly "through" the target located at 15,000 feet 
altitude, which was directly over an actual target on the 
ground. Similar actions were accomplished on points 
two and three. 

Figure 9 illustrates typical dynamics encountered during 
this flight in the pitch, roll, and heading axes. CC6 
provided an excellent opportunity to ascertain CAPTIDE 
performance under the dynamics expected for INS/GPS 
weapons. 
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Roll Angle vs time 

' 4.54 4.55 4.56 4.57 4.58 4.59 4.6 

Figure 9 : CC6 pass 1 - Roll, pitch, and heading Vs 
time 

As in the compatibility flight, TDOP data was not 
generated for comparison with CAPTIDE; therefore, the 
filter's radial sigma value is presented as an indication of 
CAPTIDE performance. 

Figure 10 presents the radial sigmas and number of 
tracked satellites for a typical CC6 pass. Comparison of 
the CC6 (Figure 10, top plot) and CC4 (Figure 7, middle 
plot) radial sigma values indicates the uncertainty in the 
radial sigma value is higher for CC6 than it was for CC4. 
The aircraft banked up to and beyond 60 degrees a 
number of times during this mission, which resulted in 
loss of satellite track. The carrier phase integer 
ambiguities were not fixed at any point during CC6. 
This is likely the cause of the higher radial sigma values 
reported in CC6 with respect to CC4. 
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Figure 10 : CC6 pass 1 - Radial sigma (top plot), 
Number of satellites (bottom plot) 

Vs time 

The position data from the CAPTIDE system helped to 
uncover a navigational issue in the EDGE test item. 
Comparison of CAPTIDE and EDGE position solutions 
helped to reveal a discrepancy in the EDGE navigation 
solution. 

6.0 CONCLUSIONS AND RECOMMENDATIONS 

The reported radial sigmas in CC1 at long baseline 
separation ranges could not be qualified. Truth source 
data of sufficient accuracy was not available to allow a 
reasonable assessment of the carrier phase position 
solution. Review of the receiver's filter sigmas and 
phase residuals, comparison with the available 
INS/DGPS TSPI pod information, and comparison with 
the EDGE test item showed the carrier phase solution 
was not completely erroneous; it agreed with the other 
navigation sources to within 5 meters. The test aircraft 
returned to the same location it left; the carrier phase 
solution showed this was the case. A more specific and 
controlled experiment is required to better qualify carrier 
phase performance at baseline separations greater than 
15 miles. 

CAPTIDE appeared to provide data as good as TDOP in 
the horizontal (north-east) plane. However, the vertical 
plane contained unresolved biases. If these vertical 
biases can be resolved, it appears a CAPTIDE type 
system can provide TDOP TSPI accuracy levels as long 
as the test item antenna can maintain line-of-sight to the 
GPS satellite vehicles. 

CAPTIDE presented a viable and useful alternative to 
classical test range TSPI methods for this program. 
Position data from CAPTIDE was available within hours 
after the aircraft landed. The high accuracy TDOP data 
required the following processing: developed 17,000 feet 
of film, read each film frame with a data reader, 
processed the raw cinetheodilite data through a 
smoothing algorithm, integrated data from the 
cinetheodilites, FPS-16 radars, and aircraft to provide the 
final TDOP solution. This process, rushed, took 10 days. 
Data analysis and comparison of the CAPTIDE solution 
with other positioning instruments (EDGE weapons, 
TDOP, INS/DGPS TSPI pods, etc.) indicated the carrier 
phase data is of sufficient accuracy to score INS/DGPS 
type weapon systems. The cost of the carrier phase 
system for this type of application was also attractive. 

The advantages of the CAPTIDE system included the 
following: fast data reduction time, accuracy, all weather 
capable, and it was not limited by the placement of range 
TSPI resources. The limitations of the CAPTIDE system 
included: requires power and space on board the test 
item, not currently suitable for aircraft control and 
vectoring purposes, and not currently suitable for flight 
safety purposes (flight termination system purposes). 
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SUMMARY 

The development of avionic systems for future 
military aircraft has to take into account the 
changes of modem scenarios to reach the highest 
degree of mission efficiency at an affordable 
budget. New strategic challenges, such as localised 
conflicts in out of area scenarios, demand a new set 
of functions for airborne radar, communications 
and EW technologies. 

Jn future military transport aircraft or helicopters 
the crew must be assisted under bad weather 
conditions to solve specific operational problems. 
Several tasks, such as runway detection, landing, 
low level flight, ground mapping, and ground 
movement, have to be fulfilled. To provide 
independence from ground based or satellite 
systems an autonomous sensor environment will be 
of advantage. Also to unmanned aerial vehicles 
some of these functions can be applicated. 

To provide these new functions an Enhanced Vision 
System is proposed. As the vision sensor of the 
EVS a millimetre-wave (mmW ) radar is presented. 
The modern mmW radar technology is regarded as 
a mature approach for military use. The mmW 
radar operates in Ka- band around 35 GHz. A key 
component is the frequency scanning antenna that 
avoids mechanical rotation of the antenna unit. The 
FMCW radar technique is used due its performance 
advantages for military applications (LPI, 
ECCM). Additionally it uses pure semiconductor 
technology. The digital part of the radar consists of 
a modern scaleable signal and data processing unit. 
New software algorithms, including image 
processing techniques, present a radar image that 
bridges the gap between real beam airborne radar 
and SAR - technologies. 

The functional requirements are discussed and 
result in system requirements. Thus the the proper 
type and design of an EVS sensor could be 
identified. The realized demonstrator with technical 
performances and test results is presented. The 
outlook shows future developement activities within 
the specific sensor technology. 

LIST OF SYMBOLS 

2-D two dimensional 
3-D three dimensional 
CAT instrument approach category 
CFAR constant false alarm rate 
CFIT controlled flight into terrain 
DGPS differential global positioning system 
ECCM electronic counter counter measures 
EVS enhanced vision system 
EW early warning 
FFT fast Fourier transformation 
FLIR forward looking IR sensor 
FMCW frequency modulated continues wave 
FSA frequency scanning antenna 
GPS global positioning system 
HDD head down display 
HGS head-up guidance system 
HUD head-up display 
ICAO International          Civil          Aviatic 

Organisation 
IF intermediate frequency 
ILS instrument landing system 
INS inertial navigation system 
IR infrared 
LNA low noise amplifier 
LPI low probability of intercept 
MM man machine interface 
mmW millimetre wave 
NavD navigation display 
NPA non precision approach 
PA precision approach 
RF radio frequency 
RVR runway visual range 
SAR synthetic aperture radar 
STC sensitive time control 
TA terrain avoidance 
TF terrain following 
UAV unmanned airborne vehicles 
VCO voltage controlled oscillator 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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1  INTRODUCTION 
The present changes of the airforce's task, i.e. in 
localised conflict scenarios, demand both new 
strategies and thus new equipment to meet these 
new requirements. The air forces find new tasks in 
such conflicts due to their capabilities of 
reconnaissance and operations. Thus the airborne 
sensor equipment plays a key role in localised 
conflicts due to their abilities in navigation, 
reconnaissance, self protection and air strike 
support. 
The particular navigation technology of aerial 
vehicles, such as military transport aircraft, has to 
cover new functions in an all weather environment: 
• autonomous landing and take-off aid at 

unsupported airports ( e.g. without DLS ), 
• autonomous ground movement with obstacle 

warning at such airfields (note that airfields 
could be very busy in out of area operations ), 

• ground mapping for navigation to assist the pilot 
in controlled flights into terrain ( CFIT ), 

• ground mapping for correlation with terrain data 
bases, 

• assistance in low level flight operations ( TF, 
TA). 

runway lights 
for precision 
approach 

ground movement 

with obstacle 

warning 

runway detection 
and ground 
mapping 

assitance of 
low level flights 
with real data 

combination with 
other navigation 

aids 
(e.gdata 

bases or GPS) 

Fig. 1 : Some important functions for a military EVS - 
system 

These functional requirements demand airborne 
forward-looking sensors with extended technical 
features: 
• adverse weather operations ( rain, fog, night) 
• simple man machine interfaces 

• support to other navigation systems, as GPS and 
databases 

• high resolution scanning properties with low 
outer dimensions 

• high information update rate, i.e. high scanning 
rates 

• LPI and ECCM techniques 
• FfUD for airborne navigation (take off and 

landing) 
• FfDD or NavD (ground movement and ground 

mapping ). 

A well-established technique for fighter aircraft is 
the use of head-up displays (HUD) to reduce 
frequent turning of the head from the window to the 
instruments. Additionally this HUD does not suffer 
the adaptation of eyes [ref.l] 

Also for civil flight operations a head-up guidance 
system ( HGS ) without forward looking sensors is 
an established equipment that enables ... 
• precision approaches without autoland systems, 
• reduced sight minimas for landing and take off, 
• an optimized man machine interface. 

A HGS is reality since a couple of years and assists 
crews in several commercial airlines [ref.2]. Until 
now, however, the extension to an EVS suffers the 
availability of appropriate forward looking sensors 
that have the following properties [ref.3]: 
• electronic scanning with an information update 

rate > 10Hz 
• field of view + 15° azimuth, 24° elevation 
• all weather capabilities 
• affordable price. 

There are two enhanced vision sensors, that are will 
be discussed here: 
• FLIR 
• mmW radar 
Both sensors show their specific premises and 
drawbacks. Due to the weather penetration only a 
system with a mmW radar can be used [ref.4], A 
combination of both sensors could give the best 
choice. Today FLIR sensors show a mature state of 
development and also the technology of mm-wave 
radars come up and can be installed into airborne 
systems with high performance and affordable 
prices. 

A mmW radar is proposed with superior 
performance due to ... 
• electronic scanning antenna, 
• advantageous waveform, 
• highly flexible processing architecture, 
which are inevitable demands for an EVS radar. 
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In a first step a demonstrator was realized that 
confirms the system study and will fulfil the broad 
span of the needs mentioned above. 

2  SYSTEM REQUIREMENTS 
2.1  Weather requirements 
In civil aviation the weather is classified in 
categories (CAT) which are listed below. This 
classification is widely used for the description of 
adverse weather conditions. 

CAT runway 
visual range 

vertical 
sight 

decision 
height 

I 550m 60 60 m 
n 350m 30 30 m 

ma 200m 0 12 m 
im» 125 ( 50 )m 0 6 m 
fflc 0 0 0 
Table 1: ICAO categories for all-weather operations 

The weather classification for civil aviation will be 
applied to military aviation to discuss equal weather 
conditions. An EVS sensor should fulfil the 
requirements to enable an EVS for at least CAT La 
operation. 

2.2 Range and azimuth coverage for EVS 
systems 
• low level flight: 5 km, 30° 
• ground mapping 5 km, 30° 
• takeoff and landing     3 km, 30° 
• ground movement:       1 km, 90° 

2.3 Selecting the proper EVS sensors 
In fighter radars the extraction of targets is one of 
the main features. For the mmW radar, however, 
the imaging capabilities are the essential drivers. 
So doppler information is not required from the 
sensor. 

For evaluating the range information that is 
inevitable for functions such as correlation with 
data bases, ground mapping, and ground movement 
an active sensor ( a radar ), is necessary. 

Due to the all weather requirements of this type of 
airborne sensor a microwave radar meets this 
demand. Note that the lower the operating 
frequency the better will be the weather behaviour 
and also the larger will be the size of the radar. 

For best resolution in azimuth (or elevation if 
needed) at a given antenna aperture an optical 
sensor like FLIR or laser radar is superior. On the 
other hand it suffers the adverse weather conditions 
and thus could be used only as an additional sensor. 

If airborne obstacle warning is essential in a high 
degree (TF operation), a 3-D radar enables 
contour flights and even detects wires. In a similar 
way as mentioned above a microwave radar should 
be used for adverse weather conditions. On the 
other hand normally the flight path is known due to 
any reconnaissance activities or databases. So a 2- 
D radar will give enough information to enable safe 
flight operations and is affordable for many 
applications, for example future military transport 
aircraft. 

Collecting the facts above a 2-D mmW radar is a 
good compromise between all these functions. There 
are two possible frequency ranges: around 35GHz 
and 94 GHz. The 94GHz range provides a better 
azimuth resolution. However, it suffers from radom 
problems and reduced weather penetration. 
Furthermore the technology is more mature at 
35GHz. So the Ka-band range was chosen. 

As already mentioned, the mmW radar may be 
supported by a FLIR to give an enhanced 
performance at night. The best results would be 
obtained with a well-balanced sensor fusion that 
will display the optimized data of both mmW radar 
and FLIR. For example at nightly approach under 
clear weather the FLIR is chosen due to its superior 
near field azimuth resolution. On the other hand for 
ground based obstacle warning or ground mapping 
mode the FLIR will not give substantial 
information. The USAF will go a similar way with 
the new Hercules 2 transport aircraft, where an 
EVS system with a combination of FLIR and mmW 
radar will be installed. 

The proper MMI is a combination of a HUD and a 
head-down display (HDD) or navigation display 
(NavD) [ref.5]. For landing and takeoff a HUD 
will enable the crew to a very ergonomic working. 
For ground mapping or ground movement the HDD 
or NavD will be used. 

2.4 Military Requirements on Forward Looking 
Sensors 
2.4.1  Low probability of intercept ( LPI) 
For TF operation a forward looking active sensor is 
needed. On the other hand every active sensor can 
be detected. The system has the task to minimize 
this risk. 

A CW waveform should be used to give the best 
LPI performance relative to a given range. 
Furthermore an intelligent RF output power 
management reduces the emitted power to the 
needed level. Thus the detection risk will be very 
low. 



11-4 

2.4.2  Electronic counter counter measures 
(ECCM) 
To   minimize  the  effects   of  electronic   counter 
measures spread spectrum waveforms should be 
used   forcing  the   interferer  to   use   broadband 
techniques. 

Another measure is to reduce the intermediate and 
video bandwidths within the frontend to the lowest 
values. 

2.5 Sensor requirements for a 2-D mmW radar 
2.5.1 Waveform and frequency range 
As shown in 3.3, 2.4.1 and 2.4.2, a FMCW mmW 
radar provides the best compromise for an all 
weather imaging sensor. 

2.5.2 Antenna 
There are three different principles for the 
postulated electronic scanning: 
• active phased array 
• passive phased array 
• frequency scanning antenna 
The passive phased array cannot be used due to 
losses and price. The active phased array is not 
available within the next 5 - 10 years. Even after 
that period a reasonable price will not be achieved. 
So only the frequency scanning antenna (FSA) 
remains as the candidate for a future mmW 
airborne radar. 

The beamwidths in azimuth should be less than 1° 
for a proper image of runways or obstacles. 
Azimuth weighting functions should enhance the 
image to a resolution of less than 0.3°. 

Typical for airborne application is a reversed 
cosecans2 shaped beamform in elevation that 
compensates elevation angle with distance [ref.6]. 
For ground movement it cannot be used. In pulsed 
radars a sensitive time control ( STC ) is used that 
cannot applied to FMCW radars. A simple highpass 
following the analogue part of the receiver shows a 
very similar performance. 

2.5.3 Frontend 
For a CW radar pure semiconductor technology 
should be used. The available output power of 1W 
is sufficient for these applications. Because no STC 
can be used, the complete range and target 
dynamics have to pass the receiver during ground 
operation. To reduce harmonic and intermodulation 
signals a high dynamic range within the receiver is 
required. 

2.5.4 Signal and Data Processing 
One of the main task within the processing is the 
FFT - calculation. So a special designed FFT - 

board is advantageous for an FMCW radar. To 
integrate all the radar and image processing 
techniques a high performance processor 
architecture should be used. 

2.6  Comparision of different sensor types 
In table 2 several sensor types are surveyed, a 2-D 
mmW radar ( 2-D ) a 3-D mmW radar ( 3-D ) a 
Laser radar (Las) and a FLIR (FL). Five quality 
categories are used: --, -, 0, +, ++. Note that all 
weather capability is very important. 

Parameter / Sensor 2-D 3-D Las FL 
ground mapping + + + + - - 
terrain avoidance + + + 0 - 
terrain following 0 + + -- - 

airborne obstacle warning 0 + + — 
ground movement + + + + 0 

correlation with data base + + - + 

landing aid + + + + - 
Cat I approach to non- 

supported airports 
+ + + + — - 

weather penetration + + + - - 
LPI + + + + + 

+ + ECCM + + + 

maximum range + + - - 
range resolution near field + + + - 
range resolution far field + + + -- 

azimuth resolution 0 0 + + + + 
required processing power 0 - - + 

aircraft integration 0 - - + 

cost + 0 0 + 
Table 2: Comparison of different sensor types 

3  OPERATIONAL BENEFITS 

3.1  General Benefits using an EVS 
According to sudies of Flight Safety Foundation an 
important reason to introduce a HGS is safety. 
Note, that about 31% of all the aircraft accidents 
between 1959 and 1989 could or might have been 
prevented by using this technology. So even in a 
military aircraft the security level of crew and 
aircraft would improve with HGS during 
conventional flight operations. 

More frights could be done with an EVS equipped 
aircraft due to the ability of bad weather 
penetration. So the availability of the fleet becomes 
more independent of weather conditions. This could 
be a feature essential for rapid reaction forces. 

Deviations from the mission plan can be avoided 
using an EVS, e.g. landing on another airport with 
better weather conditions. 

An EVS is also compatible to civil airports, where 
a mission  could start  or  end.  Without  use  of 
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autoland facilities the aircraft can land in all 
weather categories that are permitted at the airport. 

3.2 Landing aid 
3.2.1 General 
The weather conditions for approaches (i.e. runway 
visual range and decision height, see above) 
characterize the landing problems of aircraft. 
Several technologies, such as ELS, MLS or DGPS, 
are used to enhance the number of flights in adverse 
weather conditions. They all need additionally 
ground based equipment. 

A large number of airports can be used with an 
EVS for a nonprecision approach and possibly for a 
precision approach in adverse weather condition 
down to Cat I. For Cat EQb landing conditions ( 6m 
decision height, 50m RVR), however, precision 
approach regulation must be applicated. 

3.2.2 Approach to Supported Airports 
If there is any Cat I precision approach (PA) 
technology available a HGS equipped aircraft can 
use this help. The PA data ( for example ELS ) will 
be written into the FfUD and the pilot can use this 
data for approach down to the decision height, even 
without autoland facilities. This is a certified 
procedure [ref.7]. With an additional EVS sensor 
the minima can be lowered. So a Cat EQb approach 
is possible at a Cat I airport. 

3.2.3 Approach to Not Supported A irports 
For non supported airports - which can be typical 
for crisis reaction forces - a new procedure is 
proposed [ref.8], which easily makes Cat EHb 
precision approaches available. 

Along the runway a certain number of reflectors, 
for example corner reflectors, will be installed in a 
definite way. They are very robust, inexpensive, 
easy to install and do not need any maintenance. A 
quite good number is 12 reflectors, at each side of 
the runway 6, with a distance of about 200m. The 
centre of the line between the first two reflectors 
seen from the landing aircraft represents the touch 
down point. 

( corner ) 
reflectors 
—runway 

touchdown 
point 

Fig. 2: procedure for a new approach guidance 

With a radar such as the proposed mmW radar 
these reflectors can be detected and tracked during 
the approach by a Kaiman tracker. The known 
distribution of the reflectors is used for calculating 
the 3-D aircraft coordinates ( x, y, z ) relative to the 
touch down point. So the pilot or the autoland 
system can evaluate the actual state compared to the 
computed state hence and control the aircraft. 

The simulation of this procedure shows surprising 
accuracies that can be achieved only with high 
performance DGPS systems: 

distance/accuracies Ax/m Ay/m Az/m 
2500m <0.25 <1.5 <4.5 
1250m <0.2 <1.0 <2.25 

0 <0.1 <0.1 <0.3 
Table 3: accuracies with new guided approach 

This landing aid can be always available and is not 
dependent on sophisticated landing aids such as 
GPS or ELS system. According to the accuracy 
table above Cat IHb approaches can be obtained by 
an EVS equipped aircraft on airports without any 
installations. 

4 REALIZED MMW RADAR 
DEMONSTRATOR WITH FREQUENCY 
SCANNING ANTENNA 
A ground  based  demonstrator  was   realized  to 
evaluate   the   system    study   and   the   critical 
components. 
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4.1  Building Blocks 

TX- 
Power       / antenna 
amplifier  ( ,_ 

 A/D converter 
FFT, integration 

3 RX- 
antenna 

digital video 
mixer   LNA 

aviomc 
interface 

image 
processing 

radar- 
algorithms 

<-* 

Fig. 3: simplified block diagram of the radar 

Since a high degree of TX-RX isolation is required 
two antennas are used. For optimum performance 
the low noise amplifier (LNA) and the power 
amplifier are mounted close to the antenna. 

The power amplifier is a custom made circuit with 
four parallel working amplifier chips with 
MESFET devices and enables an output power of 
1.2W. The cascade of LNA, mixer and receiver 
shows a noise figure of 3.5 dB. 

After the video amplifier and A/D conversion the 
signal is processed by FFTs and is fed to an 
integration algorithm that smoothes the image 
considerably. Radar algorithms, such as CFAR and 
aamuth weighting, will be used to extract the 
required information. Image processing techniques, 
such as denoising and edge extraction, gives 
additional performance to the operator. 

4.2 Frequency Scanning Antenna 

absorber 

meander shaped 
waveguide 

Fig. 4: frequency scanning antenna 

The frequency scanning antenna [ref.6] is the key 
element of this sensor. It consists of a feed, an 
absorber, and a reflector that enables the elevation 
shape. The feed consists of a meander shaped 
waveguide with radiating slots in every branch. The 

frequency change df is transformed in a phase 
change d<)> between two radiating slots. This results 
in a frequency scanning of the beam. The design of 
the slots enables the proper beamforming. It is a 
challenging task to get to a minimum loss and low 
sidelobe levels. 

The realised antenna covers 41° within a 1.8GHz 
sweep and has a 1.2° azimuth beamwidth (one 
way ) at a -30dB sidelobe level. The antenna loss is 
2dB as the result of a 7m meander waveguide, 
which only could be reached by using compensated 
comers within the meander line. The dimension of a 
single antenna aperture including reflector is 70 • 
15 • 15 cm3. Two antennas of this size can be 
integrated even in small aircrafts such as 
Dornier 328, which is a 30 seat turboprop. 

4.3  Combing FSA and FMCW Principles 
Both principles need a frequency sawtooth ramp, 
the FMCW for the ranging and the FSA for 
azimuth scanning. It is an easy task to combine both 
demands in only one frequency scan (frequency 
sweep Df within frame time Dt) and take portions 
( df, dt) for FFT analysis. 

Q r» TX frequency        /,/ RX frequency // 
Mi 3, /                            / 

cr1 /                           / 
P U< a /                          /        ''"' >. /                          / u «) dt /. 1/                     /   ■■"''' /       '' 

fi- 
ll 

■Ö / K 
//  df 

0 
x 

frame time Dt  \ 
time 

1  

Fig. 5: waveform 

So in one frequency scan the antenna covers the 
azimuth coverage and enables a sufficient number 
of FFTs for ranging ( e.g. the number of hits ). 

Using this waveform a frequency source can be 
used achieving a reasonable price. Moreover it is a 
spread spectrum technique, because the received 
information is distributed over a large frequency 
span. Additionally the frequency changes if the 
interceptor is not in centreline with the flight path 
that makes a small-band interference impossible. 

4.4 Frequency source 
There are two design drivers for a frequency source 
for this radar: 
• high linearity of the sweep 
• low noise frequency generation 
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Fig. 6: frequency generator with high linearity 

The VCO is a low noise broadband Gunn - 
oscillator with varactor timing. The linearizer 
circuit within this frequency generator includes a 
downconverter (LO + mixer ) and an optical delay 
line. This delay line consists of a 1200m optical 
fibre. The delayed and undelayed signals are mixed 
and give a frequency proportional to the frequency 
slope of the generator. Stabilised with a reference 
frequency a linearity of better than 0.0001 is 
achieved. 

4.5  Signal and Data Processing 
A flexible processor technique, developed especially 
for airborne radars, is used. 

Fig. 7: processor architecture for demonstrator 
It consists of a certain number of processing 
elements and it is scaleable up to 32. Every 
processing element consists of one master processor 
( TMS320C30 of TI) and 4 slave processors. The 
processing elements communicate via a high speed 
data transfer bus. So a computing power of up to 6 
GFlops can be achieved which is more than 
sufficient for all these tasks. In typical applications 
a 68000 master controller will be used. For an 
enhanced vision system 6 processing elements are 
needed. For both demonstration tasks and 
documentation a recording unit is used with a 
magneto optical disk. Instead of the avionic 
interface a simple VGA monitor is used for the 
demonstrations. 

At the end of the year a special designed board will 
be available that is optimized for FFT processing. 
This FFT - board will replace 4 processing elements 
for the specific task. 

4.6  Software 
Following the well-known FFT a sliding 
integration is used that smoothes the picture 
considerably. Weighted by a factor among 0.5 and 
5 the last image will be added to the new one. 

A weighting algorithm is used to enhance the 
azimuth resolution. It determines the centre of 
gravity of all the hits per target. So the image can 
be sharpened by a factor of 5. 

A special designed area CFAR - normally used to 
optimize target behaviour - is successfully applied 
to this radar. To detect obstacles on the runway and 
to denoise the image it is a very helpful tool. 

There are several image processing algorithms that 
can be applied to the radar image. Edges, for 
example the borderlines between grass and runway, 
can be extracted to prepare additional information. 
A Hough transformation will be applied for 
drawing lines between runway lights or reflections 
from wires. For further denoising the radar image a 
spatial wavelet transform can be used. Both 
techniques will be developed until the end of the 
year and applied to the mmW radar. 

It is a complex task to integrate classification 
techniques. One can define a variety of different 
classes for the radar image, e.g. grass, forest, 
runway, wires and so on, and apply artificial 
intelligence operations to the image. The first 
research results are promising and give hope for a 
future realization of this package. Obviously a large 
amount of computing power will be necessary 
additionally to implement these procedures into a 
real time system. 

Since the radar delivers data in amplitude and range 
over angle they must be transformed into azimuth 
over elevation coordinates for the FfUD. It needs a 
substantial amount of computing power and thus 
must be computed by signal processors. 

An information update rate of 16Hz is realized. 
That meets the requirements for an airborne radar. 
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4.7  Technical Data of the Realised 2-D 
Demonstrator 

principle of operation 2-D FMC W radar 
withFSA 

centre frequency Ka - Band 
total RF bandwidth 1.8 GHz 
video bandwidth 600 kHz 
RF output power 0.5 W 
noise figure 3.5 dB + antenna loss 
polarisation horizontal 
azimuth beamwidth 1.2° oneway 
vertical beamwidth 24° inverted cosec2 

characteristic 
polarization horizontal linear 
az. field of view 41° 
range resolution 6.5 m 
information update rate 16 Hz 
maximum displayed range 3.5 km 
detection    range    of    a 
person 

>5km 

weight antenna+ frontend 10 kg* 
weight processor 10 kg* 
size antenna + frontend 70*50*30cmJ* 
size processor 50* 40* 40 cm3* 
* = target value 

4.8  Military Properties 

4.8.1  Electronic Support Measures 
The ESM ranges, where the radar could be detected 
will be calculated by 

Equ. 1: ESM range 

(radiated  power  P,   antenna  gain  G  =  31dB, 
wavelength X = 8.5mm ). The minimum detectable 
signal (MDS ) for a broadband ESM receiver is 
• for a simple ESM receiver -40 dBm 
• for a standard ESM receiver -60 dBm 
• for a high performance receiver       -80 dBm 

p simple 
ESMRX 

standard 
ESMRX 

high perf 
ESMRX 

radar 
range vs. 

lm2 

.1 23m 230m 2.3km 6.9km 

.5 52m 520m 5.2km 10km 
Table 4: ESM ranges for different ESM receiver and 

radar range against a lm2 target 

It can be observed that the radar range for small 
targets (a person shows an RCS of about 0.1 - 
lm2) is higher than the ESM range. This is a 
major advantage of an FMCW radar. Furthermore 
at the moment ESM receivers are not available for 
mmW signals. Note that atmospheric problems that 
are not included into the ESM equation would 
further reduce the ESM range. Thus the radar could 
be assigned as a very quiet sensor. 

4.8.2 Interference 
If the jammer is located 1km away from the radar 
the following interference powers are necessary: 

Type of 
interference 

radar detection 
ofinterferer 

complete 
interference 

interference 
power of 
antenna 

mainlobe 

-12 dBm 63dBm 

interference 
power of 
antenna 

sidelobes 

18 dBm 93dBm 

Table 5: required interferer level against mmW radar 
for 1 km distance between radar and jammer 

A sidelobe level of -30dB is achieved and is used 
for the calculations. The mainlobe could be 
interfered by a selective interferer; however, the 
probability of interference is very low. In this case 
only one azimuth cell will be disturbed. For 
interfering the sidelobes a broadband interferer must 
be used with an extended output power. This will 
not be available within the next couple of years. 

So the necessary interference levels are so high that 
an interference seems to be very unlikely. 

5 TEST OF DEMONSTRATOR 
The demonstrator was tested at some ground based 
scenarios: 

5.1 Test at Airports 
To study behaviour of taxiways, runways and 
obstacles the demonstrator was tested at small and 
large airports in southern Germany during fall, 
winter and spring. The contrast between grass and 
runway is always good and hence the runway can 
be easily identified. Furthermore if runway lights 
are available they additionally can be taken for the 
identification. 

5.2 Test at Sea 
To study behaviour of seaclutter and landclutter, 
tests were made at lighthouses. The area CFAR 
mechanisms were very impressive and could be 
optimized for different scenarios. Small and big 
vessels could be identified in strong seaclutter and 
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even the number of masts or other topics could be 
evaluated. 

5.3  Test with Wires 
At mmW frequencies the world is similar to the 
optical world only if the object dimensions are 
larger than some 10cm. However, if object 
dimensions are close to the sensor wavelength 
(diameter < lcm, such as thin wires), the world 
dramatically changes. An optical view of a long 
wire turns at mmW frequencies to a set of minima 
and maxima that depend on the wavelength, the 
diameter of the wire and the type of wire [ref.9]. To 
receive a confident reflection of the wires the radar 
has to detect even these minima. With the mmW 
radar the sensitivity was sufficient to detect these 
minima. 

6 OUTLOOK 
6.1 3-D Radar 
For helicopter applications a 3-D radar was studied 
that gives enhanced performance for the following 
functions: 
• terrain avoidance 
• terrain following 
• airborne obstacle warning 
• weather penetration 

6.2 Image Processing 
Due to the high information update rate image- 
processing techniques as mentioned above can be 
implemented to the radar data. This is a new 
technology that until now was reserved to optical 
images. But with an imaging radar this technology 
comes into new platforms and there will be done a 
many research activities 

6.3 mmW Technology 
To reduce the size of the radar by 50% a reflected 
power canceller will be developed that enables the 
radar to use transmit and receive functions with 
only one antenna. This technology is proven in X- 
band applications [ref.10]. 

7 CONCLUSION 
A radar is presented, that bridges the gap between 
conventional radars and SAR technology. The 
technical key features of the FMCW mmW radar 
are the frequency scanning antenna and the flexible 
signal processor. 

This radar supports an EVS that provides new 
functions for military aircraft, especially landing, 
takeoff aid, and ground movement at adverse 
weather conditions. Additionally this radar enables 
a new procedure for complete autonomous landing 
aid down to CAT nib conditions. Advanced 
military properties ( LPI and ECCM ) assist these 

functions and give an important self protection to 
the aircraft. 

The system was studied deeply, verified in a ground 
based demonstrator, and tested at typical scenarios. 
The radar is regarded as an advantageous sensor for 
new military aircraft. 
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SUMMARY 

In certain operational scenarios -such as peace 
operations in localised but high density conflict 
areas- pictures generated by performant infrared 
sensors and appropriately processed can be 
considered and highly desirable for friend 
identification.        Nevertheless in        these 
circumstances the situation requires an adequate 
man-machine-interface to allow an operationally 
effective and rapid use by the Pilot that could now 
be offered by high performant integrated helmet 
mounted sights. 

This paper wishes to outline and analyse the 
aspects of visual identification of known objects 
as they are seen by a thermal imager and 
displayed on the visor of a helmet. 

The problem of the magnification as well as 
the reduction of the contrast due to the ambient 
light are evaluated. 

An analysis of the performance prediction is 
carried out with the aim to tentatively give a 
theoretic answer to "Can the identification via IR 
pictures on Helmet Mounted Displays be really 
effective?". 

1. INTRODUCTION 

The visualisation of infrared images onto the 
visor of Helmet Mounted Displays (HMDs), for 
both navigation and tactical operation, is one of 
the most recent and promising applications of 
Optronics systems in the military field: thermal 
cameras with steerable Line of Sight (LOS) and 
advanced HMDs are nowadays basic elements of 
the avionics in both fixed and rotary winged 
modern aircraft. 

An accurate visualisation of the IR image can 
support the pilot during navigation in adverse 
conditions, providing also important information 

about ground threats, otherwise not detectable by 
naked eye or by other sensors. 

However, if on one side HMDs for navigation 
purposes present indisputable benefits, on the 
other hand the use of such devices for ground 
targets recognition and identification could give 
rise to some perplexity about their true 
effectiveness, especially when compared to 
traditional Head Down Displays (HDD). 

In the initial phase of defining the 
characteristics of the equipment to be used for 
this specific function, one of the problems to face 
is the performance prediction, necessary to 
evaluate the system potentiality. Even if for IR 
imaging systems traditional methods are broadly 
accepted, allowing to estimate equipment 
characteristics and to perform their comparison, 
in this case some of the parameters must be 
properly redefined. The use of a virtual display 
for IR video presentation must be considered and 
defined with great care if reliable results are 
sought. A dedicated analysis should also be 
devoted to the case when objects to be analysed 
are limited in number and well known to the 
operator. 

The factors that have an impact on 
performance will be analysed in this paper and, 
for some of them, an estimation of weight will be 
made by implementing a dedicated test. 

2. PERFORMANCE PREDICTION 
METHODS 

Before entering a detailed analysis, we would 
like to briefly summarise the main guidelines of 
the most common method used for performance 
evaluation, i.e. the IR Static Performance 
Prediction Method ]'2'3. 

Such method is based on the evaluation of the 
Minimum   Resolvable   Temperature Difference 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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(MRTD) of the imaging system and on the criteria 
that the recognition and identification are linked 
to the number of lines or pixels resolvable on the 
target. 

The MRTD considers the characteristics of the 
system spatial resolution and the sensitivity to the 
radiation, together with the human factors of 
visual sensitivity. Resolution is included by the 
Modulation Transfer Function (MTF) of all the 
elements of the visual chain, starting from the 
thermal camera optics, up to the human eye. For 
particularly high resolution systems the MTF of 
the atmosphere4 and of the local air turbulence 
must be included too, in order not to 
underestimate the effects of image decorrelation. 

The camera sensitivity to the IR radiation is 
included in the Noise Equivalent Temperature 
Difference (NETD) parameter, which allows to 
synthesise in one number the noise, the sensitivity 
and the signal losses. The eye integration time 
and contrast sensitivity are also taken into account 
by the MRTD parameter. 

The evaluation of the MRTD function has 
been automated by procedures and modelling5 of 
all the elements of the visual chain, in order to 
create a common basis for the apparatus 
assessment. Having correctly evaluated the 
elements of the chain, the MRTD easily provides 
the minimum resolvable temperature as a function 
of the spatial frequency of a sequence of lines 
(bars) when these are converted into video signal. 

The visual range is then evaluated considering 
that for recognition the target must have a 
dimension on the display sufficient to include at 
least 3-4 cycles, and that the target-background 
temperature difference (attenuated by the 
atmosphere) must be equivalent to the value of 
the MRTD for the relative spatial frequency. The 
same approach is used for identification range, 
considering in this case that at least 6 cycles on 
the target are necessary. 

The method allows a quick evaluation of the 
performance (even with some limits, see as an 
example reference 1) for the whole range of 
equivalence temperature variation - radiance 
variation. 

3. HYPOTHESIS AND PARAMETERS 

On the basis of the static performance 
evaluation method previously described, we have 
analysed the FLIR-HMD system in order to 
suitably tune the parameters. The analysis has 
been focused on the characteristics of the 
configuration schematically shown in Figure 1. 

It is not task of this work to analyse the 
characteristics of existing systems, thus the FLIR 
and HMD used have been considered as ideal or, 
better, well performing. In other words, we have 
assumed that the available technologies provide 
the predicted performance (e.g. the FLIR has a 
good detector responsivity correction and the 
HMD has a constant performance on the whole 
display). 

4. MODELLING 

In the prediction model it is necessary to 
consider the human eye with all its characteristics 
and limitations. The eye MTF model is usually 
represented by the expression: 

Ln — 

(1) MTF      = e 
eye 

2e^ 

where: r is the spatial frequency and rc, the 
spatial frequency at which the MTF presents the 
maximum value, is function of the display 
luminance as follows: 

-5> IR Sensor 
Helmet 

>|   Mounted 
Display 

Operator 

Figure 1. The FLIR-HMD system. 
The main elements to be considered for performance evaluation are shown 
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r   = 0.055 Log(display luminance)+ 0.14 

The correct formulation of the transfer 
function is certainly one of the hardest tasks, due 
to the parameters variability and the different 
usable test methods6. Furthermore, equation (1) is 
appropriate to be applied in the case of traditional 
displays, i.e. for: 

near vision (display distance: 40-80 cm); 
biocular vision; 
white light sensitivity. 

In the case of virtual displays the image is 
focused at infinity, so the MTF should be 
characterised for remote vision. That is not 
obviously equivalent to the angle scaling 
normalisation performed on the parameters to 
take into account the different eye-display 
distances: in this case a true variation of the 
resolution capability of the eye, due to the 
accommodation, is involved. 

Visual acuity varies with the distance from the 
object: roughly, it increases when the distance 
goes from 20 cm to lm and decreases again 
thereafter7. Visual acuity is constant for distances 
from 4 m to infinity if the ambient light is greater 
than 200 lux. 

Biocular visual acuity is generally higher than 
that of each eye7: such result is probably due to 
the image interpretation performed by the brain. 
Current HMDs usually allow biocular image 
presentation, but monocular or partially biocular 
HMDs are still in use. Furthermore, there are 
thesis showing that presentations of image on one 
eye and symbols on the other might be beneficial 
in terms of pilot's workload. Thus, in all cases 
where the IR image is not presented to both eyes, 
we will have to refer to the monocular visual 
acuity. 

Also, MTF evaluation is based on white light 
vision. Due to technological reasons and to 
problems of reproducibility, displays for HMDs 
use, on the contrary, yellow-green phosphors 
CRTs: high efficiency P43 and P53 phosphors are 

generally employed in order to obtain a high 
luminance, particularly for symbology 
presentation during day operations. 

With a normal luminance value, the visual 
acuity is maximum in the hot region of the light 
spectrum (red or yellow) and decreases towards 
the blue light. White light, on the other hand, is 
the most comfortable. 

The P43 phosphor presents an equivalent 
wavelength of about 540 nm and spectral band of 
about 10-15 nm8 for the main emission peak. The 
peak of P53 is at 544 nm and the spectral band is 
of20nm. 

The small bandwidth might have also a 
negative influence on the visual acuity: 
components too much localised might, in fact, 
handicap the capability of correct focusing 
especially when operator is required to alternate 
focus for cockpit management9. 

The above can be summarised as shown in 
Table 1. 

The total difference between vision with 
virtual displays in binocular mode and vision with 
traditional ones has been estimated as -2/10 
(Snellen fraction) in the metric scale. 

Such difference has to be introduced in the 
expression (1) of MTFeye by decreasing the 
critical frequency rc. For a monocular case a 
further loss (-0.5/10, -1/10 depending on 
conditions) should be included. 

Other factors which have an impact on visual 
acuity are: object and ambient illuminance, 
contrast, observation time, mean of display 
(reflection, transparency), operator's workload. 
Such factors, which obviously have an impact 
also on vision with traditional displays, must be 
carefully evaluated for the specific application. 

For continuing the analysis we had to make 
some assumptions on the system configuration: 
the evaluation of the display readability has been 

DIFFERENCE VISUAL EFFECT 
near/remote vision perceivable 

monocular/binocular vision perceivable 
monochromatic/white light just perceivable 
monochromatic bandwidth just perceivable 

Table 1. 
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therefore performed considering as a reference a 
HMD equipped with P43 high luminance 
phosphors CRTs, able to present in raster mode 
over 3000 nit peak value. 

Since the HMD is a transparency display, the 
characteristics of ambient illuminance have a 
strong impact on performance: we assumed to 
range from sunny day to dark night. The scene 
reflectivity has been set for fields and forest 
background with maximum reflectivity of 0.5. For 
the luminance which reaches the pilot, we have 
considered to include both ambient light, as 
perceived through the visor in a 60 degrees radius 
eye's field of view, and the component produced 
by the CRT. 

The eyes luminance threshold has been 
computed by the following formula (LJND = 
Luminance Just Noticeable Difference): 

Logfcontrast ratio) „^ 
LJND = — '-RCS 

0.0051 

from   5   to   35   and   40-50   grey   levels   are 
perceptible. 

LUMINANCE (cd/m2) RCS VALUE 
10 000 1.00 
1000 0.83 

100 0.62 
10 0.36 

Table 2. 

When the ambient light is below 100 lux, i.e. 
for operation during twilight and night, it is 
necessary to increase the display background 
luminance, to the detriment of contrast: in fact, if 
background goes below the visible threshold and 
the signal stays at a high level of luminosity, it is 
possible to have a loss in performance with 
difficulty in focusing the image (empty field 
myopia phenomenon). The maximum contrast 
ratio considered acceptable has been 30-35; after 
such value the background has been increased in 
order to maintain the mean luminance at a level 
sufficient not to penalise the eye sensitivity 
threshold level. 

where: 

luminance contrast ratio = 
foreground luminance 

background luminance 

The unitary LJND specifies the luminance 
contrast ratio necessary to detect a small object in 
a short excursion search time, when the mean 
scene luminance level is 10000 nit. At such 
luminance the eye threshold level is 0.0051. For 
other luminance values, the formula is corrected 
by the CIE factors of Relative Contrast Sensitivity 
(RCS). Some values are reported in Table 2 for 
reference. 

With scene illuminance from 100 to 1000 lux, 
typical of an overcast day, we obtain good 
operative  conditions:  the  contrast  ratio  ranges 

With ambient illuminance of 10 lux the use of 
10-20% of luminance available from the display 
as uniform background allows to maintain the 
image contrast ratio at optimal levels (8-10) while 
keeping the RCS value over 0.6, hence providing 
an almost complete grey scale. 

Over 1000 lux the contrast ratio drops below 
the minimum acceptable level (3-4) and at 10000 
lux the number of perceivable contrast levels 
(about 10) is no longer sufficient even if, in that 
case, eye threshold reaches the minimum level. In 
this condition it is necessary to insert a dark visor 
with transparency of the order of 10-20%. Table 3 
summarises the hypothesis. 

For a more accurate evaluation of the 
readability of the picture, the visual capability to 

CONDITION 
full day light 

cloudy sky 

twilight and night 

SCENE ILLUMINANCE 
> 2000 lux 

100-2000 lux 

< 100 lux 

HYPOTHESIS 
use of dark visor 

transmission: 10-20% 
use of clear visor 

use of full display contrast dynamics 
clear visor 

decrease of video dynamics to create a 
luminance offset 

Table 3. 
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discriminate different colours should also be 
taken into account. In our case we have to 
distinguish between P43 phosphors yellow-green 
signal with the spectrum suitably weighted with 
the optical characteristics of visors and 
background. 

The colour discriminating capability of the eye 
could be numerically evaluated by the Chromatic 
Just Noticeable Difference (CJND): 

CJND 
chromatic shift 

0.0042 
•RCS 

where the chromatic shift is evaluated as the 
distance between the colours "true signal" and 
"background" in the CIE 1976 coordinates. The 
mean square of LJND and CJND provides the 
value of the Perceived Just Noticeable Difference 
(PJND), which represents a more exhaustive 
measure of the readability, taking into account not 
only the luminosity difference but also the 
chromatic one. 

Usually the chromatic perception is 
significant: considering only the LJND is thus a 
pessimistic evaluation. In our analysis, having 
examined specifically the use of HMDs in air to 
ground applications and due to the great variety of 
background colours involved, we have chosen not 
to consider the chromatic variation. 

Moreover, we must remind that the relations 
shown among LJND, CJND and PJND represent a 
considerable simplification of the psycho-physical 
processes connected to vision and their accuracy 
decreases in case of great contrast variations or 
significant chromatic differences. 

Eye-display characteristics are now defined 
and we can run the usual algorithm for Static 
Performance Prediction making some 
assumptions on IR sensor parameters. The data 
are summarised here below. 

OPTICS 
Horizontal Field of View [deg] 30 
Vertical Field of View [deg] 30 
Optics Diameter [mm] 11 
Optics Transmission 0.8 
Wavelength of MTF computation [u.m] 9 

IMAGE FORMATION 
Frame Rate [Hz] 25 
Scan Efficiency 0.75 
Number of Scanned (Sampled) Lines 576 

DETECTORS 
Number of Parallel (Scanning) Detectors       288 
Number of Serial Detectors (TDI) 4 

DISPLAY 
Type of Display CRT 
View Angle [deg] 30 
Magnification 1 
Spot Size [mrad] 0.6 

TARGET SIZE 
Horizontal Target Size [m] 3.5 
Vertical Target Size [m] 3.5 

CRITERIA FOR RECOGNITION 
At of target [K] 
Number of Line Pairs for Probability=50% 

CRITERIA FOR IDENTIFICATION 
At of target [K] 
Number of Line Pairs for Probability=50% 

ATMOSPHERE 
Extinction Coefficient ©! [km-1] 0.2 
Extinction Coefficient 02 [km-1] 1 

The evaluation has been performed 
considering first a traditional display, and then 
introducing the penalising factors relevant to 
virtual displays. The Field of View used is 
compatible with the purpose of navigation, and a 
unitary magnification has been considered in 
order to be able to overlap the IR image with the 
real scene. 

The results, presented Table 4, show a very 
little difference in range for the two cases. This 
demonstrates that the virtual displays do not 
penalise recognition and identification 
performance. The actual limitation should be 
found in the limit resolution achievable with wide 
field of views. 

To this purpose, we have had a new run of the 
program supposing to operate with detector and 
display suitable for doubling the system 
resolution, keeping however the 30° Field of 
View and the unitary magnification. 

The results are shown in Table 5: also in this 
case the impact on range induced by virtual 
displays is very limited. 

The next step has been to investigate the 
possibility of having a magnification, giving up 
the hypothesis of overlay. 
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RANGE [ml 
at = 0.2 km-1 a2 = 1 km"1 

RECOGNITION Real Display 
HMD 

625 
600 

617 
578 

IDENTIFICATION Real Display 
HMD 

310 
296 

309 
290 

Table 4. 

RANGE Tm] 
d = 0.2 km1 c2 = 1 km"1 

RECOGNITION Real Display 
HMD 

1232 
1110 

1145 
1027 

IDENTIFICATION Real Display 
HMD 

610 
547 

587 
526 

Table 5. 

RANGE [m] 
d = 0.2 km"1 G2 = 1 km"1 

RECOGNITION Real Display 
HMD 

2501 
2301 

2154 
1973 

IDENTIFICATION Real Display 
HMD 

1249 
1147 

1166 
1063 

Table 6. 

The presentation of a magnified picture of 
targets on the helmet visor is not without 
inconveniences, especially in a single seat 
aircraft: the possibility to produce an 
unacceptable discomfort to the pilot is, in fact, 
high. Nevertheless, the function is, under suitable 
conditions, realistic and attractive10,11. 

Performance have been evaluated with a 4x 
magnification and results are summarised in 
Table 6: ranges are very interesting in this case, 
the loss presented by the HMD should be 
weighted with the benefits coming from the 
presentation of images onto the visor. 

5. RECOGNITION AND IDENTIFICATION 
CRITERIA 

Up to now we have not considered a true 
target, but a sequence of bars: the target in Figure 
1 should have been drawn as shown in Figure 2. 

The method for performance prediction based 
on the number of lines on target (Johnson 
Criteria) was conceived in the Sixties to evaluate 
the performance of image intensifier systems 
when identifying tanks and soldiers, and has been 
extended over the years. 

IR Sensor 
Helmet 

Mounted 
Display 

Operator 

Figure 2. Performance evaluation tests for IR systems 
are usually based on bars-type targets 
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One criticism to the Criteria we could mention 
here is that probably it is the silhouette which 
allows the recognition process to take place, 
rather than the resolution contents of the image. 
Furthermore, the IR image is different from the 
one in the visible waveband: few hot areas in the 
image are sometimes sufficient to determine the 
object. 

There are works which analyse the problem of 
perceptions of IR image on the basis of more 
appropriate operative approaches, taking into 
account not only the picture quality but also 
statistic and observer's decision12. On that line we 
planned a simple test to verify the weight of 
knowledge of objects in the probability of 
recognition and identification: "friends", with an 
appropriate training, can be considered "well 
known" objects. 

6. THE TEST 

The test has the aim to verify if the 
acquaintance with object leads to a significant 
improving of the recognition and identification 
probability. 

A sequence of symbols and simple synthetic 
images (in the following called objects) with very 

limited contrast level are presented on a TV 
display. Objects have been created so to be easily 
interpreted in suitable conditions. 

Some objects are presented during the test 
more than one time, others only once: the 
observer gets acquainted with repeated objects 
and should be able to identify them more easily. 

The test has used 254 objects, as shown in 
Figure 3. Twelve of them are repeated ten times, 
the others only once. For information, the object 
at line 4 and column 6 is the griffin of the FIAR 
logo. 

As background, we wanted to reproduce a 
typical operation scenario: the objects have thus 
been displayed overlapped to an IR image taken 
from a aerial sequence (see Figure 4). 

The image was obtained by sampling a video 
registration, but the dynamic is however quite 
good, as shown in the histogram of Figure 5a. 

The   intensity   level   of   objects 
adjusted to reach a low contrast level. 

has   been 

Figure 5.b shows the histogram of the 100 x 
100 pixels area containing the objects and Table 7 
summarises the main parameters involved. 

Figure 3.The sequence of objects used in the test 
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Figure 4. The image used as background in the test. 
Objects to be identified have been positioned in the rectangle here highlighted 

target 

Figure 5. Grey level histogram of the background picture (a) 
and of the 100x100 pixels sector including object (b) 
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Number of Pixels per Object 
(mean value) 

59.6 

Background Mean Level (relative) 0.7 
Background Levels Standard Deviation 
(relative) 

0.06 

Object-background   Inherent   Contrast 
Ratio 

1.19 

LJND 4 

Table 7 

Images have been presented on a monochrome 
monitor, PI green phosphor (x=0.209, y=0.736, 
medium persistence), CCIR 50 Hz interlaced 
video, luminance equal to 30 nits, ambient light 
290 lux. The observers have been let free to find 
their own most comfortable view distance, in 
order to reduce the effect of viewers' ammetropy. 
Presentation time for each object has been set 
equal to 2 seconds after which the observer had to 
identify the object. For each object, the observer 
was informed of the result of the identification 
(i.e. correct or incorrect). 

It must be pointed out that, with respect to a 
static TV image, we have in this case a 
deterioration of the signal to noise ratio due to the 
fact that the image is frozen. 

7. OBJECT SHAPE 

Just few general notes before presenting the 
test results. 

Choosing the objects of the sequence has 
revealed a critical task: alpha-numeric characters, 
in suitable contrast conditions, should be 
identifiable with only five resolved elements (see 
Snellen's chart); characters and numbers, in fact, 
are unambiguously determined by not more than 
five vertical or horizontal contrast elements 
(actually, less than five for the horizontal 
direction) as shown in Figure 6. 

1 

Figure 6. Snellen's Letters can be 
clearly defined by 5x5 elements 

Though it is possible to create objects with 
similar characteristics (e.g. for verifying children 
visual acuity), it has been rather difficult to find a 
good variety of objects presenting the same 
characteristics and, at one time, which the 
observers are familiar with. 

The use of real IR images (as the ones shown 
in Figure 7) would have been difficult to perform 
and, also, would be too specific (ambient 
temperature, time of the day, status of the object): 
such employment would have been useful to 
create a file of samples, but would not have met 
the objectives we had. 

Thus, we have decided to use synthetic 
symbols limited to an equivalent area of 12 x 12 
pixels. 

In the test, we have tried to optimise the 
interpretability rather than dimensions. Thus, the 
number of pixels composing each symbols is not 
constant: objects have an average dimension of 
about 60 pixels, with a minimum of 20 for the 
simplest characters and a maximum of 120 for 
more complex objects. 

Figure 8 shows the histogram of the pixels 
distribution in the objects. 

Objects composed by a lower number of pixels 
should probably be considered separately due to 
their higher probability to be identified. 

One of the reasons of the wide spread of the 
histogram is that different kinds of objects 
require, beyond any artistic capability of the 
authors, a different number of elements to be 
clearly depicted: it has been mentioned that a 
character in a simple font, for example, should be 
drawn with at least 5x5 visually resolved elements 
to be unambiguously identified among other 
characters. 

Similar considerations are valid for more 
complex objects: the minimum number of 
elements for an appropriate identification is a 
function of the object itself. A tank could be 
properly identified only when some 
characteristics appear evident to the viewer and 
for that reason a very detailed image would be 
necessary (great number of resolved elements); a 
lower level of details could be necessary for 
identifying a tank with specific macroscopic 
characteristics. 
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Figure 7. IR images (l.a and l.b) and the resizing (2.a and 2.b) 
performed to obtain a dimension suitable for the test 

number of pixels per object 

Figure 8. Histogram of objects' pixels distribution 

Evaluating the vision system performance is 
necessary to know the Identification-Recognition 
characteristic size (within the meaning defined 
above: minimum number of resolved elements for 
an unambiguous Recognition-Identification in an 
optimum environment) for each target-object. 

The Identification-Recognition characteristic 
size depends from many factors, and surely from 

waveband 
aspect ratio 

For an improvement in the consistency of the 
performance assessment it is therefore necessary 
to build up, by means of appropriate trials, a wide 
data file with the Identification-Recognition target 
characteristic sizes for all objects under interest, 
in different aspect angle, producing a file as 
shown in Table 8. 

The probability of a right assessment could be 
significantly low if the image of objects on the 
HMD does not reach at least the characteristic 
size. 
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OBJECT 
TARGET CHARACTERISTIC SIZE 

Recognition Identification 
front aspect rear aspect side aspect front aspect rear aspect side aspect 

a 
b 
c 

Table 8. 

NUMBER OF SAMPLES 25 
Correct Assessment of Objects (relative frequency) 0.55 
Correct Assessment of Single Shot Objects (relative frequency) 0.40 
Correct Assessment on First Appearance of Repeated Objects (rel. freq.) 0.41 
Correct Assessment of Repeated Objects (relative frequency) 0.74 

Table 9. 

7. TEST RESULTS 8. ACKNOWLEDGEMENTS 

Notwithstanding the limited number of 
samples, information provided by the test can be 
considered interesting for the homogeneity of 
results. A summary is shown in Table 9. 

During the test it was evident the learning 
phase of observers in identifying repeated objects: 
while the global identification percentage is 0.55, 
the percentage relevant to repeated objects is 
0.74. 

The set of repeated objects can be considered 
homogeneous with the other objects: for their first 
appearance, in fact, the identification percentage 
(0.41) is very close to the percentage of correct 
assessment of single shot objects (0.40). 

Considering that the repetition of objects is a 
training for the observers, we can extrapolate the 
rate of correct assessments for known/other 
objects by dividing the score relevant to repeated 
objects and the score for single shot objects (1.8 
in our test). 

The difference in assessment of known and 
other objects should be taken into account for 
tuning the results of performance prediction 
shown in Tables 4, 5 and 6. 

The above, even if cannot generate rules, is 
sufficiently meaningful to justify further studies. 

A special thank to Dr. Paolo Cantoni for 
having carefully carried on the test and to all the 
colleagues who devoted their time to undergo it. 
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SUMMARY 

In future weapons systems, accurate target selection 
and location is required to maximise warhead effec- 
tiveness and minimise collateral damage. To help 
achieve this there should be available significant in- 
formation about the target location from a variety of 
sources, eg. satellite imagery, surveillance data and 
intelligence information. On board the vehicle there 
will normally be a navigation system which has a good 
estimate of its position and often there will be an E-0 
(Electro-optical) sensor which produces imagery of the 
terrain ahead and the target. There is also available 
an increasing level of computational power and soft- 
ware techniques including fast image processing sys- 
tems. Using a model from a preprepared database of 
terrain features matched to features extracted from 
such an image it is possible to estimate the sensor po- 
sition and hence the target position. We discuss here 
a "proof of principle" system which demonstrates a 
robust mechanism for achieving this. We describe an 
implementation using data gathered from a camera 
moving across a terrain model and results are pre- 
sented. 

1.    INTRODUCTION 

The successful operation of a future weapon system 
will depend on a number of factors. Of these, the 
terminal miss distance is probably the most impor- 
tant. In order to achieve acceptable performance, the 
weapon system must be equipped with a high perfor- 
mance targeting system which is capable of allowing 
reliable location of the target to occur. By integrating 
some of the technologies which have recently emerged, 
future weapon systems can be designed which will al- 
low accurate selection of the correct target, minimis- 
ing the possibility of collateral damage. 

The rapid growth in high resolution satellite image 
data, combined with advances in the processing power 
of mission planning workstations, means that the tar- 
gets can be selected and appropriate image features 
extracted which will characterise the target. Process- 
ing power is now such that many image processing 
techniques, once considered to be computationally too 

complex, are straightforward to implement in real or 
near real-time applications. Thus, salient target fea- 
tures can be extracted from high resolution images to 
allow automatic target recognition (ATR) to be per- 
formed. 

Fundamental to the success of the target recognition 
process is the availability of accurate navigation infor- 
mation. Emerging navigation technologies which fuse 
information from an inertial navigation system (INS), 
the Global Positioning System (GPS), a terrain ref- 
erence navigation (TRN) system, such as TERPROM 
[1], [2], and a scene matching area correlation (SMAC) 
system, for example AUTONAV [3], will provide ac- 
curate pointing information to the weapon system en- 
hancing the opportunity for locking-on to the target. 
A suitable framework for the integration of navigation 
data is discussed in [4] where details are given of the 
BRAINS integrated navigation filter. 

In order for future weapon systems to be effective the 
ATR system must exhibit a considerable degree of ro- 
bustness to system errors and variations in operational 
scenario. Image Database Fusion (IDF) is a robust 
method of enhancing the performance of an imag- 
ing system through the exploitation of other sources 
of information. The primary image processing tech- 
nique used in IDF is Model Matching. The objec- 
tive of model matching is to discover the 3D posi- 
tion of an object (the model), with respect to the 
seeker reference frame, by performing a match be- 
tween corresponding model and image features. In 
IDF, the model is derived from remotely sensed data 
and contains information about potentially observable 
features which might be extracted from an image ob- 
tained from a sensor (eg. FLIR) on an aircraft. Em- 
bedded in this extended model is information about 
specific targets, for example their known or estimated 
position and features which characterise them. 

Section 2 of this paper reviews briefly the naviga- 
tion requirements for targeting future weapon sys- 
tems, whilst Section 3 examines the various image 
processing modes which can be considered. 

The main part of the paper (sections 4-8) concentrates 
on the IDF processes and discusses results obtained 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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from simulated trajectories on a physical, scale model 
terrain where both remotely sensed and seeker images 
were simulated. Finally, some conclusions are drawn 
and possible areas of future work identified. 

2. NAVIGATION REQUIREMENT 

A weapon system will have a series of requirements, 
perhaps the most significant of which will be the need 
to arrive at the target area and subsequently designate 
the target for a given mission. A need for a small miss 
distance has a significant influence on the navigation 
requirements. 

The navigation system requirements are dictated by 
the desired weapon effectiveness or target kill proba- 
bility. For some categories of target, such as airfield 
runways, the overall weapon effectiveness may be met 
by navigating directly to the target. This normally 
requires the fusion of the outputs of a suitable set of 
navigational sensors such as INS, TRN and GPS in 
an integrated navigation filter. However, for airborne 
weapon systems such as TIALD (Thermal Imaging 
Airborne Laser Designator) this direct approach is li- 
able to be at high speed and at low level. It is thus 
likely that the target will only be visible for the final 
few seconds just prior to weapon delivery. The prob- 
lem is magnified when the target is either a hardened 
aircraft shelter (HAS) or enemy military communica- 
tion centre. For a successful kill, pin-point hits are 
required at high incidence angles. This may well re- 
quire a system incorporating some form of automatic 
aim point refinement. ATR will play a major role in 
minimising time over the target area. 

3. IMAGE PROCESSING 
REQUIREMENTS 

Navigation considerations have established the need 
for automatic target recognition for weapon systems 
such as TIALD. An element of technical risk must be 
associated with the complex nature of the computer 
vision tasks required for ATR, as no 100% guarantee 
of successful target designation can be given. How- 
ever, significant progress is being made on the "Image 
Understanding Environment" (IUE) and other ATR, 
navigation and guidance applications of image pro- 
cessing [5]. 

As ATR technologies mature so the risk factor will 
be reduced. A hierarchy can be postulated in which 
increasing levels of autonomy are gradually introduced 
into the actions of the image processing. The following 
image processing options are possible: 

3.1     Man in the Loop Only Operations 

In this mode a human operator would be responsible 
for acquiring the target from an image which could 
be enhanced to maximise the chances of target recog- 
nition. The major issues in MITL operation are ex- 
plored in References [6] and [7].   Using information 

from the aircraft's navigation system, a rough search 
region could be delineated within the image, helping 
to reduce operator workload. From the algorithmic 
viewpoint the human vision system is one of the best 
available image processors. Hence this can be re- 
garded as a baseline recognition system for judging 
other ATR systems. 

3.2 Target  Cueing to Aid  Man-In-the-Loop 
Operations 

As a first step towards the low risk introduction of 
autonomy, target cueing can be considered in which 
a number of candidate objects are presented to the 
operator who must then select a target to be engaged. 
The exact form of cueing required may vary with tar- 
get type. For large fixed land targets the operator 
could be cued with primitives, such as line fragments, 
which would help to enhance the location of the tar- 
get. Alternatively, it may be that a reliable algorithm, 
perhaps based on model matching, can be introduced 
to interpret scene primitives to allow the fixed land 
target to be recognised and then cued to the opera- 
tor. 

3.3 Fully Autonomous ATR 

In this mode, the algorithms must locate the target 
without any operator intervention making it the high- 
est technical risk option. 

In all cases the image processing function would be 
supported by the navigation system, which will al- 
low sightlines to the predicted object location to be 
calculated. In this way levels of confidence can be 
ascribed to regions of pixels within the imager FOV. 
In effect the navigation system is providing a check 
on the possible false acquisitions of the image pro- 
cessing algorithms. Navigation information must be 
included in any model matching scheme, to allow per- 
spective transformations to be performed. Further, 
an on-board culture database combined with the nav- 
igation system outputs can provide the ATR system 
with a priori information which can be used in the 
recognition procedure. 

4.    IDF CONCEPT 

There are a wide variety of possible targets for weapon 
systems. Many types of target which are to be recog- 
nised and designated have complex 3D structures. 
However some will present few, if any, recognizable 
features directly associated with the target. Most such 
targets are likely to be fixed (at least within the time 
span of available intelligence information) and their 
positions could be found from the recognition of land- 
marks either in the immediate vicinity of the target or 
along the approach path. In a more general situation 
such techniques as scene segmentation, analysis, la- 
belling and understanding could be more appropriate 
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We are concerned here with a scenario where there 
is knowledge of the sensor location in the real world, 
available from navigation system data. There is also 
a good knowledge of the absolute locations of many 
(fixed) objects within the scene, from intelligence and 
satellite data. This makes the use of image and 
database fusion (IDF) techniques worthy of prime con- 
sideration. 

The key image processing problems which need to be 
solved are all related to the fact that the types of 
objects which are to be recognised and located can 
have complex 3D structures. The constituent features 
may or may not be visible depending on the direction 
from which we approach the target and may or may 
not be unique to a particular target or part of the 
scene. 

In computer vision studies it has often been found 
that the best method of dealing with problems of this 
kind is to match line based features to a 3D Model. 
The model provides a simple way of relating different 
features by means of their spatial inter-relationships. 
Thus, if we observe in an image a set of features 
which match the spatial arrangement of features in 
the model, it is probable that we have found an ex- 
ample of that model (or part of the model) in the 
image. This approach is called Model-Matching. 

Model-matching is a well established image processing 
technique at the Sowerby Research Centre (SRC). In 
previous studies, a video image of an object in the real- 
world (typically a mechanical assembly) was matched 
with a 3D CAD (Computer Aided Design) model of 
that object. The software performs the model match- 
ing, translating and rotating the model until an ex- 
act correspondence has been achieved and the model 
projection can be overlaid on the image of the ob- 
ject. With suitable calibration, this allows us to make 
deductions about the relationship between the image 
and the real-world. We can estimate the position and 
orientation of the object relative to the camera or of 
the camera relative to the object, and hence its loca- 
tion in the real world. 

It is apparent that the model-matching paradigm 
could, with some important modifications, be applied 
to the location of a sensor on board an aircraft from 
its imagery of the world. The problems to be solved 
are essentially as before with one main difference being 
that in an aircraft the sensor would be constantly mov- 
ing. Another important difference is that the models 
represented would be kilometres in extent instead of 
millimetres. The study of the extraction of positional 
information, from the combination of sensor imagery, 
navigation data and a database of feature locations 
and characteristics, was undertaken in the production 
of a prototype Image Database Fusion (IDF) system. 

Model-matching is a very flexible technique. It is ro- 
bust with respect to "noise" in the data caused by 

poor imagery or partial obscuration of the target. It 
is also capable of locating many types of target and, 
unlike many correlation techniques, it allows freedom 
of approach to the target from any altitude or bear- 
ing. These are very desirable characteristics for an 
airborne target acquisition system. 

However, unconstrained model-matching is computa- 
tionally expensive. There are usually six degrees of 
freedom in the matching process; the roll, pitch and 
yaw of the sensor, and the latitude, longitude and al- 
titude of the sensor. In addition, if the sensor is not 
rigidly fixed with respect to the vehicle, extra degrees 
of freedom must also be taken into account. 

The problem only becomes tractable when use is made 
of the navigational information available on the plat- 
form. By using this information, the model-matcher 
can be constrained in the extent, within these degrees 
of freedom, that it has to search in order to find a 
match. Consequently, the use of information from the 
vehicle's navigational systems is a key element of IDF. 
The navigation systems are used to give an estimate 
of the vehicle's current position. The IDF software 
searches for features in the image, matches the fea- 
tures with the current model, and can track the model 
in subsequent frames. If this fix is accurate, IDF can 
immediately designate the target. However, it is ex- 
pected that the position and orientation output from 
IDF will become yet another input to an integrated 
navigation system. 

Generally, model-matching has not been proven in a 
highly dynamic situation such as IDF. It is normally 
used in applications where the sensor is in a fixed po- 
sition. Thus the model matching problem for IDF is 
doubly difficult; not only do we want to find a 3D tar- 
get in 3D space, we also need to be able to track its 
position over a sequence of frames once it has been 
found. 

5.    IDF PROTOTYPE SYSTEM 

W-:.. 
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Figure 1: SRC Terrain Model 

The prototype IDF software processes a digitised im- 
age from the SRC terrain model and an estimate of 
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Figure 2: The view from the FLIR sensor, with an overlay of database features and target designator (in this 
case a H.A.S.) 

the camera position or position estimate derived from 
earlier processed frames, which can be degraded by 
Gaussian noise. Features from the appropriate part of 
of the database are projected into the current image 
and a local search is made to detect features having 
good matches in orientation and strength. The cam- 
era position and orientation is then optimised to give 
a least squares error match between the projected and 
detected features. 

The least squares error minimisation technique does 
not require that all database features should be visible 
or detected in the image. It is robust with respect to 
errors and distortions in the image or the database 
and gives a best estimate of position and orientation 
based on the available information. The target itself 
can be wholly or partially obscured provided it can be 
located with respect to the features in the database. 

5.1    SRC Terrain Model 

The SRC physical terrain model facility (see Fig.l) 
was used in this study. The terrain model is a 300:1 
scale model of a 25 square kilometre area of the west 
German plain. A five-axis overhead gantry system 
carries a video camera over the model enabling a wide 
variety of flight scenarios to be simulated experimen- 
tally. By a combination of special paint schemes and 
video inversion, pictures of the terrain model can pro- 
vide a realistic simulation of Infra-Red imagery. The 
terrain model was used in three distinct ways. 

It was used to gather a realistic sequence of flight data 
and imagery. Fig.2 illustrates a typical image, with 
IDF overlays, from the end of a sequence along a tra- 
jectory shown in Fig.4 (This image is discussed further 
in later sections). 

An image database which simulated an overhead view 
of the target areas as seen from a 'satellite' was pro- 
duced. This was constructed from a collection of im- 
ages taken vertically over different parts of the model. 
The pixel resolution on the ground was approximately 
one metre (real world scale) but distortions at the 
edges of individual images, where they meet, was 
much greater (about 5m). Fig.3 shows such a collec- 
tion of images with database features added, as dis- 
cussed below. 

A Model database of terrain landmarks was obtained 
from the image database. In a real IDF system 
the landmarks which would be used in the Model 
Database would be constructed using available maps, 
satellite, or other reconnaissance data either in ad- 
vance or during mission planning. 

In the current study, as a terrain model was used, 
genuine navigational inputs were not available. Con- 
sequentlythe positions of the robot gantry which car- 
ried the CCD camera over the terrain model were used 
as the basis for the 'navigational data'. This required 
careful measurement of the camera position on the 
gantry and the gantry motion. 
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Figure 3:   The 'satellite' view of the SRC Terrain 
Model with database overlay. 

5.2 Landmark Database 

The landmark features were extracted automatically 
in the following way: an edge map of the image was 
obtained using the Canny operator; the edges were 
then approximated by fitting straight lines. By alter- 
ing the various parameters of the programs used to 
perform these operations it is possible to select the 
most significant line segments in each image. Part of 
the database is illustrated in Fig.3 in which the ex- 
tracted line segments are shown superimposed on the 
'satellite' imagery. This database format can easily be 
extended to include point features, texture patches or 
even region based segmentations. 

In the IDF implementation, the model database con- 
tains a description of terrain covering several kilome- 
tres in extent. However because of the restricted Field 
of View (FOV) of the sensor only a small percentage 
of the database is visible in any given image. The 
model database software can query the database to 
determine what is theoretically visible from the sen- 
sor from any 3D position over the terrain in question. 

The database is organised around landmarks (groups 
of features with some meaningful relationship to each 
other). Given this database structure, it is possible to 
build a very information-rich description of the world 
in the database as an arbitrary number of landmarks is 
permissible. Techniques for the efficient implementa- 
tion of the database were not considered in this study, 
but this is an important issue for future work. 

The database used for IDF is essentially two dimen- 
sional. Although height information can (and should) 
be included where available, it is not required on a per 
feature basis but only at a low spatial frequency to al- 
low for gross terrain height variations. It could thus 
be a subset of the data available for existing terrain 
following systems. It is intended that the majority of 
data should be automatically extracted from satellite 
or other reconnaissance data by simple and fast com- 
puter processing. This enables new information to 
be processed and included during mission planning. 
Where detailed three dimensional data is available, 
e.g. for the target itself, this could be included in the 
database and should be used by the IDF algorithm 
and give improved performance. The prototype sys- 
tem has successfully been used with no height infor- 
mation at all. Currently height information on a grid 
spacing of 300m x 150m is being used, with a vertical 
resolution of approximately lm. 

5.3 Landmark Selection 

A key to achieving the successful operation of the 
IDF system could be the careful choice of appropriate 
landmarks and landmark features for the IDF model- 
matcher to work with. This choice can be made either 
in database preparation or mission planning. In the 
current IDF study two feature types (lines and points) 
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were implemented and used although development has 
been predominantly line based. This gave good re- 
sults for the type of terrain studied, but a real system 
may need to implement a wider range of feature types. 
The database format, in its current form, is capable of 
coping with additional types. If necessary, this could 
easily be extended. 

One issue affecting the choice of landmarks concerns 
obscuration due to atmospheric effects; landmarks far 
away are more difficult to see than ones nearby. An- 
other concerns landmarks which are nearest the vehi- 
cle; these will be seen at the bottom of the camera's 
FOV and will appear to be moving much more rapidly 
than objects further away. The main difficulty here is 
likely to be a higher degree of motion blur for these 
landmarks. This will have consequences for the al- 
gorithm used to detect these landmarks. A third is- 
sue concerns the perceived importance of a landmark; 
it may be worth investing different amounts of com- 
puter resources on different landmarks. Some may be 
more "information rich" than others. Lastly, we need 
to consider the density and distribution of landmarks 
across the imagery. The accuracy obtained will de- 
pend upon this distribution. 

5.4    Data Fusion for Positional Measurements 

IDF requires inputs from the aircraft's navigation sys- 
tems so that it can estimate the position of the sen- 
sor in the database reference frame. This prediction 
is used to query the model database and project the 
landmarks into the image. The model-matching soft- 
ware then calculates the position and orientation of 
the sensor relative to the world given the original pre- 
diction as a starting point. There is a requirement for 
a data fusion process to monitor the current positional 
estimates from the various systems (GPS, INS, TER- 
PROM, IDF etc) and continually provide IDF with 
the best prediction of the current position and orien- 
tation of the vehicle. This has not been addressed 
here 

5.5      Sources of Error 

Several effects may introduce error into IDF estimates 
if care is not taken to avoid or allow for them. Motion 
blur may make the measurement of the position of fea- 
tures more inaccurate. A secondary motion problem 
can appear when the image is composed of two in- 
terlaced fields, if the sensor moves significantly in the 
time taken to capture the two fields. General vibra- 
tion and buffeting of the vehicle has similar effects to 
motion blur. The effect of inaccurate attitude mea- 
surement is more significant in situations where the 
FOV is narrow and the sensor look-down angle is very 
shallow. 

6.    IDF PERFORMANCE ESTIMATION 

It is worth restating that in IDF the goal is to jointly 
estimate position and sensor orientation by a least 
squares fit of the observed image features to a known 
database. This is a more difficult problem than es- 
timating the target position within the image (which 
would be a much simpler problem for IDF). The accu- 
racy of this estimation at any time will depend upon 
the geometry of the sensor sightline and the features 
which appear within the field of view. 

This examination of performance estimation deals not 
with IDF itself but an idealised system which opti- 
mally utilises all available information. It may be de- 
veloped from IDF in the future, or it may be impos- 
sible to fully achieve, but it indicates a limit on the 
achievable performance. 

It should be pointed out that the image processing 
problem of range ambiguity does not apply when 
matching to a model of known size. Provided there 
is a reasonable estimate of relative orientation avail- 
able, the estimation of range from a pair of features 
depend on their range, separation and the accuracy of 
measurement of the angle between them in the image. 

For features at long range any database inaccuracies 
and sensor position inaccuracies have little effect on 
sensor orientation determination. However sensor po- 
sition estimation is poor using features at long range. 
When features at shorter ranges are processed sen- 
sor position estimation accuracy improves until lim- 
ited by database inaccuracies, image blurring, image 
measurement and model matching accuracies and the 
availability of a suitable range of features. 

In order to obtain an estimate of the errors some ap- 
proximate values are used, which are thought to give 
an example of typical system parameters, in sample 
calculations. 

In this work a nominal sensor is chosen, of approxi- 
mately 30° field of view and lmR (milli Radian) .pixel 
size. The achievable feature location accuracy is dif- 
ficult to assess especially for larger features. It may 
well be several pixels but equally sub pixel resolution 
is achievable under appropriate conditions. Averaging 
over edgels within a line feature or over a number of 
features will improve accuracy but conversely line fea- 
tures only provide accurate positional information in 
one direction and information from a number of fea- 
tures must be combined to fix an image position in 
two dimensions. These complexities will be ignored 
and at present for sample calculations the feature lo- 
cation accuracy will be taken as approximately equal 
to the pixel size of lmR. A suitable average over an 
assumed feature distribution could be used for more 
accurate estimate. 

Note that in practice the various errors are not inde- 
pendent and various correlation mechanisms exist and 
may tend to average out errors in various orientations. 
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6.1 Orientation Accuracy 

The estimate of sensor orientation obtained from fea- 
tures at long range will depend upon the feature loca- 
tion accuracy and feature distribution. In pitch and 
yaw it should be the same as the feature location ac- 
curacy, here taken as lmR, probably improved by av- 
eraging over a number of features. The roll accuracy 
will be reduced by the sine of the angle off boresight, 
here a maximum of 15°, giving an expected accuracy 
of about 4mR. 

6.2 Positional Accuracy 

The positional accuracy of IDF will be mainly de- 
termined by the features at shortest range, in the 
bottom of the image, provided that there is a large 
range coverage within the field of view. Orthogonal 
to the sightline the error will be the feature location 
accuracy multiplied by the range. Detectable feature 
offsets resulting from an orientation error of lmR at 
600m would be 0.6m and this accuracy might be ap- 
proachable if position vs. orientation ambiguities can 
be avoided. 

Along the sightline the fractional error in range is the 
feature location accuracy divided by the sine of the 
angle of the feature off boresight or about 0.004. At 
300m height above ground and a 30° FOV, with the 
top of the image viewing horizontally, the bottom of 
the image will view the ground at an angle of 30° 
below the horizontal and at a range of 600m. This 
gives an estimated 3m error along the sightline rel- 
ative to the database, with database errors possibly 
significant. By looking at several images in different 
directions in succession this position accuracy could be 
improved and equalised across the three dimensions. 

Note that at a speed of 300m/s at a 25Hz frame rate 
sensor motion per image is 12m. Lateral motion is 6m 
at 30° from the velocity vector (or 3m at 15° when 
looking forwards along the velocity vector). This is 
a maximum motion of 10 pixels per frame at 600m 
range and could need further attention. 

Motion blur may well be a limiting factor. Its effects 
will depend on sensor type and sightline geometry. 
However it may well be possible to accurately locate 
a line feature edge when blurred. 

6.3 Effect of varying depression angles. 

The previous section provides a mechanism for esti- 
mating the errors for an "IDF like" system. It con- 
siders a situation in which the range variations within 
the field of view will be large compared with the range 
from the sensor to the closest feature. If this is not 
true it strongly affects the estimation of expected er- 

Notice.that here the yaw and azimuth estimation 
should be similar to those above, at low depression 

angles. However as the depression angle increases not 
only will range variations within the field of view de- 
crease but, especially in elevation, the features at dif- 
ferent ranges are more widely separated within the im- 
age and effects such as roll inaccuracies will degrade 
azimuth performance. Eventually the geometry can 
approach a view of a patch of features on the ground 
for which there is be substantial position vs. orien- 
tation ambiguity. In particular the error mechanisms 
are likely to be substantially different in low level flight 
and when looking or diving down from a high angle. 

When there is a large depth of field of view (e.g. in low 
level flight at low depression angles) the position and 
orientation accuracy should be limited by the accuracy 
of feature location within the scene (subject to image 
blurring and database accuracy). 

In a dive with a small range variation within the 
field of view the position and orientation accuracy will 
change and position vs. orientation ambiguities will 
begin to appear (primarily in lateral position and az- 
imuth). If accurate position information is available 
(e.g. from the navigation system) then these ambi- 
guities should be resolved to give accurate orientation 
and vice versa. Position accuracy along the sightline 
and roll about it remain a direct function of range and 
angle off boresight of the appropriate features. 

However during the final dive towards the target the 
estimation of the position and orientation of the sensor 
may well be of secondary interest since the location of 
the target within the image for use in guidance and 
aim point refinement is likely to be of more impor- 
tance for system effectiveness. The accuracy of target 
position within the image should be a direct function 
of the range and matching accuracy and the database 
accuracy. 

7.    PROTOTYPE SYSTEM RESULTS 

Fig.4 shows a generic trajectory along which image 
data has been gathered from the terrain model. The 
trajectory starts at about 300m and pulls up and then 
levels out at about 600m before diving towards a tar- 
get. The diagram (Fig.4) also shows the position es- 
timates which IDF produced from individual image 
frames while tracking along the trajectory with no 
smoothing. An enlargement of part of the trajectory 
is shown in fig.5 with a 5m circle shown for reference. 

Although IDF is designed to be used in a tightly cou- 
pled filter integrated with a navigation system, the 
prototype system was in fact able to track the tra- 
jectory from the initial frames to the end point using 
only information from the images and the database 
and with no smoothing filter. With a small amount 
of smoothing IDF could track unaided in the presence 
of injected noise at a level of 3m and 0.1° on all axes. 
The image in Fig.2 was taken from the end of such a 
run and shows accurate targeting. 
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Fig.6 shows IDF using images from another trajec- 
tory consisting of a straight line at a constant height 
of about 300m diagonally across the model but viewed 
directly along the trajectory in order to view devia- 
tions from it. The deviations are predominantly ver- 
tical tending to confirm the major error is along the 
optical axis. 

The noise levels achieved were, as predicted, worse 
along the camera line of sight. IDF noise levels were in 
general comparable with those predicted above. Dif- 
ferences from predicted levels were generally of the 
same order as variations between frames with differ- 
ent feature distributions. Results were sometimes bet- 
ter than the predictions perhaps showing significant 
gains from averaging over a larger number of feature 
positions. The accuracy achieved was dominated by 
uncorrected radial distortion in the camera lens. The 
accuracy levels achievable were found to be about 4m 
rms laterally and 8m rms along the sightline. When 
large levels of noise were injected into the initial search 
start point the noise on the position and orientation 
estimates seemed non Gaussian, as might be expected 
if there were occasional substantial mismatches in the 
initial feature association. Plots of error histograms 
are shown in Fig.7 and Fig.8. Fig.7 shows the his- 
togram of positional errors in metres over 170 frames 
of a flat trajectory. Fig.8 shows the corresponding 
histogram of orientation errors in roll, pitch and yaw 
in tenths of a degree. This is the subject of ongoing 
study. 

8.    CONCLUSIONS 

A prototype system has been developed, and has been 
used to demonstrate the principal benefits of IDF. 
These are:- 

1. it can automatically pin-point large fixed un- 
bounded targets. 

2. it uses available information about the vehicle's 
current position and refines this with respect to 
visible landmarks. The target position is calcu- 
lated with respect to these landmarks. 

3. it does not require detailed information concern- 
ing the target other than its geographical loca- 
tion. 

4. it is a Line Of Sight (LOS) system; its accuracy 
increases as range to the target decreases. 

5. it can be used for aim-point refinement: once 
a large target is located using the methods de- 
scribed, IDF can use a more detailed 3D model 
of the target to identify particular features of the 
target. 

6. it could be performed in real-time using currently 
available technology. 

7. it is stealthy; it does not rely on systems such as 
GPS, and it emits no radiation. 

Planned future work includes studies into how new 
feature extraction techniques might improve the accu- 
racy of the positional data obtained from IDF and a 
comparison of alternative model matching strategies. 

BASE also hopes that a demonstration of a simulator 
may be provided by using the SRC Terrain Model. 
The gantry and camera would be controlled by the 
IDF software locating and tracking its chosen target. 
If successful, hardware would be produced capable of 
being used on flight trials. 
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SUMMARY 

The goal of this paper is to familiarize the reader with the 
major image and video compression technologies in the 
context of weapons control (WC) and bomb damage 
indication (BDI) applications. Toward this goal, we dis- 
cuss the operation and limitations of the four major still 
image compression techniques: discrete cosine transform 
(DCT), wavelet transform, vector quantization, and frac- 
tal. We then consider the broader problem of implement- 
ing video compression algorithms which use the previ- 
ously discussed still image compression algorithms as 
basic building blocks. Some of the techniques examined 
here are motion estimation, motion compensation for 
prediction and interpolation, and 3-dimensional subband 
coding. Finally, we discuss the major characteristics of 
digital video compression and transmission systems, 
concentrating on the impact they have on WC and BDI 
system performance. Many of these characteristics are 
desirable in every compression application (e.g., good 
image quality) but some of them are especially important 
for low-cost remote-sensing platforms (e.g., a low-com- 
plexity video encoder). In addition, some characteristics 
like video latency are important for the weapons control 
application but not for the BDI application. Within this 
framework, we discuss the various image and video com- 
pression technologies available and highlight those 
which are particularly good or bad for WC/BDI applica- 
tions. 

1.    INTRODUCTION 

Recent advances in computational hardware and signal 
processing theory have made the transmission of real- 
time digital video possible. Thus far, there have been 
two driving applications in this field: (1) video broadcast 
via such media as CDROM, terrestrial radio frequencies 
(RF), and satellite RF and (2) video teleconferencing. 
The key paradigm for video broadcasting which is 
opitimized by the MPEG standards [1], [2] is to make the 
receiver as cheap as possible since there are many re- 
ceivers but only a few transmitters. For video telecon- 
ferencing, on the other hand, the goal is to make the sys- 
tem as symmetric as possible because every system must 
be able to both transmit and receive video in real-time. 
In addition, broadcast video is generally expected to be of 
very high quality (MPEG 1 video should look at least as 
good as that of a standard VCR, for example) while a 
considerable amount of degradation is accepted in telecon- 
ferencing video. 

The paradigms for military remote-sensing video are con- 
siderably different from those of either broadcast or tele- 
conferencing video. First and foremost, the transmitter 
and, consequently, the video encoder, must be as low in 
complexity as possible while the decoder complexity is 
far less important. Reducing the complexity of the en- 
coding translates into reduced space, weight, and power 
requirements on the sensor platform. At the very least, 
relaxing these requirements reduces the cost of the com- 
plete system, but it can also be the enabling factor which 
makes the system possible in the first place. The issue 
of transmitter complexity and its associated costs be- 
comes even more important for weapons control and 
bomb damage indication (WC/BDI) applications where 
the transmitter is expendable. Currently, analog video 
datalinks derived from the NTSC television broadcast 
standard are used, but these suffer from a variety of short- 
comings including low resolution, jamming/intercept 
vulnerability, and a lack of flexibility to varying video 
data types (e.g., Ladar, SAR, IIR, etc.). Digital video 
transmission can overcome all of these shortcomings, 
albeit at a higher transmitter cost. 

In this paper, we study a number of compression tech- 
nologies and evaluate their suitability for WC/BDI appli- 
cations. In Section 2, we introduce the notation and 
terminology which will be used throughout this paper 
while Section 3 discusses the four most common still 
frame compression technologies. Still frame compres- 
sion is studied both for its own sake and because it forms 
the basis of the video compression strategies introduced 
in Section 4. Section 5 analyzes the ability of the vari- 
ous algorithms presented in the earlier sections to satisfy 
the WC/BDI compression requirements. Finally, con- 
clusions are presented in Section 6. 

2.    NOTATION AND TERMINOLOGY 

Throughout this paper, the terms compression and coding 
are synonymous and will be used interchangeably. We 
use the word coding to describe the compression process 
because an actual bit stream describing the image is 
output by the compression algorithm. Historically, this 
process is referred to as source coding, a term which orig- 
inates from Shannon's original work on information 
theory [3]. Consistent with this terminology, we refer to 
the part of the algorithm which performs compression as 
the encoder and the part which performs decompression 
as the decoder. 
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variable bit rate, and, thus, getting the coded image 
through a fixed bit rate channel requires either that we it- 
erate the coding process (changing a quality factor until 
the desired' bit rate is achieved) or that we use a large 
buffer with some form of feedback control from the quan- 
tizer. This later approach is the one taken in the MPEG 
standards. 

As regards the WC/BDI problem, DCT-based methods 
have much to offer. First and foremost, the complexity 
of a still-frame DCT-based encoder is very low because 
the complexity of the 8x8 DCT is very low. In addition, 
the algorithm scales linearly with the dimensions of the 
image, and it is highly parallelizable. Finally, a great 
deal of commercial hardware is available which can be 
easily leveraged for military applications. The only real 
drawback of a DCT-based coding algorithm is its perfor- 
mance at low bit rates- the boundaries between the 8x8 
blocks appear in the reconstructed image. Consequently, 
for low bit rate transform coding, transforms which 
maintain spatial locality and yet have overlapped blocks 
are preferable. Such transforms are often called modified 
lapped transforms (MLT) or multirate filter banks [7] and 
certain members of this general class can be used to effi- 
ciently implement discrete wavelet and wavelet-packet 
decompositions. 

2.3       Wavelet and Wavelet-Packet 
Transforms 

Wavelet and wavelet-packet transforms are two members 
of the general class of subband coding methods. While 
other forms of subband coding have been discussed in the 
literature at great length [8], a general consensus has 
formed over the past few years that wavelet and wavelet- 
packet techniques offer the best in coding performance. 

The block diagram of one level of a 2-dimensional 
wavelet transform is shown in Fig. 2 where L and H in- 
dicate lowpass and highpass filters respectively and the 
subscripts v and h indicate the direction in which the fil- 
ter operates (vertical or horizontal). The downward- 
pointing arrow followed by the 2 represents the down- 
sampling operation in which every other sample point is 
discarded- this maintains the same sampling density in 
the wavelet domain as existed in the original image. To 
get a true wavelet transformation, the decomposition of 
Fig. 2 is iteratively applied, first to the original image 
and then to the low-low band at each successive level un- 
til, in the limiting case, there is only one pixel remain- 
ing in the final low-low band. A mapping of wavelet 
coefficients is shown in Fig. 3 for a 3-level wavelet de- 
composition where the two capital letter indicate the fre- 
quency band (e.g., HL corresponds to a high-low band) 
and the subscript indicated the scale of that band. In this 
figure, lower scale numbers correspond to finer edge fea- 
tures in the image while higher number correspond to 
subsampled coarse features. Note that all of the bands 
represent different resolutions of edge features except the 
final low-low band which contains all of the remaining 
low frequency image content. The wavelet coefficient 
mapping illustrated in Fig. 3 can be converted perfecüy 
back into the original image if the correct filters L and H 
are used in Fig. 2.   The conditions on these filters were 

first presented in [9] and later used by Daubechies in her 
compactly-supported (i.e., having a finite impulse re- 
sponse filter bank implementation) orthogonal wavelets 
[10]. In order to show the equivalence between this dis- 
crete wavelet transform (DWT) and the continuous 
wavelet transform, Daubechies required her filters to have 
an additional quality called regularity which is somewhat 
related to the number of zeros which filter L has in the 
frequency domain at K. Relaxing the orthogonality con- 
straint, perfect reconstruction biorthogonal wavelets and 
filter banks have also been created [11], and these have 
been shown in recent years to be the most effective for 
image compression applications [12]. 
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Figure 2: 4-band, 2D wavelet decomposition. 
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Figure 3:  Wavelet coefficient map. 

Early wavelet compression algorithms followed the same 
format as the DCT-based coder illustrated in Fig. 1: 
transform, quantize, and losslessly encode [13]. This 
methodology generated better results with a wavelet 
transform than with a DCT, but the difference was only 
on the order of a few decibels in PSNR improvement. It 
was not until the advent of the Embedded Zerotree 
Wavelet (EZW) algorithm developed by Shapiro [14] that 
a vast improvement in still frame compression quality 
was realized over DCT-based methods like JPEG. The 
most important concept introduced in this algorithm is 
that of forming zerotrees of wavelet coefficients. This 
idea makes it possible to efficiently exploit the correla- 
tion between insignificant coefficients at different scales. 
This basic concept has since been further optimized using 
an entropy-constrained quantization approach to achieve 
some of the best wavelet coding results published to date 
[15]. 
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In general, there are two forms of coding: lossless and 
lossy. As the names suggest, lossless coding implies 
that the image produced by the decoder is identical to that 
which went into the encoder. Unfortunately, the com- 
pression ratio that one can achieve using lossless coding 
is image dependent and is generally not more than 4:1 (4 
times fewer bits in the compressed image than were in 
the original). Lossy coding, on the other hand, implies a 
loss of information in the coding process leading to a 
degradation in the quality of the decoded image. To accu- 
rately characterize the quality of a lossy coder, one must 
specify a rate-distortion curve- i.e., the bit rate 
(compression ratio) of the coded image versus the distor- 
tion introduced by the coding process. This distortion is 
typically measured by either mean squared error (MSE) 
defined as 

Image- 

MSE-xiYXSV(m'n)-*(m'n)f       <!> 
or peak signal to noise ratio (PSNR) which is general 
given in decibels and is defined by 

PSNR = 20-log10(j^). (2) 

In (1) the original and coded images are given by x(m,n) 
and x(m,n), respectively, and both are X by Y pixels in 
size. Thus, in later sections when we discuss the rate- 
distortion performance of a coding algorithm, we are 
simply referring average distortion introduced into the 
output image as measured by (1) or (2) compared to the 
number of bits used to represent it in coded form. 

3.    IMAGE   COMPRESSION 

3.1       Overview 

The objective of still image compression or coding is to 
reduce the number of bits of information needed to repre- 
sent a given image by eliminating redundancy in the im- 
age (lossless compression) and by introducing distortion 
into the image in a manner which is acceptable to the 
viewer [4]. While lossless compression is desirable, the 
amount of bit rate reduction it can achieve depends on the 
entropy or information content of the image. Allowing 
distortion to be added to the image by the compression 
process results in a loss of information, but it also 
makes it possible to achieve arbitrarily high compression 
ratios at the cost of accepting large amounts of distor- 
tion. Thus, any lossy image compression algorithm 
must characterized by a rate versus distortion curve in or- 
der to properly characterize its quality. 

In recent years, four major coding techniques have domi- 
nated the engineering literature, and all of these have be- 
come commercially available in some form. The four 
major approaches are: discrete cosine transform (DCT), 
wavelet transform (WT), vector quantization (VQ), and 
fractal. Some of these techniques can also be combined 
to create a hybrid coding algorithm, the most common 
approach to this being to combine a transform with VQ. 
In this work, we give only a brief overview of each of 
these methods, focusing on characteristics which affect 
their utility in WC/BDI applications. 

Transform Quantize 
losslessly 

encode 
Compressed 

Bit stream 

Figure 1: Block diagram of an image encoder. 

3.2        Discrete  Cosine Transform 

Coders based on the DCT are by far the most pervasive 
today. Included in this group are the motion picture ex- 
perts group (MPEG) 1 and 2 standards for broadcast video 
[1], [2], the CCITT H.261 standard for video teleconfer- 
encing [5], and the joint photographies experts group 
(JPEG) standard for still image compression [6]. For 
these coding algorithms, a separable 2D DCT is per- 
formed on each 8x8 block of image pixels. Specifically, 
the forward transform of the DCT is defined by the JPEG 
standard as 

c/     ,    C(u)C(v) ^ ^ F(u,v)=   ^'p '2,2,' 
j=0k=0 

f(j,k)cos (2J+1)U7C 
16 

■cos 
(2k + l)v7C 

16 

(3) 

where f(j Jc) is an 8x8 block of image pixels and 

C(x) =   '-^    ifx = ° (4) 

The inverse transform is similarly defined with the roles 
of (j.k) interchanged with those of (u,v). Using these 
relatively small blocks reduces the amount of computa- 
tion required and preserves a reasonable amount of spatial 
locality in the transform domain. This second point is 
important because the underlying statistics of a typical 
image are highly nonstationary and, therefore, to maxi- 
mize coding efficiency, bits must be allocated spatially 
across the image in a nonuniform manner. In addition, 
since non-overlapping blocks of the image are trans- 
formed, the entire process is easily parallelized. The use 
of nonoverlapping blocks is also the Achilles heel of 
such algorithms at low bit rates, however, because block 
boundaries begin to appear in the reconstructed image. 
These artifacts begin to emerge in JPEG-coded images as 
the compression ratio is increased above 20:1. 

Figure 1 shows a block diagram of the complete trans- 
form-based image encoder in its simplest form. In the 
figure, each block of the image is first converted into its 
frequency components by the transform (defined by (1) 
for the DCT). After transformation, the blocks of coeffi- 
cients are quantized with varying numbers of bits being 
allocated to different frequency components. The distri- 
bution of bits amongst the frequency components can be 
either fixed for all time or it can be adapted and transmit- 
ted to as side information- this second approach gener- 
ally provides superior performance. After quantization, 
the coefficients are losslessly encoded either by using 
run-length and Huffman coding or by using an arithmetic 
coder. The purpose of the lossless coding is to eliminate 
any remaining statistical redundancy in the image; thus, 
if the corruption of 1 bit during transmission causes the 
reconstructed image to degrade into white noise, the en- 
coder has done an excellent job. It should be noted that 
the use of lossless coding makes this coder inherently 
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Figure 4: Vector quantization-based encoder and decoder. 

A wavelet-packet decomposition uses the basic filtering 
process described by Fig. 2, but instead of successively 
subdividing the low-low band, it adapts the decomposi- 
tion to the image using some criterion. The first work 
in this field used entropy to determine whether or not a 
given band was further subdivided [16] while later work 
optimized the decomposition in a rate-distortion sense 
[17]. These methods are very computationally expensive 
compared to a standard wavelet transform because of the 
added need to adaptive the decomposition, but, when 
combined with the zerotree concept, they deliver excellent 
rate-distortion performance on difficult images [18]. 

In terms of the objective PSNR (or equivalently MSE) 
distortion measure, wavelet-based coding algorithms out- 
perform DCT-based algorithms at all bit rates. This dif- 
ference, however, only becomes visually perceptible at 
lower bit rates and even this is mostly because of the se- 
rious blocking artifacts which appear in the DCT-coded 
image. Thus, for higher bit rate applications (e.g. less 
than 20:1 compression ratios) there is little perceptible 
advantage to using a wavelet-based over a DCT-based 
coder, but there is a considerable increase in computa- 
tional complexity. The computational complexity of a 
DWT for an NxN image is £N2 where the constant k 
depends on the exact filters used in Fig. 2 and the number 
of levels of the wavelet decomposition. For the very low 
complexity 5/3 biorthogonal wavelet [11] with 5 levels 
of decomposition k is 30 while for the allpass wavelet 
(the most computationally efficient wavelet having good 
filter quality) it is 7 [19]. The complexity of the block 
based-DCT, on the other hand, is also £N2 but with k 
less than one, giving it a considerable computational 
advantage. At very low bit rates, however, the perceptual 
quality of a wavelet-coded image is far better than that of 
a block-based DCT. In such situations, the image coded 
with the DWT is generally blurred, suffering from 
ringing or blocking artifacts at sharp edges within the 
image. The exact nature and extent of these artifacts 
depend on the lengths and smoothness of the wavelet fil- 
ters used in the decomposition. For shorter biorthogonal 
wavelets, such distortions are not severe, and reasonable 
image quality can often be attained down to compression 
ratios of 100:1. 

3.4       Vector Quantization Methods 

A Vector quantizer groups L input samples (in this case 
pixels) together into an input vector x and measures the 
Euclidean distance, 

d=I(x(k)-Ci(k)f, 
k=0 

(3) 

between that vector and a set of codevectors cj in what is 
called the codebook. The index i of the codevector with 
the smallest Euclidean distance (i.e., the one most simi- 
lar to the input vector) is then transmitted to the receiver 
which then looks up this index in its own codebook to 
find an approximation to the original input vector. The 
encoder and decoder for this process are illustrated in Fig. 
4. Note that the encoder and decoder must have access to 
exactly the same codebooks and that the quality of this 
method is directly dependent on the quality of the code- 
book. 

The motivation for this technique comes from an obser- 
vation in Shannon's landmark paper [3] that by allowing 
the size of the coded vector to grow to infinity, the effi- 
ciency of the coder could achieve the theoretical bound-- 
i.e., the vector could be coded with the absolute mini- 
mum number of bits. Unfortunately, infinite length vec- 
tors are difficult to work with in practice, and this theo- 
retical observation provides no clues as to how one 
might actually design the vector quantizer. An algorithm 
called the generalize Lloyd or LBG (Linda, Buzo, and 
Gray) algorithm [20] has been developed to design VQ 
codebooks, but it is only guaranteed to converge to a lo- 
cally optimal solution. As the dimension of the input 
vector and the size of the codebook increase, it becomes 
more and more difficult to find good solutions using this 
algorithm. This problem becomes especially obvious 
when one directly applies VQ to image compression be- 
cause the input vector are reasonably large (typically 4x4 
or 8x8 groups of pixels) and the codebooks are very large 
(many thousands of codevectors). Even worse, however, 
is the huge variety of possible input sequences. The VQ 
codebook design process tries to distill out of a sequence 
of training vectors the essential "truths" of that sequence- 
- i.e., the fundamental feature blocks that best describe a 
set of images. Unfortunately, the space of all possible 
image sequences is simply too broad for such a method 
to be effective. On smaller, narrowly defined image sets, 
though, such techniques may prove to be very useful. 

In order to overcome some of the limitations of this un- 
structured VQ approach, numerous researcher have studied 
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ways to add structure to the VQ coder. Some approaches 
which have been found to be useful for image 
compression include mean-gain-shape VQ [21], transform 
VQ [22], [23], product code VQ [24], and multires- 
olutional VQ [25]. All of these techniques allow a priori 
knowledge about the input source to be included into the 
coding model, simplifying and robustifying the design. 
In addition, if the VQ is forced to have a binary, tree- 
structured codebook, the search complexity for a code- 
book of size M can be reduced from M Euclidean distance 
comparisons to just log2M. The decoder operation is 
simply a table lookup operation, so the encoder search 
represents all of the complexity in a conventional VQ 
implementation. From the perspective of the WC/BDI 
problem, it is unfortunate that most of the complexity 
resides in the expendable encoder. If vectors of size 4x4 
are used, each Euclidean distance calculation requires 32 
operations, making the total complexity 2 ■ M • N2 oper- 
ations for an image of size NxN. While this is quite 
high (M is generally greater than 1000), the structure of 
this search process is very regular and, consequently, well 
suited to VLSI implementations. 

Despite their theoretical advantages, the performance of 
most VQ codering algorithms on images taken from out- 
side their training sets lags that of transform-based 
coders. It should be noted, however, that vector quantiza- 
tion is actually a superset of all of the other image cod- 
ing techniques discussed in this paper. For example, a 
coder with identical rate-distortion performance to the 
JPEG coder can be implemented using a full search VQ 
on 8x8 blocks of image pixels- the DCT, quantization, 
and lossless compression can be implicitly incorporated 
into the VQ codebook. Even fractal coding, which is dis- 
cussed in the next section, can be implemented in a VQ 
framework. Of course, it is generally more efficient to 
implement transform and fractal coders explicitly than it 
is to use a VQ formulation. 

3.5       Fractal Methods 

Fractal coding methods are based on the assumption that 
natural images have fractal characteristics- i.e., that the 
same basic features appear in different spatial locations 
and at different scales throughout the image. While a 
fractal coder also uses transformations, it is far different 
than those discussed above because the transforms them- 
selves and not the transform coefficients are what is 
transmitted to the decoder. A fractal-based encoding algo- 
rithm is shown in Fig. 5. Basically, a number of map- 
pings must be devised which map all of the blocks of the 
image to other, smaller blocks of the image. Going 
from large to small blocks results in a contractive map- 
ping which is a necessary condition to ensure conver- 
gence in the decoder when the mapping is iterated. 
Overlapping is allowed in both the domain (original) 
blocks and the range (translated and contracted) blocks and 
the Collage Theorem is used to smoothly fuse blocks to- 
gether. If the mappings are designed properly, an ap- 
proximation of the original image can be reconstructed in 
the decoder by iteratively implementing these mappings 
(starting from any arbitrary image) until convergence is 
achieved. An excellent, in-depth treatment of fractal 
coder design is presented in [26]. 
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Figure 5: Block mappings for iterative fractal encoder. 

While fractal coding algorithms are amongst the most 
mathematically elegant, they do have their drawbacks. 
The first and foremost of these is that their encoder com- 
plexities are extremely high. By contrast, the complex- 
ity of a fractal decoder is almost trivial, but, unfortu- 
nately, this asymmetry is exacdy the opposite what is 
needed for still frame compression in WC/BDI applica- 
tions. In addition, the rate-distortion performance of frac- 
tal coders has been found to be generally inferior to that 
of DCT- and wavelet-based coders. Some impressive 
claims of good image quality at compression ratios of 
1000:1 have been made, but these have not been well 
substantiated in comparative tests on large, diverse sets 
of natural images. 

4.    VIDEO   COMPRESSION 

4.1       Overview 

In video coding algorithms, both interframe and in- 
traframe redundancy are removed from an image sequence. 
To remove intraframe redundancy, one of the still image 
compression algorithms discussed in the last section is 
often used. The most common video coding schemes use 
block-based motion-compensated prediction to create a 
residual image which has very low energy and can, 
therefore, be coded with very few bits . A generic en- 
coder is shown in Fig. 6 while the corresponding decoder 
is shown in Fig. 7. Most of the video coding algorithms 
using motion-compensation fit into this framework, 
including MPEG 1 and 2. Comparing the figures, one 
notes that the video encoder actually contains a complete 
copy of the still frame decoder in its feedback loop. 
Excluding the still frame encoder and decoder, the two 
most complex blocks in Fig. 6 are the motion estima- 
tion and rate buffer blocks. By effectively estimating the 
motion and compensating for it in the feedback loop, a 
residual image with little energy is formed, and this can 
be coded by the still frame encoder with very few bits. 
As a general rule, however, the better the motion esti- 
mate is, the more complex the estimator must be. The 
rate buffer, on the other hand, does not require a lot of 
computational processing power to implement: it is 
complex because it must dynamically adjust the quantiza- 
tion in the still frame encoder so that a constant bit rate 
can be output without buffer over- or underflows. 
Performing this operation well requires large amounts of 
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Figure 7: Generic video decoding system. 

hand optimization in the design process and a lot of logic 
circuitry in the buffer controller. A number of possible 
rate buffer implementations have been proposed in [27]- 
[29]. 

4.2       Video Encoding and Decoding 

The video encoder described by Fig. 6 can produce three 
different types of video frames: I-frames, B-frames, and 
P-frames. A typical mix of such frames is shown in 
Fig. 8. An I-frame is coded only using information from 
within that frame (i.e., intraframe coded), and, conse- 
quently, allows a clean break-in or resynchronization 
point within the video sequence. It is very important to 
have these break-in points to allow the receiver to resyn- 
chronize in the event of an uncorrected transmission bit 
error. The density of I-frames determines how many sec- 
onds of video are corrupted in the event of a transmission 
error. A P-frame, on the other hand, is the prediction 
residual from the last P- or I-frame in the sequence- it 
has no dependence on future frames. Obviously, P- 
frames do not offer break-in points and errors from past 
frames will propagate into them. The last standard kind 
of frame is a B-frame which is bidirectionally predicted 
from both past and future frames. The highest compres- 
sion is achieved with B-frames, but they cannot be used 
to predict future frames because they, themselves, depend 
on future frames 

By comparison, the operation of the video decoder as 
shown in Fig. 7 is quite simple with its most complex 
element being the still frame decoder. The reordering 
block is needed only if bidirectionally predicted frames are 
used and, while it increases the memory requirements of 
the decoder, it has no impact on its computational 
complexity. Note that the decoder shown in Fig. 7 does 
not support the use of motion-compensated interpolation 
to fill in discarded frames. Using this interpolation 
greatly increases the computational complexity of the de- 
coder with no cost to the encoder, making it well suited 
to the remote-sensing paradigm. 

4.3       3D Subband Coding 

Another video compression technology which has shown 
much promise in recent years is motion-compensated 3- 
dimensional subband coding. A 3D subband decomposi- 
tion transforms the sequence not only in the two spatial 
dimensions but also in the temporal dimension, creating 
a time-frequency-space mapping of the sequence. In the- 
ory, this decomposition alone should be able to capture 
and localize motion information, but recent work has 
found that the addition of global motion compensation 
greatly improves performance [30], [31]. The video en- 
coding and decoding algorithms shown in Figs. 6 and 7 
also describe the basic structure of a motion-compensated 
3D subband coder where the 'image encoder' and 'image 
decoder' blocks now process sets of images. Obviously, 
this also forces other blocks in the system, most notably 
the motion compensation block, to process sets of image 
frames as well. 
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Figure 8: Typical mix of coded frames. I-frames, P- 
frames, and B-frames are intra, unidirectionally- predicted, 

and bidirectionally-predicted frames, respectively. 

4.4       Motion-Compensated   Interpolation 

An important technique for improving the perceptual 
quality of compressed image sequences is bidirectionally 
motion-compensated interpolation. This approach is il- 
lustrated in Fig. 9. First, the past and future frames arc 
reconstructed, and these are used along with motion in- 
formation to interpolate the missing frames.  In Fig. 9, 
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for example, the interpolated frame Ii is a linear combi- 
nation of 4/5ths the past frame and l/5th the future frame 
where each of these have been motion compensated be- 
fore being combined. To perform the motion compensa- 
tion, the past frame is moved forward along the motion 
vector(s) while the future frame is moved backward along 
it (them). If multiple vectors are used in a block-based 
compensation scheme, overlapping and non-covered areas 
in the interpolated images must be considered. 
Bidirectional interpolation does not truly add any new in- 
formation to the image sequence, but it does increase its 
perceived quality by maintaining a sharp, smooth blend- 
ing of true image frames, simulating a far higher frame 
rate than was actually transmitted. Note that bidirec- 
tional interpolation is a part of the bidirectional predic- 
tive coding used in Fig. 6 and 7- the bidirectionally in- 
terpolated image forms the estimate which is subtracted 
from the original image to create the differential update 
(B-frame) in the encoder. The MPEG coding algorithm 
also allows for the use of motion-compensated interpola- 
tion in the decoder [1]. 
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Figure 9:  Motion compensated interpolation. 

blocks, multiplying them, and then taking the inverse 
FFT. This has the advantage over spatial domain corre- 
lation in that subpixel accuracy can be achieved simply 
by zero padding in the transform domain. Another ap- 
proach is to perform the frequency domain correlation 
over the entire frame and then do block matching at the 
correlation spikes to determine which blocks moved 
where. This has proven to be especially effective for 
high quality interpolation using a variant frequency-do- 
main memod called phase correlation [33]-[35]. Finally, 
we note that, thus far, pixel based methods like optical 
flow [36]-[38] have not been widely applied in image 
coding because of the high cost associated with coding 
the flow vectors. 

5.    WC/BDI TRADEOFFS IN VIDEO 
CODERS   DESIGN 

The most important features in a video coding algorithm 
designed for weapons control and bomb damage indica- 
tion applications are low encoding complexity, low la- 
tency, acceptable quality, flexible data type, and robust- 
ness to channel errors. All of these can be simultane- 
ously achieved as long as one does not also constrain the 
bit rate. Of course, all realistic channels have bandwidth 
constraints, so perfectly satisfying all of these constraints 
in the same system is impossible. Instead, one must 
study the tradeoffs associated with different design 
decisions. 

5.1       Encoding   Complexity 

4.5       Motion   Estimation 

The motion estimation process is truly the heart of video 
compression in that it has a very large effect on the effi- 
ciency of the system and pn the quality of the resulting 
output. The most common method currently used is 
block-based motion estimation where blocks of pixels 
from the past frame are compared with blocks in the 
current frame in under to determine where they moved. 
Using these vectors, one can then compensate the past 
frame in Fig. 6 for the motion (e.g., move the blocks to 
their new locations) before subtracting it from the current 
frame [32]. The most common way to determine the 
movement of the blocks is to use full-search block 
matching in which a spatial-domain correlation is 
performed between a block in the previous frame and a 
region around that block in the current frame. This is 
computationally expensive, and it often results in poor 
motion estimates when displacements of less than one 
pixel are involved. To overcome this second problem, 
one can interpolate the blocks to achieve subpixel 
accuracy, but this further increases the computational 
complexity. Faster spatial correlation methods such as 
the three point search have been developed to reduce the 
computational complexity [4], but these only converge 
to the optimal motion vector if the error surface is 
convex (which is not often the case). 

Another class of motion vector estimation methods are 
those based on frequency domain correlations. For ex- 
ample, block matching can also be done by taking the 
fast Fourier transforms (FFTs) of the past and current 

5.1.1 Still Frame Encoding 

The conventional video encoder shown in Fig. 6 contains 
a still frame encoder and decoder. In the case of a DCT- 
or wavelet-based algorithm, the inclusion of this feedback 
loop doubles the complexity of the video encoder. Using 
instead a non-symmetric still frame scheme like VQ or 
fractal coding greatly reduces the cost of adding the 
decoder to the feedback loop but greatly increases the 
basic cost of the encoder, leading to a net increase in 
computational complexity over a transform-based sys- 
tem. Given this along with our earlier discussion about 
still-frame coding algorithms, we conclude that the best 
choice is a transform coder, although which one depends 
very much on the bit rate at which the system is designed 
to operate. Because both the forward and inverse 
transforms must be performed, the computational advan- 
tage of the block-based DCT over the wavelet transform 
becomes even more pronounced. On the other hand, if 
too few bits are allocated to code each I-frame, severe ar- 
tifacts are introduced into the sequence by the transform, 
and these will only be exacerbated in die differentially 
coded frames. Consequently, despite its computational 
complexity, wavelet-based coders are preferable at lower 
bit rates. 

5.1.2 Video Encoding 

As pointed out in the last section, the feedback loop in 
Fig. 6 adds a great deal of computational complexity to 
the system. If subpixel interpolation is used in the mo- 
tion-compensation block, the encoder complexity is in- 
creased even more.   If the motion compensation can in- 
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stead be performed in the transform domain, the still 
frame decider block can be eliminated, greatly reducing 
the complexity. While this has been recently proposed 
[39], the idea is not yet proven. Better still would be the 
elimination of the entire feedback loop, but this would 
make it much more difficult to exploit temporal redun- 
dancy in the sequence. 

5.2 Low Latency 

The need for low latency is most obvious in the weapons 
control problem-- if the delay between when the image 
was acquired and when it is viewed by the pilot becomes 
too great, then by the time the pilot's control input gets 
to the weapon it might be too late to update the weapons 
course. The latency issue is simplified, however, be- 
cause the pilot does not directly control the weapon: he 
simply performs the final target selection. Thus, a few 
seconds of latency in the video may be acceptable as long 
as a frame motion history is maintained in the weapon so 
that it knows where a spot designated in a past frame has 
moved to in the current frame. The issue of exactly how 
much latency can be tolerated for weapons control 
depends largely on the speed and maneuverability of the 
weapons as well as the speed of the target. Since man- 
in-the-loop control is generally only used for ground tar- 
gets and with relatively slow weapon platforms, it is 
likely that considerable delay can be tolerated. 

For the BDI problem, the requirements for video latency 
are less severe, but they still exist. Consider, for exam- 
ple, an encoder which introduces a latency of 2 seconds 
into the video stream. With such an encoder we will 
lose, on the average, the last second of video which, if 
the BDI sensor is mounted on the weapon itself, could be 
critical information. Thus, latency must be considered in 
this application as well. 

5.3 Acceptable   Quality 

While objective measures like MSE (or, equivalently 
PSNR) roughly characterize image quality, it is well 
known that they have many flaws. It is for this reason 
that human perceptual evaluations have formed the cor- 
nerstone of HDTV evaluation. The same holds true for 
WC/BDI applications but with a twist: it is not impor- 
tant that the video 'look good', but rather it is only im- 
portant that the video be usable. Thus, pilots and ana- 
lysts must be able to examine the video to recognize tar- 
gets and to assess damage. A highly compressed image 
appears to be blurrier than the original, but the actual 
distortion is highly nonlinear. This means that subjec- 
tive evaluations with the actual users of this video are 
necessary- evaluations which must be performed within 
a statistically valid framework to be meaningful. In 
other words, the evaluation must do more than simply 
asks for opinions; it must assess the ability of the sub- 
ject to correctly perform his job. Little such data cur- 
rently exists, making it impossible to accurately charac- 
terize the image quality required of a future WC/BDI sys- 
tem. 

5.4 Flexible  Data  Types 

Logistically, it would make sense to use common, scal- 
able image and video compression algorithms for all res- 
olutions and types of sensors. Visible and imaging in- 
frared (IIR) sensors are the most likely candidates for 
WC/BDI compression, but one might wish to use the 
same datalink to also transmit Ladar and SAR images for 
other applications. Thus, it makes sense to design flexi- 
bility into the system. In a general sense, just using a 
digital communications system greatly increases the flex- 
ibility over older analog system which had frame rates 
and resolutions built directly into the waveform. To 
achieve the best compression performance on all data 
types, however, it is important that the encoder be fully 
adaptive- i.e., that it not depend on a priori knowledge 
about the image set. Such knowledge is invariably sen- 
sor dependent and is unlikely to generalize well. This a 
priori information often appears in a coding algorithm in 
the form of VQ codebooks, nonuniform scalar quantizers, 
Huffman lookup tables and arithmetic coder models. 
These last two are only a problem if they are fixed rather 
than being image adaptive. 

5.5 Robustness to Channel Errors 

The RF environment is a noisy one because every elec- 
tronic device radiates some RF energy at some frequen- 
cies. In the military arena, this unintentional radiation is 
compounded by the problem of intentional jamming by 
the enemy. The process of compression or source coding 
as it is called by Shannon extracts redundancy from the 
input signal. If the source coding is optimal (i.e., all re- 
dundancy has been extracted) then a single bit error in 
transmission will turn the reconstructed signal at the re- 
ceiver into noise. To protect the compressed signal, it is 
necessary to add redundancy back into it in such a way 
that errors can be detected and/or corrected. This is called 
channel coding. Shannon has shown that the optimal 
transmission signal (in terms of bit rate and robustness 
to channel errors) can be achieved by using separate 
source and channel coding [3]. The two most common 
forms of channel coding used today are the block-based 
Reed-Solomon and BCH codes and the infinitely extend- 
ing convolutional codes [40]. Recently, research has be- 
gun on joint source-channel coding in an effort to de- 
crease the complexity of the complete system [41], but 
such efforts are still in their early stages. 

The other major factor affecting both the bit throughput 
and the signal robustness is the analog modulation. 
Using advanced modulation techniques like quadrature 
amplitude modulation (QAM) [42] or vestigial sideband 
modulation (VSB) [43], it is possible to robustly trans- 
mit 20 Mbits/sec of digital data over a single 6 MHz 
analog television channel. Even using MPEG 1 com- 
pression with its nominal bit rate of 1.5 Mbits/sec, one 
can transmit 13 digital channels in the space currently 
used for one analog channel. These advanced modulation 
schemes are optimized for Gaussian noise because that is 
generally a reasonable model for noise sources in such 
RF channels. Thus, while a Gaussian noise jammer is 
very hard to overcome for an analog video transmission 
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system, it is actually the best case for a digital system. 
For the digital system, long burst errors are the worst 
case, but this problem can be minimized by scrambling 
the bit stream as it leaves the channel coder. Complete 
diagrams of the transmitter and the receiver are shown in 
Figs. 10 and 11. 

Unfortunately, little work has been done so far in charac- 
terizing interference sources in the military environment 
and quantifying their effects on the quality of digitally 
transmitted video. It is quite possible that unintentional 
RF radiation from the aircraft could be a greater problem 
than intentional jamming from the ground. Ultimately, 
one or more video transmission systems must be rigor- 
ously demonstrated in a realistic RF environment before 
these questions can be convincingly answered. 

6.    CONCLUSION 

We have discussed a wide range of image and video cod- 
ing algorithms, analyzing their suitability for weapons 
control and bomb damage indication applications. In the 
course of this investigation, we have concluded that 
while block-based DCT algorithms are superior for high 
bit rate, high quality video applications, wavelet-based 
algorithms are the better choice for low bit rate, reduced- 
quality video. Before actual systems can be adopted, 
however, there are still many questions which must be 
answered. Of these, the two most important are what 
level of video quality is required for the weapons control 
and BDI applications and how does the battlefield RF en- 
vironment affect the video datalink. Once these questions 
have been answered, the problem of constructing a new 
digital video compression and communications system 
will be bounded, allowing the many engineering tradeoffs 
associated with such a system to be made and ultimately 
resulting in the introduction of this technology onto the 
battlefield. 
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SUMMARY 

History was made on May 23, 1995 as an Air 
Force F-16 dropped a modified GBU-15 from an 
altitude of 25,000 feet and a down range distance 
of 87,000 feet against a vertical target. The 
modified GBU-15, incorporating a differentially 
corrected INS/GPS navigation scheme, became 
the first seekerless, autonomous, Inertial 
Navigation System (INS)/Global Position System 
(GPS) weapon to successfully attack a vertical 
target, impacting within 2 meters of the target 
aimpoint. This historic flight was accomplished 
in the middle of a successful six-drop test 
program conducted at Eglin Air Force Base, 
Florida. 

The EDGE program was designated an Air Force 
Materiel Command High Gear Program, 
allowing streamlined acquisition and reporting 
procedures, in response to the Joint Direct Attack 
Munition (JDAM) plan for adding precision 
capability to its baseline GPS-guided munition. 
A precision-capable, seekerless, autonomous, 
INS/GPS weapon is a force multiplier in that 
fewer weapons are needed to strike the target and 
future host aircraft can be designed to be smaller 
and more "stealthy" since less weapon carriage is 
required. 

EDGE met its objective to demonstrate the 
navigation accuracy improvement potential of 
differential GPS (DGPS) for guiding air-to- 
ground munitions through an end-to-end weapon 
system implementation of DGPS using a DGPS 
reference receiver network, a modified GBU-15 
glide bomb, and a Block 50 F-16D launch 
aircraft.. Results show precision navigation 
accuracy is attainable through DGPS. This paper 
provides additional details on EDGE system 
implementation and results from ground, captive, 
and free-flight tests. 

INTRODUCTION 

The EDGE program was initiated in response to 
the Joint Direct Attack Munition (JDAM) plan 
for adding precision capability to its baseline 
GPS-guided munition. The objective of EDGE 
was to demonstrate the navigation accuracy 
improvement potential of Differential GPS 
(DGPS) with a goal of improving current GPS- 
guided munition accuracy from about 13 m 
circular error probable (CEP) to less than 5 m. 
In order to more readily assess EDGE navigation 
performance, other weapon system errors were 
mitigated as much as possible such that 
navigation error became the dominant weapon 
error source. 

Weapon system errors can be divided into three 
major sources: guidance errors (including 
aerodynamic and autopilot error sources), target 
location errors (TLE), and navigation errors 
(both INS and DGPS error sources). Errors due 
to the implementation of the EDGE guidance 
algorithm, the autopilot algorithm, and 
aerodynamic uncertainties were approximately 
30 centimeters. Target location error, normally a 
significant weapon error source, was also 
reduced to 30 centimeters. This was 
accomplished through a survey of EDGE target 
locations by the Defense Mapping Agency 
(DMA). Thus, navigation was the dominant 
error source for EDGE, and any system error 
assessed during testing could be attributed 
primarily to navigation. 

Overall, the EDGE objective and goal were 
accomplished, demonstrating precision 
navigation accuracy is attainable through DGPS. 
Static ground testing, captive flight testing, and 
free flight testing were used to assess navigation 
accuracy through an end-to-end weapon system 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
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implementation of DGPS using a DGPS 
reference receiver network, a modified GBU-15 
glide bomb, and a Block 50 F-16D launch 
aircraft. The demonstration culminated with the 
modified GBU-15 using DGPS guidance to 
attack both horizontal and vertical test targets 
located on the Eglin Air Force Base (AFB) test 
range. 

Numerous systems integration and functionality 
tests were conducted in support of the EDGE 
program. The focus of this paper is on the 
implementation, integration, and performance of 
the DGPS reference receiver network and the 
weapon INS/GPS navigation system. 

EDGE SYSTEM 

Overview 

As illustrated in Figure 1, the EDGE system 
concept consisted of a DGPS reference receiver 
network, an Improved Data Modem (IDM), a 
Block 50 F-16D launch aircraft, and a modified 
GBU-15 glide bomb. This concept was used to 
test the end-to-end weapon system 
implementation of DGPS. 

accurate for up to thirty minutes. The reference 
receiver network provided the corrections to an 
Improved Data Modem ground station which 
transmitted them via a UHF data link to the 
launch aircraft. This single transmission to the 
aircraft occurred several minutes prior to weapon 
launch. The launch aircraft then passed the 
corrections via the 1553 bus to the GBU-15 
Integrated Flight Management Unit (IFMU) 
where they were stored for use after weapon 
launch. The IFMU contained a strapdown INS 
that was tightly coupled with a five-channel P/Y 
code fast acquisition GPS receiver. A navigation 
Kaiman filter was used to reset the INS. Once 
the aircraft launched the GBU-15, the IFMU 
GPS receiver entered acquisition mode and 
acquired five satellites on P/Y code. The 
receiver then began updating the navigation 
Kaiman filter with pseudorange measurements. 
These measurements, however, were differenced 
with the respective pseudorange corrections prior 
to being input to the filter. This process 
continued throughout the 100-second weapon 
flight duration, thereby enhancing navigation 
accuracy. Additional details on the EDGE 
subsystems are contained below. 

EDGE DGPS Reference Receiver Network 

""^Mm^c^ 8t?r 

,-,,•. DIFFERENTIAL 
X     v. CORRECTIONS 

EDGE REFERENCE RECEIVER NETWORK 

OCPS fffifSRENCE STATIONS 

ENCRYPT 
UHF - 

Figure 1: EDGE System Concept 

The DGPS reference receiver network contained 
four, 12-channel P/Y code reference receivers 
located at sites which surrounded the theater of 
operation, the Eglin AFB test range, by 
approximately 1000 nautical miles. The 
reference receiver network produced "theater- 
wide" pseudorange corrections that removed 
most of the GPS space and control segment clock 
and ephemeris ranging errors. These 
pseudorange corrections were computed for all 
GPS satellites in view of the network and were 

Classical DGPS typically involves a single 
reference receiver located on a surveyed 
benchmark which compares its ranging 
measurements to the satellites with a calculated 
range based upon the receiver's surveyed 
location. The difference between the measured 
range and calculated range is the differential 
pseudorange correction. This correction can then 
be given to a user-receiver miles away to 
improve its navigation accuracy. 

The classical DGPS correction removes most of 
the satellite clock and ephemeris error, the 
ionospheric and tropospheric delay errors, and 
the Selective Availability (SA) clock dither error. 
Because the SA clock dither varies so frequently, 
classical DGPS corrections must be generated 
every six seconds to remain accurate. Also, since 
tropospheric and ionospheric errors are relatively 
constant over distances only up to 100 - 200 
miles, the distance between the reference 
receiver and user-receiver is usually limited to 
this distance. 

The EDGE "theater-wide" technique for 
differential correction generation is similar to 
classical DGPS with two main exceptions. 
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Since authorized, Department of Defense (DoD), 
Li/L2 GPS receivers were used in the EDGE 
weapons, the effect of SA did not have to be 
accounted for in the differential corrections. 
Thus, EDGE corrections needed only be 
generated once every thirty minutes to retain 
accuracy. Secondly, EDGE corrections removed 
only the satellite clock and ephemeris errors, 
leaving the authorized, DoD, Li/L2 weapon 
receiver to remove its own tropospheric and 
ionospheric delays. As such, the distance 
between the EDGE reference receivers and the 
EDGE weapon was not limited to 100 - 200 
miles. 

The EDGE reference receiver network 
surrounded the theater of operations, Eglin Air 
Force Base (AFB), with four Ashtech 12-channel 
P/Y-code reference receivers located over 1000 
miles away. This ensured any satellites used by 
the weapon receiver were visible first to the 
network and guaranteed the network could 
generate corrections for all satellites visible to 
the weapon receiver. These four reference 
receivers were located at Roosevelt Roads Naval 
Station, Puerto Rico, Hanscom AFB, 
Massachusetts, Ellsworth AFB, South Dakota, 
and Kirtland AFB, New Mexico. The reference 
receiver stations also included a weather sensor 
which provided temperature, pressure, and 
humidity data. Each P/Y-code reference receiver 
made ranging measurements to all satellites in its 
view. These measurement data along with 
integrated carrier data, the satellite navigation 
message, and weather sensor data were 
transferred via telephone land lines to a central 
processing station at Eglin AFB. Although the 
reference receivers were authorized, SA was not 
removed from the measurement data transferred 
via the land lines. Instead, SA was removed 
from the data once it was received at the central 
processing station. This avoided the requirement 
for classified land lines. This central processing 
station, a Sparc 20 computer, performed several 
functions on these measurement data leading up 
to the generation of differential corrections, as 
shown in Figure 2. 

Figure 2: Central Processing Station Functional 
Flow Diagram 

First, integrated carrier phase cycle slips were 
detected. Integrated carrier phase measurement 
data are highly accurate but with an unknown 
constant of integration (integer number of 
cycles). A cycle slip occurred when the GPS 
receiver momentarily lost count of the carrier 
cycles received, thereby providing a false 
measurement. Cycle slips were detected by 
comparing the difference between the LrP and 
L2-P integrated carrier phase measurements. 
Sudden jumps in this difference were due to 
cycle slips. Any detected cycle slips were later 
corrected in the carrier smoothing process. 

Next, ionospheric delay was removed from the 
pseudorange and the integrated carrier phase by 
combining Li and L2 P-code measurements and 
L! and L2 integrated carrier phase measurements, 
respectively. Since combining these 
measurements increased the overall measurement 
noise and effect of multipath, carrier smoothing 
was used to mitigate these repercussions. 

Carrier smoothing is a process that takes 
advantage of past data to help estimate current 
values. Carrier smoothing was accomplished by 
applying a weighted average difference (between 
the pseudorange and integrated carrier phase in 
the past) to the current integrated carrier phase 
measurement. This resulted in a more accurate 
estimate for the absolute pseudorange. 

Prior to calculating "theater-wide" differential 
corrections, pseudorange corrections were 
calculated for all satellites in view for each of the 
four respective reference receiver stations. 
Selective Availability clock dither was removed 
from the reference receiver measurement data 
prior to calculating the corrections. This was 
accomplished through the use of a combination 
of subframe 4 information and a GPS group- 
unique variable (GUV). 
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Next, tropospheric delay was modeled using 
temperature and pressure data and satellite 
elevation angle. Once determined, these delays 
were removed from the carrier-smoothed 
pseudorange corrections for each reference 
station prior to the correction merging process. 

Finally, once the corrections were generated for 
each reference station, they were merged to form 
a single set optimized for the theater test location 
using a weighted least-squares process which 
took into account reference network geometry 
and individual correction quality. 
When a satellite was visible by three or fewer 
stations, an averaged correction was used 
weighted by correction quality; when all four 
stations viewed a satellite, a geographical 
weighted average was calculated. This 
geographical weighted average involved a 
weighted least-squares process, which calculated 
the rate of change of correction with respect to 
north and east and determined the optimum 
correction for the network center (Eglin AFB). 

Theater-wide correction quality was determined 
through the use of an independent quality 
monitor located on Eglin AFB. This quality 
monitor was an Ashtech 12 channel P/Y-code 
GPS receiver which was located on a surveyed 
point. The "theater wide" differential corrections 
were applied to the navigation solution of this 
static receiver. The difference between the 
differentially corrected navigation solution and 
the surveyed location was the error in the 
differential correction. Testing and analysis 
showed the "theater-wide" differential 
corrections had a one-sigma ranging error of 
0.5m. Combining the differential correction 
errors with the weapon receiver ranging errors 
resulted in the error budget shown in Table 1. 

Table 1: EDGE DGPS Error Budget 

SOURCES 

ERRORS 
DGPS 

Correction 
Errors 

Correction 
Distribution 
Errors 

Weapon 
GPS 
Receiver 
Predicted 
Errors 

TOTAL 
(la) 

Carrier-smoothed 
measurement error* 

0.15 m 1.0 m 1.01m 

Residual tropo delay 0.2 mt 0.5 m 0.54 m 

Latency of 
corrections 

0.37 m 0.37 m 

Correction round-off 0.05 m 0.05 m 

Displacement from 
virtual RR 

0.0 m 0.0 m 

RMS range error 
contributions 

0.32 m 0.37 m§ 1.1m 1.2 m 
(UERE) 

Correction Error = 0.5 m 
HORIZONTAL DILUTION OF PRECISION 1.5 

HORIZONTAL TARGET CEP 2.1m 

* Includes code noise, multipath, & residual iono 
f Projected tropo error with integrated carrier 
phase 
§ Based on 30-min correction update rate 

Improved Data Modem Ground Station (IGS) 

The differential corrections generated by the 
central processing station were formatted and 
provided to the IGS via an RS 232 interface. 
This formatted correction message was 64 bytes 
in length and included pseudorange corrections 
for 12 satellites, the satellite id numbers, the 
standard deviation for each respective correction, 
and the issue of data ephemeris used in 
generating each correction. After receipt of this 
message, the IGS encrypted it and transmitted it 
via a UHF data link to the improved data modem 
(IDM) receiver on the aircraft. After this one- 
time transmission was received and decrypted by 
the aircraft IDM receiver, the correction data 
were transferred via the 1553 bus to the weapon 
where they were stored for use after weapon 
launch. 

EDGE Weapon 

The modified, 2,000 pound GBU-15, shown in 
Figure 3, had the infrared (IR) seeker removed 
from the guidance package and replaced with the 
INS/GPS hardware. 
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GP      -    Guidance Package 
WCU •    Weapon Control Unit 

Figure 3: EDGE Modified GBU-15 Layout 

The GBU-15 weapon control unit: analog 
autopilot, gas bottle, and fin actuators were not 
modified for EDGE. The INS/GPS guidance 
package interfaced with the weapon control unit 
through the existing autopilot interface by 
emulating the commands to the autopilot as if 
they originated from the IR guidance module. 
The primary elements of the EDGE guidance 
package were the Integrated Flight Management 
Unit (IFMU) and the GPS receiver. The IFMU 
was manufactured by Honeywell and was based 
upon their GG1308 ring laser gyro (RLG). The 
GPS receiver was manufactured by Interstate 
Electronics Corporation (IEC) and was 
augmented with a fast acquisition capability. 
Additional details on these two guidance package 
elements are provided below. 

Integrated Flight Management Unit (IFMU) 

The IFMU served as the master navigation 
system for the weapon and provided all the 
weapon I/O functions which included: aircraft 
1553B interface, telemetry interface, autopilot 
interface and weapon GPS receiver interface. 
Additionally, algorithms performing the transfer 
alignment, inertial navigation, integrated 
INS/GPS navigation guidance, application of 
pseudorange differential corrections, weapon 
system health monitoring and weapon event 
sequencing were all performed within the IFMU. 
The IFMU included a system processor, power 
supply, analog/discrete I/O boards, and a HG 
1700 Inertial Measurement Module (IMM). The 
IFMU's 17 lb. weight and 7.00 x 7.63 x 10.40 
inches dimensions allowed for easy integration 
into the nose of the weapon. The IFMU 
architecture is shown in Figure 4. 

Optional ModulM 
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liil 
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• ■ System Bus 

Connector 

Antsnna 
28 vdc(2) 

J1 Connector        KYK-13 

1—' fDuall 

Figure 4: Honeywell IFMU Architecture 

The HG 1700 IMM performed the inertial 
sensing function and was comprised of a triad of 
Honeywell GG1308 ring laser gyros and 
Sundstrand RBA 500 vibrating silicon 
accelerometers. The error budget for these 
sensors is shown in Table 2. 

Table 2: IMM Sensor Error Budget 

Sensor Error Model 1-a Correlation 
RLG Bias Gauss- 

Markov 
1.0deg/hr 3 hours 

Scalefactor Gauss- 
Markov 

50ppm 3 hours 

Orthogonality Gauss- 
Markov 

10 arc-sec 3 hours 

Random Walk Gauss- 
Markov 

0.125 
deg/hr4 

Quantization n/a 2.76 
arc/sec 

RBA- 
500 

Bias Gauss- 
Markov 

1000 (ig 3 hours 

Scalefactor Gauss- 
Markov 

100 ppm 3 hours 

Orthogonality Gauss- 
Markov 

10 arc-sec 3 hours 

Misalignment Gauss- 
Markov 

20 arc-sec 3 hours 

Nonlinearity Gauss- 
Markov 

22 n g's 
/g2 

3 hours 

Random Noise 0.025 
ft/sec/hr* 

GPS Receiver 

The weapon GPS receiver, manufactured by IEC, 
was a five channel, fast acquisition, P/Y code 
receiver housed in a SEM-E form factor. The 
receiver was comprised of four circuit cards 
which included: the RF down converter circuit 
card, the tracking & I/O circuit card, the 
navigation processor circuit card, and the fast 
acquisition circuit card. The receiver dimensions 
of 6x6x1 inches allowed it to physically reside 
inside the IFMU. 
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Communication between the receiver and IFMU 
occurred via an RS-422 interface. As such, the 
receiver accepted time, position, velocity, 
attitude, and ephemeris data from the aircraft via 
the IFMU. With this information and time 
accurate to within 10 milliseconds, the receiver 
would acquire satellites within 5 to 10 seconds. 

For maximum GPS satellite coverage, two 
antennas were placed on the munition, as shown 
in Figure 2. One in front of the forward strakes 
and the second antenna behind the tail. GPS 
satellites were acquired on the front antenna. 
After acquisition, the receiver multiplexed 
between the Li and L2 frequencies to measure the 
ionospheric delay on the signals from the five 
satellites being tracked. The receiver then 
multiplexed between the antennas depending on 
the satellite visibility on the front antenna. The 
receiver was capable of only one type of 
multiplexing at any given time. It could 
frequency multiplex and then antenna multiplex, 
or vice versa. However, it could not 
simultaneously frequency multiplex and antenna 
multiplex. It was critical for the receiver to 
complete its L^ multiplexing for all five 
channels prior to transitioning to antenna 
multiplexing. Failing to do so would not allow 
ionospheric delay to be measured for all five 
satellites, hence degrading navigation accuracy. 

EDGE INTEGRATED NAVIGATION 
SYSTEM 

Blending GPS data with the differential 
corrections and the IFMU inertial navigation 
solution provided a highly accurate integrated 
solution that was the key to demonstrating the 
navigation accuracy improvement potential of 
DGPS. This integrated system is illustrated in 
Figure 5. 
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The IFMU contained the HG 1700 Inertial 
Measurement Module, the strapdown navigation 
algorithm, and the navigation Kaiman filter with 
measurement data from an IEC GPS receiver or 
integrated F-16 INS/GPS solution for transfer 
alignment. The F-16 navigation solution was 
derived from the integration of a Litton LN-93 
INS with a Rockwell 3A GPS receiver. 

The IFMU exercised two basic modes during 
EDGE flight testing, an INS aided mode for 
transfer alignment and a GPS aided mode after 
weapon launch. Prior to weapon launch, the 
strapdown inertial navigation solution was 
coarsely initialized with the master F-16 
INS/GPS data. Further processing of the F-16 
data through the Kaiman filter refined the 
orientation of the IFMU with respect to the local 
level frame. Differential corrections were not 
used in this initialization from the F-16 data. 
After initialization, the weapon was launched 
utilizing tightly coupled INS/GPS data aided 
with differential corrections. The differential 
corrections were passed from the F-16 General 
Avionics Computer (GAC) to the IFMU 
independent of the F-16 integrated navigation 
system. The IEC GPS receiver transferred P/Y- 
code pseudorange, delta-range, and satellite 
positions to the IFMU.   Software in the IFMU 
subtracted the differential corrections from the 
respective pseudorange measurements 
transferred from the GPS receiver prior to being 
input to the Kaiman filter. The Kaiman filter 
provided resets to the IFMU inertial solution. 
These resets included sensor bias compensation 
as well as position, velocity and attitude 
corrections. The filter operated at a 5.12 second 
update rate and had a variable configuration 
dependent upon the mode of operation of the 
IFMU. 

Transfer Alignment 

Transfer alignment occurred utilizing the INS 
aided mode of the IFMU. In this mode 15 error 
states were modeled in the Kaiman filter. These 
states were: 3 integrated velocity, 3 velocity, 3 
attitude, 3 gyro biases, and 3 accelerometer 
biases. Measurements during transfer alignment 
consisted of the difference between the IFMU 
and F-16 integrated local level frame horizontal 
and vertical velocities over the 5.12 second 
Kaiman cycle. 

Figure 5: EDGE Integrated Navigation System 
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Integrated velocity measurements were formed 
by integrating the 50 Hz F-16 velocity data and 
differencing these integrals with integrated IFMU 
velocity. IFMU velocities were integrated at a 
100 Hz rate over the same 5.12 second interval 
the F-16 data was integrated. Additionally, the 
latitude and longitude of the IFMU were slaved 
to the F-16 latitude and longitude by time 
aligning the data and correcting the IFMU 
position error by the measured quantity. The 
reset logic built into the Kaiman filter was used 
to accomplish this slaving of latitude and 
longitude. 

GPS Aiding 

At weapon launch the integrated velocity error 
states were reconfigured as position error states 
and GPS clock phase and clock frequency states 
were added to the filter for a total of 17 states. 
After the receiver acquired five satellites the 
filter began processing of the GPS line of sight 
measurements. Only the pseudorange 
measurements along with their corresponding 
differential corrections were processed by the 
filter. These measurements for the five channels 
were provided to the filter at a 1 Hz rate. 
Typically, five line of sight measurements per 
channel were collected during the 5.12 second 
Kaiman cycle. As such, these measurements 
were prefiltered with a least squares filter to 
reduce noise and provide the Kaiman filter with 
only one 5.12 second measurement for each 
satellite tracked. 

The measurement noise on the differentially 
corrected GPS measurements was initially set 
very high at 469 ft2. This caused the filter to 
deweight the influence of the measurements and 
weight the inertial system model more heavily. 
After the receiver measured the ionospheric 
delay for each of the five satellites being tracked, 
the filter lowered the noise on the differentially 
corrected pseudorange measurements to 
approximately 25 ft2. In turn, this allowed the 
influence of the differentially corrected GPS 
measurements to be more pronounced as they 
became the primary driver for the filter error 
estimation. As such, the effect of differential 
GPS on weapon navigation accuracy could now 
easily be determined. 

EDGE Guidance Law 

The guidance law developed and flown on the 
EDGE vehicle provided steering signals that 
resulted in target impacts along a programmable 
impact vector. Local level coordinate frame 
guidance commands were computed at a 25 Hz 
rate based upon the weapon velocity vector, 
weapon to target line-of-sight vector, and the 
specified impact vector. The EDGE guidance 
law aligned these three vectors based upon the 
following equation: 

T   x   k 

w here Ye = Guidance command vector 

T = Im pact unit vector 

R = Weapon to target range vector 

V = Weapon velocity vector 

To minimize miss distance, the gain ki was 
scheduled based upon the range to the target and 
was used to eliminate the impact vector 
constraint when the range became small, thus 
avoiding geometry induced high dynamics in the 
end-game. When k] =1.0 and the angles between 
the vectors are small, the guidance law reduces to 
classical proportional navigation. 

TEST RESULTS 

Assessment of the EDGE integrated navigation 
system accuracy was accomplished along with a 
multitude of systems integration and functionality 
testing at EglinAFB. The systems and 
functionality testing included stand-alone testing 
of the differential correction network, laboratory 
bench testing of the IFMU and GPS receiver, 
mobile van testing of the IFMU and GPS 
receiver, static navigation ground testing, and 
captive and free flight testing of the total 
integrated system. Although the functionality 
and stand-alone tests were important in the 
overall EDGE integration effort, this paper 
focuses on the testing used to assess the 
navigation accuracy improvement potential of 
differential GPS for guiding air-to-ground 
weapons: static navigation ground testing, 
captive flight testing, and free-flight testing. 
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Static Navigation Ground Test Results 

In order to verify the performance of the EDGE 
weapon navigation solution using the aircraft 
interfaces and initialization uncertainties that 
would be seen during flight test, a static 
navigation test was performed. This test also 
allowed verification of the Quality Monitor 
station, and quantification of the navigation 
performance improvement of a differentially 
corrected EDGE weapon over a non- 
differentially corrected EDGE weapon. 

The test involved locating a Block 50 F-16 on a 
surveyed point, mounting two EDGE weapons on 
the aircraft (one on each wing), and sequenced 
through 20 simulated launches. A common GPS 
antenna placed over a surveyed marker provided 
RF inputs to both EDGE weapon GPS receivers. 
One of the EDGE weapons was provided 
differential corrections from the EDGE wide area 
differential GPS reference receiver network via 
Improved Data Modem (IDM) link to the 
aircraft. The other EDGE weapon operated 
without differential corrections. Operational 
aircraft avionics (INS, GPS) were used to 
initialize the EDGE weapons prior to each 
simulated launch. Ten minute navigation runs 
were performed after each simulated launch and 
navigation data collected from both the 
differentially corrected and non-differentially 
corrected EDGE weapons. The test set-up is 
depicted in Figure 6. 

j '■''.■;' ;                ':    DifTatntial 

®l .=       -: i' i             ;    Gawctia» 

Hock 50 F-W 
1       LN-WDC 

his m 1       3.ACTSR«riwr 
1      IDM 

/\ 
Cmtr»lCOMnlF»dUly 
-DCPSOiiUttSuiicn 

y             i 

^ .,/, 
. [DMQmndSUUtn 

QualilyMnrrtcr I    I"1" |X?        1  |    RF 

(Bug. 614) 

tf    R5-J22 
Tdciitoy DUB 

V       **.      \    fl                                                  K* /i\ 
^M /♦ \ 

SRI Reference      \ MabT 

Receiver Netwrt 

Figure 6: EDGE Static Navigation Test Set-up 

The results of the static navigation test, shown in 
Figures 7 and 8, are compared at 100 seconds 
after simulated launch since this is the nominal 
time of weapon flight for an actual drop test. 

Table 3 summarizes the static navigation test 
results and clearly indicates differential 
corrections improve performance. 

Table 3: Static Navigation Test Position Error 
Summary 

Horizontal Position 
Error (feet) 

3D Position Error 
(feet) 

mean a mean a 

Differentially 
Corrected Weapon 

6.3 3.6 8.8 5.5 

Non-differentially 
Corrected Weapon 

12.8 8.5 20.3 12.3 

EDGE Static Navigation Test at 100 sec (corrected & uncorrected) 

_20 -10 0 10 
East Position Error (feet) 

20 30 

Figure 7: Static Navigation Test Horizontal 
Position Error 

Figure 8: Static Navigation Test Altitude Error 

Captive Flight Test Results 

Six captive flight tests were conducted as part of 
the EDGE demonstration. The majority of these 
tests assessed system functionality and 
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compatiblity. However, one captive flight test 
was designed specifically to quantify the 
accuracy associated with the EDGE guidance 
system and to compare a differentially corrected 
system solution with a non-differentially 
corrected system solution. To accomplish this, 
two identical EDGE weapons were mounted on 
the F-16. The weapon on the left wing received 
differential corrections while the weapon on the 
right wing did not. Twenty five straight and level 
passes were then flown with this configuration 
through an optimal Time Space Position 
Information (TSPI) corridor on the test range to 
provide the data for this analysis. From the total 
25 passes, five passes were eliminated for the 
corrected weapon and nine were eliminated for 
the non-corrected weapon due to weapon GPS 
receiver tracking errors caused by F-16 fuselage 
masking of the weapon GPS antennas. 

The highest quality TSPI available at Eglin AFB, 
the Test Data Optimal Processor (TDOP), was 
used for assessing position of the weapons under 
captive carriage. TDOP is a Kaiman Smoother 
used to integrate Eglin range assets and provide 
high accuracy TSPI data for comparison with 
data from the system under test. Eglin range 
assets for TDOP input included cinetheodilites, 
radars, and aircraft inertial velocity. The TDOP 
position solution is accurate to within 0.5 feet. 

Figure 9 depicts the average horizontal per pass 
"miss distance" of the EDGE differentially 
corrected system solution compared with the 
TDOP solution. The average miss distance 
across all passes was 12.03 feet. The average 
horizontal per pass "miss distance" of the non- 
differentially corrected system solution compared 
with the TDOP solution was 29.958 feet and is 
shown in Figure 10. 
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Figure 10: Non-Differentially Corrected 
Horizontal Miss Distance 

Free Flight Test Results 

The six EDGE free flight tests were broken into 
three distinct groups. Free flights 1 and 2 
attacked horizontal targets with an impact angle 
of 85 degrees. Free flights 3 and 4 attacked 
vertical targets with an impact angle of 20 
degrees. Free flights 5 and 6 were executed 
under an operational scenario in which the target 
coordinates were received from an operational 
source (i.e. not DMA surveyed). This scenario 
consisted of two F-16s in trail, each carrying a 
differentially corrected EDGE weapon, that 
launched its weapon against the same horizontal 
target within three seconds of one another. Thus, 
free flights 5 and 6 were launched three seconds 
apart and attacked the same horizontal target 
using the same operationally derived target 
coordinates. However, free flight 6 was deemed 
a no-test due to a satellite acquisition anomaly in 
the weapon GPS receiver that caused the 
differential corrections not to be used. In 
essence, free flight 6 was more representative of 
a normal GPS guided weapon instead of a 
differentially corrected GPS guided weapon.   A 
summary of the free flight launch parameters and 
test results is shown in Tables 4 and 5, 
respectively. 

Table 4: EDGE Free Flight Launch Parameters 

Figure 9: Differentially Corrected Horizontal 
Miss Distance 

Drop 

Time 
of 

Flight 
(sec) 

Downrange 
Distance 

(ft) 

Release 
Altitude 

(ft) 

Release 
Velocity 

(ft/s) 

Release 
Bearing 

(deg) 

Impact 
Velocity 

(ft/s) 

1 100.2 73,600 30,344 879 237.7 1073.5 

2 101.6 72,300 30,533 845 237.4 1077.8 

3 95.7 86,900 26,301 944 236.5 968.1 

4 103.0 87,700 25,278 907 236.8 915.8 

5 89.9 66,600 29,507 883 238.9 1098.6 

6 89.2 65,900 29,528 889 238.8 1097.1 
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Table 5: Flight Test Results Summary 

Drop Target type Radial error (m) 
1 Horizontal 4.1 
2 Horizontal 4.0 
3 Vertical 1.9 
4 Vertical 9.0 
5 Horizontal 3.9 
6 Horizontal N/A 

Figure 11 shows each weapon impact with 
respect to the 20'x20'x8' horizontal target. The 
aimpoint was the center of the target. Excluding 
the 'no test' that occurred on the sixth drop test, 
it appears a 4 meter along-track bias exists in 
attacking horizontal targets. Analysis of flight 
test data seems to indicate this apparent bias may 
be largely due to weapon GPS antenna multipath 
that occurs as the weapon pitches over in the last 
20 seconds of flight. 

TOP DOWN VIEW 

No h 

Direction of 
A/C approach 

Drop    North (ft)   East (ft) 

1 -4.3        -13.9 
2 -11.4          -6.3 
5        -13.3           0.0 
6*       -33.4          19.3 

>,;-'" / 
East 

\     ®' 

C 3> ■■■-/ 20' 

>' ----- ""' 

©' 
• Drop 6 was a no-test due to weapon GPS race vet anomaly 

Figure 11: Free Flight Miss Distances Against 
Horizontal Targets 

Figure 12 shows the weapon impact with respect 
to the 40'x28' wooden billboard for each of the 
two drop tests against the vertical target. The 
aimpoint was the center of the billboard. 
Numerous hours were spent in analyzing flight 
test data after completing the fourth drop test. 
This analysis showed Vertical Dilution of 
Precision (VDOP) of the satellites tracked by the 
weapon was higher than normal (over 3.0), and 
the high humidity in the atmosphere may have 
contributed larger tropospheric errors. These 
factors at least partly contributed to the weapon 
impacting 9 meters short of the target. 

Drop     Alt(fl)   Crot»((l) 

Figure 12: Free Flight Miss Distances Against 
Vertical Targets 

GUIDANCE RESULTS 

The four EDGE drop tests against horizontal 
targets achieved impact angles within 2.0 degrees 
of the desired 85 degree impact angle. The two 
EDGE free flight tests against vertical targets 
resulted in impact at the specified impact angle 
of 20 degrees. Miss distances due to the 
guidance law, weapon control system, and 
weapon aerodynamic uncertainty were typically 
under 1.0 foot with a maximum of 1.6 feet. 
Figure 13 shows the weapon trajectories flown 
during drop testing, while Figure 14 shows the 
miss distance contributions due to vehicle control 
errors for each of the six EDGE drop tests. 

40r 

0 
Impact 

5 10 
Downrange Distance (NMi) 

15 

Figure 13: EDGE Weapon Trajectories 
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Figure 14: Miss Distance Contributions due to 
Vehicle Control Errors 

CONCLUSIONS 

The EDGE program accomplished its objective 
and goal by demonstrating that 5 meter weapon 
navigation accuracy is achievable through 
differential GPS. Static navigation testing 
demonstrated 2 meter horizontal weapon 
navigation accuracy is possible with differential 
GPS. Captive carriage testing resulted with 3.5 
meter horizontal weapon navigation accuracy, 
while free flight testing resulted with 4 meter 
horizontal weapon navigation accuracy. An 
apparent 4 meter bias exists when the weapon 
attacks horizontal targets. Analysis indicates this 
bias may largely be caused by weapon GPS 
antenna multipath. As such, antenna multipath 
mitigation needs to be investigated as the Air 
Force strives towards near-zero CEP autonomous 
weapons. Additionally, GPS receiver noise 
reduction and Kaiman filter optimization should 
be pursued as well. 
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LOCALISATION AUTOMATIQUE D'OBJECTIFS 
A PARTIR DUNE CARTE RADAR 

JP. MESTRE - R. DE PEUFEILHOUX 
THOMSON-CSF 

1 Bd. Jean Moulin 
78852 ELANCOURT Cedex - FRANCE 

Introduction 

Une mission d'attaque au sol necessite, en 
general, plusieurs acquisitions d'objectif ä des fins de 
navigation (pour recaler la position de l'avion) ou d'attaque 
(pour designer l'objectif ä traiter). 

Le radar de pointe avant est un des ltioyens 
utilisables pour ces acquisitions. 

La localisation d'un objectif peut etre realisee ä 
partir de cartes SAR acquises au cours de la mission par le 
radar. La procedure de localisation employee peut etre 
manuelle (le pilote designe sur la carte) ou automatique 
(le Systeme propose une solution). 

Cette communication presente les principales 
methodes employees pour realiser cette fonction, ainsi que 
les axes retenus par THOMSON-CSF. 

.1 - L'adequation de la fonction au besoin operationnel 

1-1 La fonction technique de localisation dans 
la mission d'attaque au sol 

Dans une mission d'attaque au sol, on peut 
distinguer typiquement deux phases: la navigation et 
l'attaque. 

Dans la phase de navigation, il est necessaire 
d'avoir une bonne localisation absolue de l'avion. 
L'equipement inertiel de base des avions, la centrale 
inertielle, derive, il faut done periodiquement recaler ses 
informations. La designation d'un point du sol de 
coordonnees absolues connues est un des moyens de 
recalage. 

Dans la phase d'attaque, il faut savoir oü se 
trouve l'objectif, done disposer d'une localisation precise 
de l'objectif par rapport ä l'avion. L'un des moyens d'en 
disposer est d'effectuer la designation directe de l'objectif 
pendant la mission. L'avion designant peut alors, soit 
mener l'attaque lui meme, soit communiquer cette 
designation d'objectif ä d'autres qui engageront les moyens 
necessaires ä son traitement. 

Ces deux fonctions operatiomielles, le recalage 
de navigation et la designation d'objectif, peuvent done 
etre realisees ä travers la meme fonction technique: la 
localisation d'un point du sol (amer de recalage ou objectif 
ä traiter) par rapport ä l'avion. 

1-2 L'evolution du besoin operationnel 

L'attaque au sol avec des armements classiques 
non guides s'effectue aujourd'hui, en general, en realisant 

une acquisition directe ou indirecte (par l'intermediaire 
d'un point additionnel) de l'objectif dans le viseur tete 
haute de l'avion. On realisera une acquisition directe dans 
le cas d'une cible d'opportunite dont on ignore les 
coordonnees, une acquisition indirecte si l'on connait 
precisement les coordonnees relatives de la cible ä traiter. 

Le seul cas oü ce type d'acquisition n'est pas 
imperatif est celui du traitement d'objectifs de valeur aux 
coordonnees absolues bien connues. Ceci dans la mesure 
ou l'avion attaquant dispose d'un Systeme tres performant 
de recalage continu de son vecteur d'etat (position et 
vitesse) comme, par exemple, une centrale inertielle 
hybridee GPS, en fonctionnement nominal, sinon la 
navigation doit etre recalee. 

L'acquisition d'un point du sol dans le viseur tete 
haute a des caracteristiques tres limitatives: 

- temps clair (de jour et de nuit, si equipement 
supplementaire adapte), 

- courte portee (< 10 km), 
- acquisition manuelle, 
- avion peu evolutif et quasi aligne ( point vise 

au voisinage de l'axe avion ). 

Le besoin operationnel qui doit etre satisfait 
aujourd'hui est tres different: 

- tout temps, 
- tir ä distance de securite 
- tir toutes altitudes, 
- objectif multicible 
- reduction de la vulnerabilite de l'attaquant. 

Pour satisfaire ce besoin, dans les differentes 
missions d'attaque au sol, de nouveaux moyens sont 
employes, les principaux etant: 

- des armes plus precises et aux portees 
superieures, 

- l'automatisation des modes d'attaque, 
- les modes de cartographie des capteurs 

embarques. 

1-3 La localisation d'objectifs ä partir d'une 
carte radar 

Les modes SAR des radars de pointe avant 
offrent des images de haute resolution par tous les temps. 
A partir de ces images il est possible de designer un 
objectif non aligne (ne se trouvant pas dans l'axe de 
l'avion) ä des distances tres superieures ä la portee visuelle 
et compatibles de l'emploi de nouveaux armements guides 
ou non. 

Par ailleurs, la designation, qui permet de 
localiser l'objectif, peut etre realisee soit manuellement, 
soit automatiquement. 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 



21-2 

L'evolution des systemes d'annes conduit ä 
proposer ä l'equipage de nouvelles fonctions d'assistance ä 
l'accomplissement de la mission. 

Pour realiser cette fonction technique de 
localisation, on peut presenter la carte radar ä l'operateur 
et lui laisser le soin de trouver, d'identifier puis de 
designer la cible. Le systeme peut egalement assister 
l'operateur dans ces differentes operations. Cette 
assistance pouvant aller jusqu'ä l'automatisation complete 
de la fonction, le systeme proposant une solution ä 
l'operateur. 

Bien sur, l'automatisation necessite de disposer 
d'un certain nombre d'informations a priori telles que la 
connaissance de la region cartographiee, de la cible ou du 
type de cible ä traiter,... La nature et l'importance de ces 
informations a priori seront precisees dans l'expose des 
methodes ä venir. 

L'automatisation permet d'alleger la charge de 
travail du pilote ou de l'equipage qui peut mieux se 
consacrer au pilotage ou ä l'autoprotection, mais eile offre 
aussi d'autres avantages comme la moindre sensibilite ä 
certaines erreurs liees ä l'elaboration et ä la presentation 
de la carte radar. 

2 - La presentation des cartes radar 

Les cartes radar sont elaborees par le radar de 
pointe avant de l'avion. Ce sont des cartes SAR, 
l'utilisation de 1'effet doppler pour disposer d'une bonne 
resolution angulaire necessite d'elaborer ces cartes, non 
pas dans Taxe de l'avion, mais sur le cote. La technique 
d'elaboration utilisee est du type DBS (Doppler Beam 
Sharpening), l'antenne balayant en repere avion le terrain 
pendant la prise de carte. 

Les principales caracteristiques de ces cartes 
sont: 

- une resolution radiale et angulaire de classe 
decametrique, 

- un niveau de conformite de l'ordre de la 
resolution (le radar suppleant, si besoin est, aux 
insuffisances de la localisation du porteur), 

- une taille de carte qui est de quelques NM sur 
la radiale (selon resolution) et qui peut aller jusqu'ä 45° de 
couverture en azimut, 

- une distance d'elaboration de l'ordre de 40 NM, 
- un delai d'obtention de quelques secondes. 

Ces cartes radar peuvent etre prises: 
- en virage (tolerance en facteur de charge), 
- en evolution dans un plan oblique (en pique par 

exemple), 
- ä toutes altitudes, la taille et la portee de la 

carte etant limitees ä basse altitude. 

L'illumination de la region cartographiee est 
breve et ne necessite pas une puissance tres elevee. 

L'ensemble de ces caracteristiques pennet de 
degager les principaux avantages operationnels de ces 
modes: 

- mise en oeuvre possible ä toutes altitudes, 
- mise en oeuvre possible ä grande distance, 

- possibility de guider l'avion en evolution 
pendant la prise de carte, 

- moindre indiscretion electromagnetique. 

La localisation d'objectifs ä partir de cartes radar 
permet, outre l'aspect tout temps, la mise en oeuvre de 
cette fonction dans des conditions de souplesse d'emploi et 
de minimisation de la vulnerabilite de l'avion. 

3 - les traitements possibles 

3-1 Principes de traitements de localisation 
automatique 

Le but de la localisation automatique de cible est de 
determiner la position de la cible dans un repere lie ä 
l'avion. 

Ceci peut se faire de plusieurs manieres: 

- (a) la plus simple est de comiaitre la position de tout 
point de l'image radar dans un repere lie ä l'avion et de 
localiser la cible dans cette image, la position de la cible 
est alors connue par rapport ä l'avion; cette methode 
demande une signature de la cible facilement observable 
et discriminante; la cible une fois reconnue, la precision 
est tres bonne; eile ne depend que de la precision de la 
prise de carte; le tir peut se faire sur coordonnees; 

- (b) la carte radar peut aussi etre recalee sur un modele de 
reference par rapport auquel la position de la cible a ete 
prealablement marquee; la determination de la position de 
la cible est done indirecte et il n'est pas necessaire que 
celle-ci ait une signature tres caracteristique; par contre il 
faut elaborer, en preparation de mission, un modele 
cartographique qui soit superposable ä l'image; le tir peut 
alors se faire sur coordonnees; mais l'identification peut 
encore etre pratiquee en tant que contröle ; 

- (c) si la geometrie de la prise de carte n'est pas 
parfaitement connue, le recalage de l'image et du modele 
de reference avec la carte pennet cependant de retrouver 
la cible mais le tir ne peut pas se faire sur coordonnees; ce 
ne peut etre que la designation initiale pour un armement 
equipe d'un moyen de guidage tenninal. 

Dans les deux demiers cas, le modele de reference ne 
coi'neidera bien avec la carte radar (supposee parfaite 
geometriquement) que si lui-meme a ete releve 
parfaitement sur une source reproduisant elle-meme 
exactement la surface tenestre. 

La premiere methode (a) ne peut etre employee que si la 
signature de la cible a fait l'objet de tres importantes 
etudes de modelisation auparavant (nombreuses 
campagnes de mesures pour toutes les presentations, tous 
les milieux, tous les temps, ...). Ceci n'est guere 
envisageable pour des cibles de haute valeur du type 
infrastructures celles-ci ne repondant pas ä des 
caracteristiques standard comme des chars, des shelters 
(mais pour ces cibles signees se pose le probleme de 
l'ambiguite car il y a generalement plusieurs cibles sur la 
zone au meme moment). 
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La troisieme methode (c) necessite de disposer, pour le tir, 
d'un armement ä guidage terminal. 

La seconde methode (b) est done la plus generate et la 
plus adaptee dans le cas qui nous interesse oü l'erreur sur 
la position des points de l'image dans le repere avion peut 
etre maitrisee. 

C'est done cette seconde methode qui est developpee ci- 
apres. Les principales fonetions mises en oeuvre dans cette 
methode sont detaillees par la suite: 

IDENTIFICATION (cas oü la cible est dans l'image radar) 
L'image n'est pas toujours exactement 

superposable au modele (ou la cible n'est pas parfaitement 
localisee dans celui-ci) si bien que la position dans l'image 
ä laquelle devrait correspondre la cible au terme du 
recalage n'est pas forcement la cible. Un traitement de 
proximite doit permettre d'identifier celle-ci dans le 
voisinage du point trouve. 

RECALAGE C'est l'operation qui consiste ä mettre 
en correspondance au mieux la carte radar avec le modele 
de reference. 

PREPARATION DE MISSION Le      modele      de 
reference est elabore en Preparation de Mission ä partir 
de donnees source. 

ACQUISITION DE DONNEES SOURCE Les 
donnees source sur la cible et son environnement sont 
rassemblees, geo-referencees et quelque fois pretraitees 
(exemple: redressement des vues obliques pour obtenir des 
orthophotos). 

Les etapes ci-dessus doivent etre etudiees dans cet ordre 
car plus on descend dans les functions plus les degres de 
liberte sont grands (par exemple le contenu du modele ou 
la nature des donnees source) 

3-2 Les etapes du traitements 

3-2-1 Identification 

Cette etape se deroule, en temps reel, pendant la mission. 
Elle intervient apres l'etape de recalage. 

Le modele local de cible devant permettre l'identification 
peut etre constitue: 

- d'un point brillant (barycentre d'un echo fort sur une 
surface de taille donnee); 
- de la presence d'un contraste fort dans une direction; 
- de la presence d'une ombre; 
- d'une signature en double polarisation (si disponible). 

La recherche se fait dans une zone circulaire qui depend 
de la precision de localisation de la cible dans le modele, 
de la non-conformite residuelle de l'image et de l'effet du 
relief. Cette zone ne devrait pas depasser un cercle de 50 
m autour du point designe, l'incertitude de localisation 
ayant ete reduite par le recalage. 

Compte-tenu de la petite taille de la zone de recherche, 
une exploration systematique du domaine est possible. 

3-2-2 Recalage 

Cette etape se deroule, en temps reel, pendant la mission. 

Pour recaler la carte radar et le modele il faut qu'ils aient 
des elements communs. Le choix de ces elements 
communs est fondamental pour la precision et la 
robustesse du recalage. 

Quatre considerations principales orientent ce choix: 

- les elements doivent pouvoir etre extraits de l'image avec 
une bonne probability de detection et une faible fausse 
alarme; 

- les elements doivent pouvoir etre extraits des donnees 
source en preparation de mission pour constituer le modele 
avec le minimum d'intervention manuelle; 

- les elements extraits de l'image et ceux du modele 
doivent se ressembler; 

- les elements doivent etre suffisamment nombreux dans la 
scene. 

Les elements qui paraissent le mieux repondre ä ces 
quatre imperatifs sont les segments de droite. Ces 
elements sont en general simultanement observables dans 
les images et les donnees source. II est possible de les 
extraire des images et des donnees source avec des 
methodes maintenant bien rodees. Ils sont suffisamment 
nombreux dans l'environnement habituel des cibles de 
haute valeur. 

D'autres types d'elements sont envisageables: 

- des points brillants: leur modelisation est possible mais il 
peut y avoir lors de l'extraction dans l'image un fort taux 
de fausse alarme (des reflecteurs ignores en Preparation de 
Mission donnent aussi des echos forts) et une perte de 
detection (des reflecteurs prevus peuvent etre masques, 
mal Orientes ou finalement non observables par erreur sur 
le materiau constitutif). De plus ce type d'amer n'est pas 
forcement tres repandu et la Preparation de Mission 
comprend une part manuelle importante (interpretation des 
donnees source); 

- des zones homogenes de meme "couleur" dans l'image et 
dans le modele: l'interet est de permettre le recalage par 
des algorithmes simples (et des circuits rapides) de 
correlation d'images; la difficulte peut provenir de la 
fidelite de la "couleur" entre image et modele et de la 
representativite du modele (si celui-ci est obtenu 
automatiquement a partir de sources non-interpretees 
comme les images SPOT ou ERS1, on aura une bonne 
restitution de la geometrie (complete et fidele) mais des 
risques de differences radiometriques - dans la "couleur"; 
si le modele est construit ä partir de fichiers 
geographiques comme DLMS ou VMAP, il risque d'y 
avoir d'importants manques dans la geometrie mais la 
radiometrie est plus fiable); une image de synthese de la 
zone est realisee 

- des configurations particulieres: alignement d'echos forts 
ou croisements de routes par exemple; ces structures qui 
peuvent   etre   extraites   de   l'image   et   elaborees   en 
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peuvent etre extraites de l'image et elaborees en 
Preparation de Mission (avec interpretation manuelle) ne 
sont cependant pas toujours presentes dans la scene. 

Avant de mettre en oeuvre le recalage, l'etape d'extraction 
des segments de l'image est cruciale, le but etant de 
maximiser la detection tout en minimisant la fausse alarme. 

Les methodes classiques d'extraction des segments font en 
general l'hypothese que le long d'un segment l'orientation 
du gradient et quelquefois sa norme demeurent ä peu pres 
constantes. Ceci n'est pas toujours le cas avec des images 
SAR (Fig A) dans lesquelles la presence de speckle 
empeche cette continuite. 
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Figure A: Image SAR montrant l'effet du speckle sur les contours 

II est done parfois necessaire de filtrer au prealable les 
images pour retrouver cette continuite. Les filtres les plus 
utilisables sont ceux qui sont bases sur la nature physique 
du bruit de speckle (bruit multiplicatif) comme le filtre de 
FROST [ref 1]. Le filtrage peut aussi etre mis en oeuvre 
lors de la formation d'image (par exemple en sommant 
plusieurs vues). Pour extraire les segments de l'image on 

peut proceder directement en recherchant les points de fort 
gradient et en reliant ceux de ces points qui sont alignes et 
contigus. II est aussi parfois utile de s'appuyer pour cette 
recherche des segments sur les lignes de contours des 
regions homogenes (figure B). 
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Image brute apres correction du speckle 

r^—■ (yso~' /i 

\ 

Contours des regions homogenes Segments soulignant les forts gradients 

Figure B: llustration de l'etape de segmentation 

En general le processus d'extraction de segments donne un 
grand nombre de segments. Une selection est necessaire 
pour limiter la combinatoire de la mise en correspondance. 
Cette selection parmi les segments extraits peut etre 
favorisee par la prise en compte d'une information a priori 
sur la longueur et l'orientation des segments ä extraire. 
Cette information a priori peut etre facilement calculee ä 
partir des segments du modele pour ne retenir que les 
segments qui ont des orientations compatibles de celles du 
modele, la selection sur la longueur est plus delicate car on 
n'est jamais sur d'extraire de l'image un segment sur toute 
la longueur qu'il a dans le modele. On peut aussi tenir 
compte du fait que plus les segments extraits sont longs 
plus ils ont de chance de correspondre ä de vrais amers 

naturels presents dans le modele; on favorise done dans la 
selection les segments longs. 

Pour la methode de mise en correspondance des segments 
extraits de l'image avec ceux du modele plusieurs choix 
sont possibles qu'on peut regrouper en deux grandes 
categories: 

-   les   mefhodes   globales   (dites prediction-verification 
d'hypotheses); plusieurs instances de deplacement entre 
image et modele sont envisagees, chacune donne lieu au 
calcul d'un coüt et l'instance donnant le coüt minimal est 
retenue; les instances recouvrent le domaine possible des 
variations    soit    systematiquement   avec    la   precision 
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variations soit systematiquement avec la precision 
cherchee soit par une approche pyramidale qui pennet de 
limiter l'exploration systematique au seul niveau le plus 
haut de la pyramide; les methodes globales sont tres 
couteuses en temps de calcul et la fonction distance n'est 
pas toujours simple ä mettre au point; une des distances 
les plus utilisees est la distance de CHAMFER; les 
performances sont bonnes si les segments sont assez isoles 
et si la distorsion entre image et modele est faible; 

- les methodes accumulatives dans lesquelles la 
transformation est determinee de maniere progressive en 
accumulant des fragments d'evidence: ä chaque integration 
d'un   fragment   d'evidence   la   transformation   cherchee 

s'affine et son domaine d'admissibilite est reduit (methode 
derivee de la transfonnee de HOUGH); le fragment 
d'evidence est ici l'appariement d'un segment image avec 
iin segment modele, appariement base sur l'orientation 
commune et eventuellement d'autres criteres (longueur, 
sens du contraste,...). Si la transformation cherchee est une 
translation, chaque appariement possible conduit ä un 
certain nombre de translations potentielles (en quelque 
sorte on peut dire que l'appariement "vote" pour certaines 
translations); ä la fin de 1 integration des appariements, la 
translation potentielle la plus souvent rencontree (celle qui 
a eu le plus de "votes") est retenue; l'ensemble des 
translations potentielles constitue ce qu'on appelle la 
nappe d'accumulation (figure C). 

Les segments fins correspondent au modele de reference, les segments epais sont ceux extraits de 
I'image radar (les segments homologues sont, en general, de taille et d'orientation differentes). 

Toute translation [Tx.Ty] (trait en pointille) qui fait correspondre, au moins partiellement, un segment du 
modele avec un segment de I'image est reportee dans la nappe d'accumulation et le niveau courant du point 
(Tx.Ty) augmente. 

Figure C: Construction de la nappe d'accumulation 

En realite la bonne transformation n'est pas 
systematiquement donnee par le pic le plus haut de la 
nappe d'accumulation, il peut en effet y avoir des fausses 
alarmes dues ä des conjonctions fortuites non stables. II 
faut done que le pic soit suffisamment marque pour domier 
une bonne precision mais pas trop isole des autres pics de 
hauteurs voisines. La detection du bon pic est associee au 
calcul d'un indicateur de confiance, celui ci est base sur la 
configuration du pic principal et des pics voisins, ainsi que 
sur les caracteristiques des segments modele et image mis 
en correspondance. 

L'ordre dans lequel sont faits les appariements est 
relativement indifferent puisque ceux-ci sont traites 
independamment les uns des autres (le vote se fait dans 
l'isoloir) par contre les criteres d'appariement et la maniere 
dont sont determinees les translations potentielles pour un 
appariement ont une influence sensible. Par exemple   un 

segment court extrait de I'image, qui, comme on l'a dit, a 
de fortes chances d'etre un artefact, ne sera apparie ä un 
segment modele que si la condition d'orientation commune 
est respectee avec une tres faible tolerance; par contre si le 
segment est plus long la tolerance d'appariement sur 
l'orientation sera plus grande. II est aussi envisageable de 
ne pas considerer des segments isoles mais des couples de 
segments; cela a pour effet de diminuer fortement la fausse 
alarme dans la nappe d'accumulation mais le nombre de 
couples est beaucoup plus grand que le nombre de 
segments et cela augmente done le temps de calcul. 

Pour la mise en correspondance des segments, 
THOMSON-CSF a retenu une methode accumulative. 

L'organigramme general de ce dernier type de methode 
(accumulative)     est      donne     ä      la     figure     D 
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PROJECTION MODELE 
(ä partir des donnees inertielles) 

SEGMENTATION del'IMAGE 

Segments 
Model (MS) 

Segments 
Image (IS) 

BALAYAGE des SEGMENTS MODELE 

MS, segment se'lectianne' 

BALAYAGE des SEGMENTS IMAGE 

IS, segment s4lec6'onnä 

TESTS d'APPARIEMENT IS-MS 

£n cas cTapparfement : 

■ determinalion de l'ensemble reduit de translations qui mellent en coincidence IS et MS 
■ accumulation incremental de cet ensemble reduit dans l'espace des translations 

SELECTION de la TRANSFORMATION 
Recherche de la translation la plus frequemment 

rencontree dans la nappe d'accumulation 

Figure D: Organigramme de la methode accumulative 

3-2-3 Preparation de Mission 

Cette etape se deroule avant la mission 

La preparation de mission consiste ä extraire, des donnees 
source, les primitives utilisees dans le recalage (avec 
d'eventuels attributs). On a vn que les segments sont panni 
les plus interessantes de ces primitives. 

Les questions ä resoudre coucement: 

- l'emprise au sol du modele; celle-ci depend beaucoup de 
la taille de l'image par rapport ä la dynamique de 
recherche (l'incertitude de localisation) il est fondamental 
de savoir si on doit chercher l'image dans le modele (taille 
de l'image petite par rapport ä la dynamique de recherche) 
ou si Ton doit chercher le modele dans l'image (taille de 
l'image grande par rapport ä la dynamique de recherche); 
dans le premier cas l'emprise du modele doit etre teile que 
l'image soit toujours dans le modele quelle que soit l'erreur 
de navigation; dans le second cas le modele peut etre 
reduit ä un petit motif suffisamment etendu cependant 
pour qu'il soit unique dans la dynamique de recherche; 
dans le cas qui nous interesse la taille de l'image radar est 
toujours superieure ä la dynamique de recherche. 

- la selection des primitives; il est toujours delicat de 
trouver des regies de selection qui assurent le meilleur 
fonctionnement. Mais des regies simples peuvent 
cependant etre appliquees, par exemple pour les segments, 

il parait clair que le lineaire cumule doit etre superieur ä 
un seuil, que le pourcentage de segments longs doit etre 
fort et que tous les segments ne doivent pas etre dans la 
meme classe d'orientation; 

- l'attribution des primitives ; en considerant toujours 
l'exemple des segments, 1'attribut le plus simple ä 
renseigner, quand il est pertinent (par exemple pour les 
transitions terre-eau, pour les limites de bois, de vallees) 
est le sens du contraste le long du segment; cette 
indication peut eviter lors du recalage de faire de faux 
appariements; 

Mais d'un point de vue operationnel la question majeure 
est souvent le degre d'automatisation de la chaine de 
preparation de mission; de ce point de vue, comme on l'a 
dejä souligne, la constitution du modele ä base de 
segments est automatisable que ce soit ä partir de fichiers 
geographiques numeriques (l'elaboration est alors tout 
naturellement automatique) ou ä partir d'images spatiales 
du type SPOT (figure E); 



Figure E: Image SPOT segmentee 

Dans ce dernier cas l'intervention manuelle de l'operateur 
est limitee ä un controle de validite du modele automatique 
et au renseignement des attributs de contraste pour 
quelques segments. 

Une derniere etape avant mise en forme du modele est la 
validation. Celle-ci est en general automatique et utilise, 
quand c'est possible, le meme algorithme de recalage qu'ä 
bord: des instances d'images sont decoupees dans le 
modele (en extension ou en reduction suivant les cas) et les 
segments de ces instances sont mis en correspondance avec 
le modele; ce dernier n'est valide que si l'auto-correlation 
presente un pic bien marque et bien demarque des 
possibles lobes secondaires. 

La mise en forme du modele ä embarquer ne pose pas de 
Probleme particulier; s'agissant de donnees du type objet 
(plutot que pixels) le volume est faible. 

3-2-4 Acquisition de donnees source 

La preparation du modele necessite la disponibilite de 
donnees source qui doivent etre ä jour, tres precises (mieux 
que 10 m pour une precision de localisation du meme 
ordre), soigneusement referencees et dans lesquelles la 
cible est observable (cas d'une cible fixe georeferencee). 

De telles donnees source existent; on peut ainsi citer parmi 
les donnees les plus utilisables : 

- les images SPOT dont les caracteristiques principales sont 
la couverture mondiale et la bonne resolution (10 m) ; la 
localisation geographique absolue peut poser des 
problemes dans les regions oü manquent des points d'appui 
de coordonnees bien connues ; 

- les images HELIOS ; ce satellite d'observation militaire 
qui vient d'etre lance en Juillet dernier par la France, avec 
la cooperation de l'Italie et de l'Espagne, doit fournir des 
images optiques de bien meilleure resolution que SPOT ; 

- les images ERS1 qui ont une resolution moins bonne que 
celle de SPOT mais qui ont l'avantage d'etre des donnees 
SAR done plus facilement comparables aux cartes 
elaborees par les radars de pointe avant; 

- les fichiers geographiques numeriques ; les fichiers 
DLMS, de couverture et de contenu limites, devraient etre 
remplaces dans un proche avenir par les donnees VMAP de 

couverture mondiale et tres completes (plus de 10 themes 
sont prevus : routes, hydrographie, cotes, relief, zones 
urbaines, aeroports, voies de chemin de fer, ...) ; cependant 
la precision de 10 m ne sera sans doute effective que dans 
quelques regions ; 

- les images de reconnaissance aerienne (comme celles du 
radar de surveillance et de reconnaissance RAPHAEL en 
service dans l'armee de l'air francaise) qui ont une bonne 
resolution mais qui ne sont acquises que sur certaines 
zones. Ces images ont des caracteristiques analogues ä 
celles elaborees par le radar de pointe avant, ceci facilite 
notablement le choix et le renseignement des primitives qui 
vont constituer le modele de reference. Dans le cas oü la 
zone visee n'est pas accessible aux avions de 
reconnaissance, un SAR spatial peut etre utilise pour 
l'acquisition des donnees source. 

3-3 Avantages de la methode presentee 

Les principaux avantages de ce type de methode base sur la 
mise en correspondance, par technique accumulative, de 
segments extraits de l'image avec des segments d'un 
modele de reference elabore en Preparation de Mission 
sont: 

- la robustesse ( consequence du choix des primitives), 
- la possibility de mise en oeuvre en temps reel (maitrise du 
temps de calcul) 
- la souplesse d'evolution 

. adaptation aisee ä des modes de cartographie de 
caracteristiques differentes (resolution de classe metrique 
par exemple), 

. ajout de primitives autres que les segments 
(points brillants par exemple). 
- le "filtrage" des deformations residuelles de l'image radar. 

4 - Les applications de la fonction 

Les applications de la localisation automatique 
sont multiples. 

La premiere qu'il faut citer est l'acquisition 
d'objectifs fixes de coordonnees connues, c'est le cas des 
amers de recalage ou des cibles qu'on sait positionner 
precisement dans leur environnement (grace ä une 
reconnaissance prealable ä la mission). Dans ce cas la 
fonction donne directement la position estimee de 
l'objectif, celui ci et/ou son environnement recale peuvent 
etre directement superposes ä la carte radar (ainsi que la 
qualite du recalage calculee par le traitement). L'operateur 
dispose ainsi des elements permettant de juger la 
pertinence du traitement. 

La deuxieme application est l'aide ä l'acquisition 
de cibles deplacables (mobiles ä l'arret, franchissement, PC 
de Campagne,...) ou mobiles. 

Dans ce cas l'application comporte deux etapes: 
- le recalage qui va permettre de visualiser sur la 

carte radar des elements caracteristiques de 
l'environnement qui peuvent etre tres utiles pour 
l'acquisition de certaines cibles. On pourra visualiser, par 
exemple, les taxi way, les voies routieres ou ferroviaires, 
les cours d'eau,... 
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- l'identification qui pennet l'acquisition directe 
de certaines cibles (shelters, chars, bateau,...) en utilisant 
un modele local de celles ci. II faut noter qu'ä cause du 
principe SAR, seule une cible deplacable (done fixe quand 
on l'observe) peut etre localisee precisement. 

La derniere application que nous citerons est 
celle presentee dans la communication ASTRID. II s'agit 
de cooperation radar et optronique qui peut etre envisagee 

pour tout type de cibles. Le radar effectue une 
prelocalisation et transmet une direction ä rallier ä un 
capteur optronique petit champ qui va permettre de 
confirmer la presence de la cible et eventuellement d'en 
ameliorer la localisation. L'avion de combat RAFALE 
disposera d'un radar et d'un capteur optronique en pointe 
avant utilisables en Air-Sol, le radar ayant plusieurs 
modes SAR et l'optronique des modes d'imagerie visible et 
infrarouge. 
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ASSOCIATION DE CAPTEURS OPTRONIQUES DE NOUVELLE GENERATION AUX 
SYSTEMES DE NAVIGATION ET D'ATTAQUE 

J. JOFFRE - E. JULLIEN 
JP. BERNOVILLE - R. GOULETTE - Y. LE GUILLOUX 

SAGEM S.A. 
Division Navigation et Defense 

27 rue Leblanc 
75512 PARIS Cedex 15 

FRANCE 

Sommaire 1    CAMERA IRCCD IRIS 

Les capteurs infrarouge ont ete integres sur des avions 
d'armes depuis une vingtaine d'annees. On distingue 
principalement parmi ceux-ci les capteurs frontaux (FLIR 
generalement monies en pod de navigation), dedies au 
pilotage de nuit et les pods de designation, utilises en 
phase terminale d'attaque air-sol. 

Alors meme que le besoin de navigation de nuit existe pour 
assurer une permanence de la menace aerienne [1], on 
constate que la generalisation des systemes infrarouge n'a 
pas ete realisee dans les avions d'arme. 

L'evolution technologique a abouti recemment ä la 
realisation de capteurs ä hautes performances, occupant un 
volume reduit, done integrables en cellule, et susceptibles 
de remplir les deux fonctions principales de la mission : 
navigation et attaque. 
L'apparition de l'imagerie optronique de nouvelle 
generation utilisant les detecteurs IRCCD permet ainsi une 
avancee importante dans les missions de frappe Air/Sol. 

L'objet de cet article est de preciser les principes et 
caracteristiques de capteurs IRCCD en France, et leur apport 
tout au long d'une mission de nuit. Pour cela, il decrit les 
travaux realises par SAGEM avec le soutien des Services 
Etatiques : 

- la camera thermique IRIS, 
- l'integration realisee sur MIRAGE 2000, 
- l'aide au pilotage de nuit, 
- les methodes de recalage de navigation par imagerie 

infrarouge, 
- l'apport concernant l'attaque air-sol de nuit. 

Mots cle  :   - camera thermique, 
- IRCCD, 
- recalage de navigation, 
- traitement d'images, 
- detection de contours 
- couplage Inertie/Infrarouge 

Liste   de   symboles   : 

- CCPI Calcul Continu du Point d'Impact 
- CCPL Calcul Continu du Point de Largage 
- FLIR Forward Looking Infra Red 
- GPS Global Positionning System 
- IRCCD Infra Red Charged Coupled Device 
- IRLS Infra Red Line Scanner 
- SMT Systeme Modulaire Thermique 
-TDI Time Delay Integration 
- VTH Viseur Tete Haute 

SAGEM a debute le developpement de la camera IRIS 
en 1988. Elle a ete le premier utilisateur du detecteur 
IRCCD 288x4 (8-12 microns) ä couplage direct de la 
Sofradir. 

SAGEM a conduit son developpement avec les principes 
suivants : 

- la camera devait etre concue de facon modulaire. Les 
fonctions critiques devaient etre integrees dans des 
modules communs aux diverses applications 
envisagees, 

- le bloc senseur comprenant le detecteur et le .Systeme de 
balayage devait etre le plus petit possible pour pouvoir 
se loger avec grande facilite dans la partie utile des 
applications, 

- les modules communs devaient etre capables de 
supporter les environnements militaires des 3 Armes, 

- la camera devait etre capable de s'interfacer suivant 
differents standards video, sorties numeriques et 
analogiques (STANAG 3350 et RS 170) et liaisons 
numeriques (RS 422, 1553, ARINC), 

- l'information video devait etre numerisee ä la sortie du 
detecteur (codage sur 12 bits) permettant ainsi un 
traitement d'images pour non seulement les corrections 
de non-uniformite ligne ä ligne, mais egalement 
l'amelioration d'image et tout autre traitement de 
l'information video. Les paragraphes suivants sont une 
application de cette possibility de traitement interne de 
l'image. 

1.1      Description   des   modules 

1.1.1   Bloc senseur 

II comprend : 

- le detecteur 288x4 associe ä un refroidisseur, 
- l'optique de focalisation, 
- le Systeme de balayage horizontal en dents de scie 

permettant de fournir une trame de 288 lignes, 
- le Systeme d'entrelacement vertical permettant de 

decaler l'axe optique d'un demi-detecteur pour realiser la 
deuxieme trame, 

- l'electronique necessaire pour commander les phases du 
CCD et l'adaptation des informations video issues du 
detecteur. 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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1.1.2 Electronique deportee 

Fonctionnellement, eile doit comporter au moins 2 cartes 
au standard VME et format double Europe qui assurent: 
-   la conversion analogique/numerique du signal video 

issu du bloc senseur, le traitement des non-uniformites, 
la mise a. disposition sur un bus video numerique de 
l'image, 

- la conversion numerique/analogique de cette 
information pour la mise au bon standard video 
(STANAG 3350 ou RS 170). 

Ce format double Europe, au standard VME, permet de 
s'adapter directement, au moins pour les developpements 
en laboratoire, ä des cartes de traitement d'images ou ä des 
processeurs dejä developpes par ailleurs. 

AFOCAL BLOC SENSEUR 

Optique 
afocale 

References de 
temperature 

|   ELECTRONIQUE 
DEPORTEE 

Balayage 
horizontal 

Communde de 
balayage 

—        Iniageur       —     Detecteur 
Comniande CDD 

adapt, vid^o 

Asservissement 
refroidisseur 

Asservissement 
refroidisseur 

Conversion A/N 
delignage 

Conversion N/A 
standard video 

STANAG 3350, 

RS170. 

1.2 Principales    caracteristiques    des    modules 
communs 

- Formats : 
nombre de points par ligne : 768, 
nombre de lignes : 575 entrelacees \ 
frequence trame: 50 Hz J 

nombre de lignes : 480 entrelacees 1 
frequence trame: 60 Hz J 

- Champ du bloc senseur sans afocal : 14,4° x 10,8°. 
- Champ  instantane  de  chaque  detecteur  (IFOV)   : 

0,58 mrd x 0,65 mrd. 
- NETD :< 0,045 °C. 

- Non uniformite < 2 NETD sur toute l'image (ä 1 o). 

- Temps d'integration de chaque pixel < 20 |xs. 
- Temps de refroidissement du detecteur ä 77 K : 5 mn 

pour une temperature ambiante de 20 °C. 
- Puissance electrique : 120 W. 

1.3 Traitement d'image  de  premier  niveau 

1.3.1   Correction des non uniformites ligne ä ligne [2] 

Chaque trame est realisee par le balayage horizontal de la 
barrette de 288 detecteurs (en fait, 4 detecteurs en ligne 
fournissent une information avec un rapport S/B ameliore 
par 2 grace au TDI). Chaque ligne ainsi generee a son 
propre biais et son facteur d'echelle qu'il faut identifier pour 
avoir une image homogene. 

Le balayage du miroir horizontal permet de voir ä chaque 
trame, en bords de champ droit et gauche, deux references 
de temperature ; l'une, positionnee ä la temperature des 
points chauds de l'image, l'autre ä celle des points froids. 
On obtient ainsi 2 references dans la temperature de scene 
qui permettent de calculer les coefficients de biais et de 
facteur d'echelle de chaque detecteur. 

Apres la conversion analogique/digitale, 
suivante est appliquee : 

S'j = a, Sj + b. 

la correction 

ou S; est l'information brute 
a; et bj sont respectivement les coefficients de gain et 
de biais 

Bus video non corrige" 

Pointeur 
d'adresse 

Bus corrige" 

On obtient ainsi une non uniformite inferieure ou egale ä 2 
NETD sur toute l'image (ä 1 o). 

Cette qualite de "delignage" est importante d'une part pour 
le pilotage (il ne faut pas faire apparaitre des lignes que le 
pilote pourrait confondre avec l'horizon), et pour les 
traitements d'images ulterieurs qui vont justement 
rechercher des lignes dans l'image. 
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1.3.2 Amelioration de la resolution de l'image [4] 

La qualite optique du bloc senseur et celle de l'afocal 
correspondant ä 1'application sont definies pour fournir 
une FTM (Fonction de Transfert de Modulation) de 1'ordre 
de la limite imposee par la diffraction. 
La FTM est aussi limit6e par la taille des detecteurs et la 
frequence d'echantillonnage. 

Ainsi, la FTM globale de l'ensemble est mathematiquement 
determinee par des lois physiques connues. Pour ameliorer 
l'image, il faut compenser l'attenuation des frequences 
moyennes et hautes. La camera IRIS possede en option une 
carte specifique realisant cette transformee inverse par un 
filtrage de Wiener. 

Aspect theorique : 

Si g(x,y) est l'image obtenue ä partir de l'image originale 
ou ideale f(x,y), on peut modeliser le phenomene de la 
facon suivante : 

n(x,y) 

f(x,y) -®- g(x,y) 

OU H est la fonction de transfert optique de la camera 
n(x,y) est le bruit apporte par l'ensemble du Systeme 
(optique et electronique). 

La solution au probleme au probleme d'amelioration de 
g(x,y)a ete donnee par Wiener en proposant la fonction 
inverse : 

1 lh(u,v)|2 
Wk(x,y) =FT1 

( h(u,v)     lh(u,v)|2 + k ) 

oil   k est un parametre d'optimisation pour compenser le 
bruit, 
h(u,v) est la fonction de transfert de la camera dans le 
domaine frequentiel. 

L'image restauree est de la forme : 

fre(x,y) = Wk(x,y) <8> g(x,y) 

Ce filtrage de Wiener est realise dans la camera IRIS en 
temps reel ä l'aide d'un convolueur 7x7. Les coefficients 
utilises sont determines ä partir des mesures de la fonction 
d'etalement de point (equivalente ä la reponse 
impulsionnelle, mais en 2 dimensions). 

1.4     Applications  de la  camera  IRIS 

Le premier prototype de la camera IRIS a ete realise pour un 
developpement exploratoire aeronautique. II a effectue ses 
premiers vols sur Nord 260 au CEV en 1990. La camera a 
ete installee dans le nez de l'avion. Ces premiers essais ont 
fourni les premieres images IRCCD du capteur 288x4 de la 
Sofradir. La camera IRIS a depuis lors ete utilisee dans une 
grande variete d'applications, chacune d'entre elles ayant 
ses specificites propres. Son architecture modulaire, sa 
petite taille et sa faible consommation permettent de 
l'installer dans differentes configurations. 

1.4.1 Applications Marine 

La camera thermique IRIS a ete choisie par la Marine 
francaise en 1989 pour le periscope du sous-marin 
nucleaire nouvelle generation "LE TRIUMPHANT". 

La camera IRIS a aussi ete retenue par la Marine danoise 
en 1990 pour les mats optroniques de ses sous-marins 
d'attaque. 

Les contraintes specifiques de ces programmes etaient: 

- la dimension du bloc senseur qui devait etre compatible 
du diametre du periscope 

- deux modes de fonctionnement imagerie et veille 
(balayage interne de la camera arretee) 

- la grande distance entre le bloc senseur et l'electronique 
deportee qui devait etre superieure ä 40 metres. 

Ces systemes sont les premieres applications 
operationnelles de capteurs IRCCD. 

1.4.2 Application terrestre 

La camera thermique IRIS a ete choisie par Euromissile en 
1991 pour le programme d'amelioration du Systeme d'armes 
ROLAND. SAGEM est responsable du developpement du 
viseur complet qui integre la camera IRIS-G. Dans cette 
application, il y a aussi deux modes de fonctionnement : le 
mode imagerie et le mode veille. 

La qualite de l'image doit etre compatible avec les 
traitements pour la detection et la poursuite de cibles 
distantes (avions ou helicopteres) jusqu'ä 20 km. 
L'information video numerique est transmise sur 12 bits au 
calculateur de veille et de poursuite. 

Les cameras IRIS G sont en cours d'integration avec le 
Viseur GLAIVE. 

1.4.3 Application helicoptere 

Le maitre d'oeuvre du Viseur Principal du programme 
helicoptere "TIGRE HAP" a aussi selectionne la camera 
IRIS. Les contraintes specifiques de cette application sont 
les environnements mecanique et thermique severes et 
l'integration d'une stabilisation fine dans la camera pour 
assurer les performances de portee en petits champs. 
IRIS a egalement ete retenue pour le viseur principal de 
l'helicoptere ROOIVALK. 

1.4.4 Application Drone 

La camera IRIS doit equiper le Drone SPERWER pour lequel 
la SAGEM a ete tres recemment retenue par l'Armee de Terre 
Hollandaise. 

1.4.5 Application aeronautique 

Nous allons decrire plus precisement l'integration de la 
camera IRIS dans le MIRAGE 2000 B.O.B. (Banc 
Optronique Biplace) du Centre d'Essais en Vol. 

Cette integration a ete realisee avec le soutien du STTE, 
Service Technique des Telecommunications et 
Equipements, rattache a la Direction des Constructions 
Aeronautiques de la DGA. 
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2   INSTALLATION DANS L'AVION 

2.1 Integration   dans   le  MIRAGE   2000 

Le MIRAGE 2000 dispose d'un Viseur Tete Haute (VTH) 
capable de presenter une image video Raster au standard 
CCIR. Le champ de l'image video projetee en tete haute est 
de 18°x24°. 

La camera IRIS a done ete dotee d'un afocal permettant 
d'adapter son champ ä celui du VTH. Le bloc senseur avec 
son afocal et l'electronique deportee sont installes en soute 
en avant du train d'atterrissage. 

La camera est harmonisee avec le VTH de maniere ä projeter 
une image collimatee qui se superpose tres exaetement avec 
le monde exterieur. Avec 768 points par ligne et un champ 
horizontal de 24°, des pixels de taille carree, on obtient 
dans l'espace objet une resolution de 0,55 mrd, tout ä fait 
compatible avec la resolution de l'oeil. 

Le traitement d'amelioration d'images permet de fournir une 
finesse d'image qui donne toute satisfaction au pilote. 

Dans les applications aeroportees, les variations de 
dynamique de la scene quand l'avion pointe vers le ciel (en 
general tres froid) ou vers le sol (plus chaud) sont tres 
importantes. Le contröle automatique de gain et de niveau 
moyen de l'image a des constantes de temps adaptees aux 
missions typiques d'un avion militaire en particulier en 
utilisant les informations d'attitude (couplage IR. Inertie). 

2.2   Installation   dans   un   avion   d'armes 

L'installation dans l'avion est simple, il suffit de trouver 
en pointe avant le volume necessaire pour loger le bloc 
senseur et son afocal. Dans la plupart des avions, il y a une 
soute pour un telemetre laser ou des provisions pour des 
equipements optionnels. Elle peut etre amenagee pour 
recevoir en plus le bloc senseur grace ä son volume reduit. 
La partie qui doit depasser du fuselage est celle du hublot de 
sortie; eile doit permettre de passer le champ vertical sous 
le fuselage sans vignettage. Avec un champ de 18°x24°, la 
taille de la pupille est tres petite (diametre = 16 mm). 

L'interet d'une teile installation par rapport ä une 
installation en pod est evident ; en particulier parce que la 
camera est rigidement fixee ä la meme structure avion que le 
VTH. 

Listens quelques avantages: 
- absence de vibrations relatives, 
- harmonisation par rapport au VTH invariante suivant 

les differents points du domaine de vol, 
- tous les points d'emport sont disponibles pour 

l'armement, 
- enfin, la trainee aerodynamique est modifiee beaucoup 

plus faiblement (pratiquement inquantifiable en 
subsonique). 

Tous les avions peuvent etre predisposes, comme pour les 
pods, pour recevoir la camera. Si les contraintes 
budgetaires ne permettent pas d'equiper tous les avions, les 
cameras pourraient etre tout aussi facilement installees d'un 
avion ä un autre, comme cela est fait pour les pods. 

Le couplage au Systeme d'arme peut etre tres simple. Pour 
une installation de demonstration de capacite du FLIR dans 
un avion mono ou biplace, il suffit, outre l'installation 
optico-mecanique dejä decrite precedemment, d'installer 
une liaison video vers le boitier generateur de symbole du 
VTH et vers les moyens d'enregistrerrient (magnetoscope). 
La mise en ceuvre de la camera peut etre faite par un petit 
boitier de commande en banquette. 

3   AIDE AU PILOTAGE 

3.1 Apport de la camera IRIS 

Ce type d'installation a ete realise depuis de nombreuses 
annees dans differents avions d'arme. Mais par rapport aux 
equipements precedents, l'apport de cette camera est dans la 
tres grande qualite de l'image. La resolution thermique, 
quelques centiemes de degres, et la resolution spatiale 
permettent de fournir une image infrarouge d'une qualite 
aussi bonne que celle d'une image dans le visible. Par 
rapport aux matrices CCD visibles 768x575 lignes, on 
peut meme considerer que pour ce qui concerne la resolution 
spatiale, l'image infrarouge est meilleure. En effet, le 
Systeme, tel qu'il a ete concu, comporte un 
surechantillonnage de 1,7 en balayage horizontal et de 
2 en vertical (entrelacement de deux trames continues). La 
topologie des matrices CCD a pour consequence que le 
facteur de remplissage est toujours inferieur ä 1. 

3.2   Portee 

Les portees en infrarouge dependent bien evidemment des 
conditions atmospheriques, des tailles et des temperatures 
de cibles. En simplifiant ä l'extreme, on peut considerer 
que les portees fournies par la camera IRIS sont, pour ce qui 
concerne le paysage, du meme ordre de grandeur que celles 
en visible de jour, pour des conditions atmospheriques 
donnees. Par ailleurs, l'imagerie infrarouge apporte une 
information specifique qui est la mise en evidence des 
points chauds. A titre d'exemple, une cheminee d'usine peut 
etre detectee en grand champ par bonne condition 
atmospherique ä plus de 13 nautiques, alors qu'en visible 
on ne l'apercoit qu'ä 2 ou 3 nautiques. 

Toutes conditions etant egales par ailleurs, les simulations 
montrent que l'amelioration en portee par rapport aux 
systemes SMT francais de la generation precedente, 
apporte un gain en portee de 40 ä 50 %. 

C'est cette avancee technologique des capteurs et de leur 
mise en ceuvre qui donne aujourd'hui un regain d'interet pour 
l'utilisation de camera infrarouge dans les avions d'armes. 

3.3   Incrustation   de   la   symbologie 

L'incrustation de la symbologie du VTH est realisee par le 
boitier generateur de symboles. Avec un tel systeme, on 
peut reconduire de nuit les procedures de navigation et 
d'attaque au sol classique qu'on ne pouvait faire que de jour 
sur la plupart des avions mono ou biplace actuels. 
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3.4   Couplage   avec   les   jumelles   de   vision   de 
nuit 

L'utilisation de l'imagerie video avec le champ fixe dans le 
VTH n'est certainement pas süffisante pour assurer un 
pilotage de nuit dans de bonnes conditions. Si le pilote a, 
de nuit, une parfaite vision du monde exterieur ä travers le 
VTH, par contre il n'a aucune vision parietale ; celle-ci 
etant tres utilisee pour les references attitudes avion et 
notion de hauteur en pilotage ä vue. Le champ de vision est 
done trop petit pour assurer un pilotage avec la securite 
süffisante surtout ä basse altitude [1]. Les pilotes ont 
l'impression de voler dans un tunnel et les manoeuvres en 
lateral sont dangeureuses ä basse altitude. Le couplage avec 
les jumelles de vision de nuit resout actuellement le 
probleme. 

On peut faire de la navigation de nuit par temps clair, a 
basse altitude (ä quelques centaines de pieds). Certes 
l'imagerie visualisee dans le VTH de nuit ne donne pas la 
meme vision du sol que de jour, et eile n'est pas 
stereoscopique, mais ä l'experience (50 vols sur 
MIRAGE 2000 et MIRAGE III dans des conditions 
atmospheriques et des scenes variees), la realite du relief 
semble etre tres bien ressentie par les pilotes grace ä la 
qualite de l'image qui permet une bonne interpretation 
en 3D et au deplacement de l'avion par rapport au sol. La 
notion de hauteur et de vitesse est donnee par le defilement 
parietal du sol obtenu grace aux jumelles de vision de nuit. 

3.5   Besoin       en 
horizontale 

precision       de       position 

Neanmoins, pour assurer une securite süffisante ä tres basse 
altitude, il est necessaire de conforter le pilote par une aide 
a la navigation dans le plan vertical [1], par exemple une 
ficelle de vol ou un suivi de terrain sur fichier, automatique 
ou non. Cela necessite une precision importante dans le 
plan horizontal qui est fournie par la centrale ä inertie 
recalee par divers moyens. 

La camera I.R. peut servir au recalage grace aux methodes 
presentees ci-apres. Ainsi, le couplage inertie/infrarouge 
possedant ses propres moyens de recalage permettant le 
pilotage pour la navigation de nuit est un systeme 
autonome. 

4   RECALAGES DE NAVIGATION 

4.1    Introduction 

Les systemes de navigation et d'attaque des avions d'armes 
utilisent tous comme reference de position, de vitesse et 
d'assiette, des centrales ä inertie. 

Les precisions classiques de ces centrales, en inertie pure, 
sont de l'ordre 0,5 ä 1 Nm/h en position et de 0,6 a 1,2 m/s 
en vitesse ; ce qui correspond ä des gyroscopes de la classe 
de 0,5 a l/1007h . 

Les erreurs sur les informations d'attitude sont tres faibles. 
Elles sont de l'ordre de 0,5 mnälmn d'arc, soit 1,5.10~4 rd 
ou 3 10"4 rd, done meilleur que l'ordre de grandeur de la 
precision d'harmonisation et de codage des angles 
d'attitude. 

Cette grande precision sur les informations d'attitude est 
une propriete essentielle de l'inertie qui va nous servir 
grandement dans le recalage par traitement d'images. 

De facon classiqüe, les erreurs de la centrale sont corrigees 
tout au cours du vol grace ä des informations fournies par 
des recalages de position. Ces informations alimentent un 
filtre de Kaiman qui fournit en temps reel la meilleure 
estimee de la position, de la vitesse et des attitudes de 
l'avion. 

La navigation de nuit va beneficier de la precision en 
position horizontale pour la ficelle de vol. 
Les calculs de balistique effectues pour la designation du 
point d'impact en CCPI ou de l'instant de largage si la cible 
a ete precedemment designee (CCPL), vont beneficier 
prioritairement des informations recalees de vitesse. 

4.2   Moyens   actuels 

Aujourd'hui,  ces  recalages  de  position  peuvent  etre 
realises : 

- de facon manuelle de jour et par bonne visibilite : par 
passage ä la verticale au-dessus du point dont les 
coordonnees sont connues, et par designation avec un 
reticule de ce meme point (triangulation ou telemetrie 
laser ou radar), 

- de facon automatique et en tout temps : par correlation 
d'altitude, correlation radar et GPS. 

• La correlation d'altitude (CORZ) necessite un 
modele numerique de terrain et une radio-sonde ou 
un senseur equivalent qui mesure la hauteur de 
l'avion au-dessus du terrain survole. Le profil de 
terrain est enregistre pendant le temps durant lequel 
l'avion survole la region dont le modele numerique 
de terrain a ete mis en memoire lors de la 
preparation de mission. 

Le principe consiste ä trouver le maximum de 
correlation entre le profil enregistre et un profil 
extrait du modele numerique de terrain en faisant 
deplacer parallelement ä lui-meme le profil 
enregistre sur le modele numerique de terrain. Le 
maximum de correlation donne la meilleure 
position estimee qui va etre introduite dans le filtre 
de Kaiman. 

Cette methode de recalage est implantee par 
SAGEM dans de nombreux systemes depuis plus 
d'une decennie. L'interet de la correlation d'altitude 
est d'etre autonome, imbrouillable, discrete et 
precise. Sa precision depend du modele numerique 
de terrain mais eile est classiquement de 60 m 
pourvu qu'il n'y ait pas d'ambigui'te (necessite d'une 
bonne preparation de mission). On peut neanmoins 
trouver des regions (par exemple terrain plat) oil la 
CORZ n'est pas utilisable. 

Le traitement numerique pour la correlation peut 
etre realise sans difficulte dans le calculateur de la 
centrale. II faut par contre une memoire de masse 
pour stocker le modele numerique de terrain. 

• La correlation Radar necessite un radar dote de la 
fonction cartographique adaptee. Cette fonction 
realise une prise d'image radar de la zone de recalage 
que Ton compare avec une image previsionnelle 
horizontale issue de la preparation de mission. La 
precision est de 60 a 80 m. Ce type de traitement 
peut fonctionner ä tres haute altitude (30 000 ft). A 
cause de la complexite de la preparation de mission, 
du recalage et du capteur, ce type de traitement est 
implante dans un tres petit nombre d'avions. 
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• Les systemes GPS peuvent fournir en continu une 
information de position dont la precision depend du 
code et peut aller de 100 metres (code C/A) jusqu'ä 
une dizaine de metres (code P/Y) s'ils disposent des 
cles necessaires. Le recalage peut done, surtout s'il 
utilise un couplage serre (utilisation des 
informations de pseudo-distance dans le filtre de 
Kaiman) etre tres precis. Neanmoins, le GPS n'est 
pas un moyen autonome et, en cas de conflit, cette 
information peut ne pas etre utilisable, ne serait-ce 
que pour des raisons de brouillage (le signal recu est 
tres faible et peut etre tres facilement brouille 
localement). 

4.3   Recalage   par   imagerie   infrarouge 

Ces 3 procedes de recalage quasiment automatiques 
utilisent des capteurs tres differents. Ils ont chacun leurs 
contraintes et leurs limitations. Ils laissent la place ä un 
autre moyen qui utiliserait l'imagerie infrarouge pour etre 
utilisable comme eux de jour comme de nuit. 

Le recalage par imagerie est un moyen totalement 
autonome, discret, imbrouillable (ä moins de changer 
l'aspect de la region survolee !). 

Ces caracteristiques ressemblent ä bien des egards ä celles 
de la correlation d'altitude. Par contre, ces deux modes de 
recalage par imagerie ou par correlation d'altitude sont tres 
complementaires. En effet, sur un terrain totalement plat la 
CORZ ne peut pas fonctionner alors que e'est la ou les 
traitements les plus simples de l'imagerie (detection 
d'amers lineaires) peuvent etre appliques sans probleme. 

SAGEM a developpe depuis plus de 10 ans des techniques 
de recalage de ses centrales par traitement d'image. La 
premiere est basee sur un analyseur infrarouge ventral 
(Super Cyclope ou Cyclope 2000 de la societe SAT). Les 
autres sont basees sur une camera infrarouge montee en 
frontal (FLIR) comme dans le M2000 . 

La premiere technique sera citee essentiellement pour son 
aspect didactique. Les autres qui concernent le recalage 
frontal font l'objet de cette presentation. 

C'est l'arrivee ä maturite de capteurs infrarouge de grande 
qualite qui permet de proposer le recalage par imagerie 
frontale sur avions d'armes. 

4.3.1  Recalage ventral 

L'analyseur monoligne construit son image ligne par ligne 
en utilisant le deplacement de l'avion. La resolution de 
l'image est differente au centre et au bord de l'image. 
L'image, elle-meme, depend de l'attitude de l'avion. Le 
premier traitement consiste done ä effectuer toutes les 
corrections pour fournir une image du sol conforme, e'est- 
a-dire qui peut se superposer ä une carte du terrain survole. 
Avec une teile image du terrain survole, on concoit 
immediatement que Ton peut facilement se recaler en 
cherchant dans cette image des objets dont la position est 
connue. 
Le premier Systeme que SAGEM a developpe etait base sur 
l'idee simple que des lignes droites (routes, voies ferrees, 
bordures de terrain) etaient facilement detectables dans 
l'image et caracterisees uniquement par leur orientation par 
rapport au nord. Tres souvent il y a des voies de 
communication pres des objectifs. 

Le Systeme de recalage, grace a la connaissance de sa 
position estimee, declenche le processus quand l'avion 
arrive dans l'ellipsoi'de d'incertitude ä 3 (T de la position 
avion centre sur le milieu de la droite de recalage dont il va 
rechercher l'orientation dans sa base de donnees. 

La connaissance de l'attitude avion, cap en particulier, et de 
l'orientation de cette ligne droite par rapport au nord, 
donne immediatement l'orientation attendue de cette ligne 
dans l'image. 

La resolution de l'orientation d'une ligne droite dans une 
image de haute resolution (plus de 1200 pixels par ligne) 
est de l'ordre de grandeur - ou bien meilleure - de la 
precision en cap de la centrale. 

Suivant la position de l'avion, cette ligne dans l'image se 
deplacera parallelement ä elle-meme. II reste done ä trouver 
oil cette droite se situe dans l'image et on aura une 
information de position dans la direction perpendiculaire ä 
cette droite. C'est done un recalage monodirectionnel. 

trajectoire 
estimee 

position estimee 
avant recalage 

position 
recalee 

position 

amer de 
recalage 

Le filtre de Kaiman utilisera cette information pour recaler 
au mieux la position. Des recalages successifs avec des 
droites d'orientations nettement differentes permettront 
d'affiner la position sur les 2 axes. 

La precision de recalage est tres dependante de la precision 
sur la hauteur par rapport au sol, il est done preferable 
d'utiliser l'information de la radio-sonde au moment de la 
prise d'image pour definir la hauteur. 

Pour trouver la ligne dans l'image, on effectue une 
detection de contour (en calculant les gradients X et Y et en 
effectuant un seuillage). 

L'algorithme consiste ensuite ä decouper l'image en 
secteurs paralleles ä la direction de la ligne recherchee et ä 
accumuler les points de contour dans chaque secteur. 

On obtient ainsi un histogramme donnant le nombre de 
points par secteur. Le maximum de l'histogramme indique 
celui ou se trouve notre ligne recherchee dont la position 
dans l'image permet d'effectuer le recalage. 



23-7 

Projection Point de fuite 

Cet algorithme a ete teste en laboratoire sur des images 
reelles avec des donnees de navigation enregistrees lors 
d'essais en vol d'un MIRAGE F1CR. II n'a pas ete utilise 
operationnellement du fait du faible nombre d'avions 
francais equipes d'analyseur monoligne. 

4.3.2  Recalage frontal 

L'idee est done d'utiliser la camera frontale que l'on propose 
pour les systemes de navigation et d'attaque jour/nuit pour 
mettre en ceuvre les etudes que la SAGEM a effectuees durant 
ces dernieres annees. 

L'axe optique de la camera est parallele ä celui du VTH. II 
est incline de quelques degres (-7° pour le M2000) sous la 
reference horizontale avion. 

4.3.2.1   Recalage monodimensionnel 

Le probleme est un peu plus complexe que celui pose par 
l'analyseur monoligne car l'image n'est plus conforme ä la 
projection horizontale du terrain. 

Regarder vers l'avant a pour consequence d'obtenir une 
image en perspective, ce qui rend la geometrie du probleme 
un peu moins triviale mais facilement soluble. 

Par contre, le champ (IRLS : 120°, FLIR : 24°), et le 
nombre de points par ligne (IRLS : 1200, FLIR : 768) 
conduisent ä une resolution moins bonne en frontal, au vu 
des distances de detection plus importantes. 

Alors que dans le cas de l'analyseur monoligne, des droites 
paralleles au sol l'etaient aussi dans l'image, avec une vue 
en perspective, des droites paralleles vont se couper dans 
le plan de l'image au point de fuite (ä l'horizon si les 
droites sont horizontales). Ce point, qui peut etre dans ou 
hors de l'image, est unique pour une direction de droite. 
Ainsi, connaissant l'orientation de la droite et les 3 angles 
d'attitude de l'avion, on est capable de calculer les 
coordonnees de ce point de fuite dans le plan de l'image. 

Des lignes paralleles dans l'espace se coupent dans l'image au point de fuite 

L'image de la droite de recalage passera forcement par ce 
point et son orientation dans l'image autour de ce point de 
fuite va dependre de la position par rapport ä l'avion. 

De la merae facon que precedemment, on extrait de l'image 
les contours par des traitements classiques (detection de 
contour : gradient, elimination des points non maximaux, 
seuillage, ...). 

On effectue ensuite un histogramme de points suivant des 
secteurs qui ne sont plus paralleles mais qui sont centres 
sur le point de fuite. 

La presence d'une ligne dans un secteur se traduira par un 
maximum dans l'histogramme. Tous les maxima locaux de 
cet histogramme seront considered comme des droites de 
recalage possible. Divers tests de coherence (la largeur de 
la route par exemple, la position dans 1'ellipsoi'de 
d'incertitude) permettent de selectionner le meilleur 
candidat. Une bonne preparation de mission ne devrait 
donner qu'un seul choix possible. 

Point de fuite 

Image 

Une fois que l'on a determine la position de la droite de 
recalage dans l'image, connaissant la hauteur au-dessus du 
sol, on est capable comme dans le cas precedent de 
positionner l'avion par rapport ä cette droite. Nous avons a 
nouveau un recalage monodirectionnel. Le filtre de Kaiman 
peut fonctionner comme precedemment. Des recalages 
successifs, avec des droites d'orientation differentes les 
unes par rapport aux autres, permettront de recaler au mieux 
la position dans le plan horizontal. 
Ces deux types de recalage sont robustes ; le nombre 
d'informations ä stocker en memoire est tres faible 
(3 coordonnees + 2 orientations + 1 largeur de la droite). 
Les calculs realises sont tres faibles par rapport ä une 
correlation d'images classique et complete. Le taux de 
detection est tres grand du fait de l'assurance que la position 
avion se trouve ä l'interieur de 1'ellipsoi'de ä 3 G. 
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4.3.2.2   Recalage bi-dimensionnel 

Neanmoins, le fait d'utiliser uniquement des lignes droites 
entraine un certain nombre de reserves de la part des 
operationnels. En effet, cette methode ne peut etre utilisee 
que la ou 1'homme a modifie l'aspect naturel : creation de 
routes, de voies ferrees, de limites rectilignes de terrain, 
etc. 

Dans des endroits non amenages ou tres montagneux, on 
peut craindre de ne pas trouver de tels amers. On en revient 
done ä des recalages avec des amers ä 2 (champs, lacs) ou 
3 dimensions (bätiments, ponts, autre super structure 
simple). 

Ces recalages sont bi-dimensionnels et s'appuient sur la 
connaissance de l'altitude avion. 

La forme des amers doit done etre decrite par une suite de 
vecteurs, formant un contour ferme ou non (on stocke en 
memoire les coordonnees des points extremites de ces 
vecteurs). 

Quand 1'avion atteint la position estimee ou l'amer est dans 
le champ de vision, le Systeme gele une image frontale. Par 
traitement, il va determiner les contours de l'amer dans 
l'image et il va comparer cette image du contour avec celle 
en perspective obtenue par projection dans le plan image ä 
partir de la description en memoire de l'amer et la position 
de 1'avion. 

"*-      EllipsoTded'erreur __ 
•    en position 

On fera une correlation d'images entre les deux contours 
pour les differentes positions possibles de 1'avion dans 
l'ellipsoi'de d'incertitude fourni par le filtre de Kaiman. 

La plus forte correlation fournira la meilleure estimee de la 
position avion. 

Ce recalage 2D peut fonctionner avec des amers decrits en 
deux ou trois dimensions. Dans le plan image on se 
retrouve toujours en 2D. 

4.3.2.3 Recalage tri-dimensionnel 

On peut aussi utiliser un modele plus complexe de l'amer 
pour ameliorer la precision de l'information de recalage. 
Cette methode sera malheureusement plus exigeante en 
volume de traitement. 

Pour eviter des calculs trop longs, on procede suivant une 
methode appelee hypothese/verification. Cette methode 
consiste ä choisir 3 contours dans l'image et 3 segments 
dans le modele, orthogonaux entre eux et non contigus, en 
faisant l'hypothese qu'ils se correspondent bien un ä un. 
Cela permet de determiner une position d'oü ces segments 
seraient vus pour se confondre avec ceux de l'image. Si ce 
point est compatible avec l'ellipsoi'de d'incertitude de 
position, alors on verifie l'hypothese qui a ete faite en 
projetant, dans le plan de l'image, le modele complet de 
l'amer vu du point suppose et on le compare au contour 
complet de l'amer dans l'image. 

De facon ä rendre cet algorithme le plus robuste possible, 
on garde toujours plusieurs hypotheses possibles que l'on 
confirme ou non par des traitements de plusieurs d'images 
successives qui donnent des perpectives differentes. 

Dans ce cas, on recale la hauteur sans avoir recours ä la 
radio-sonde. 

4.3.2.4 Mise en ceuvre 

Tous ces algorithmes ont ete testes de facon intensive et 
exhaustive en simulation avec des donnees reelles (image 
infrarouge et position avion) prises au cours d'essais en 
vol. 

Avec les recalages ID ou 2D utilisant la radio sonde, on 
peut obtenir des precisions decametriques en position et, 
de lä, des erreurs en vitesse de quelques 1/10 m/s. 

L'algorithme en 3D est plus difficile ä mettre en ceuvre 
(contours plus courts et plus bruites) et necessite encore 
des travaux devaluation. Si son interet par rapport au 
recalage 2D peut paraitre limite, on peut imaginer d'autres 
applications (guidage terminal, reconnaissance 
automatique d'objectifs, ...). 

Grace au soutien du SITE, ces methodes de recalage ID et 
2D vont etre testees sur MIRAGE 2000 dans le courant de 
l'annee 1996. 

Le traitement d'image est integre dans la camera IRIS et 
delivre l'erreur de position au filtre de Kaiman qui se trouve 
dans la centrale ULISS. 

5   LATTAQUE AIR-SOL DE NUIT 

Suivant les armements et modes de tir utilises, le besoin en 
performances du capteur optronique evolue tres 
sensiblement. 

La problematique peut se resumer schematiquement ä 
l'aspect suivant : offrir au pilote des portees de detection, 
reconnaissance, identification permettant une visee ou une 
designation compatibles de la portee de l'armement tire 
dans le mode choisi. 

5.1   Armements   et   modes   classiques 

Les couples modes/armements envisageables, pour 
lesquels on indique une portee balistique typique de tir, 
sont les suivants : 
- CCPI canon 1000m, 
- CCPI roquettes 2000m, 
- CCPI bombes 2000m, 
- CCPL bombes 3000m, 
- CCPL-PI bombes       5000m. 

On peut considerer qu'il faut ajouter ä cette portee au moins 
3000 m (correspondant environ ä 10 ou 15 s de vol), pour 
obtenir la distance minimale ä laquelle le pilote doit passer 
en mode attaque et acquerir visuellement la cible dans 
l'image IR presentee dans le VTH (sauf dans le dernier mode 
ou le pilote acquiert le point initial). 



23-9 

Dans tous les cas, on supposera que la mission a ete 
preparee, qu'un reticule dans le VTH lui indique la cible, 
done qu'il est necessaire de la detecter en IR mais pas de la 
reconnaitre ou de l'identifier suivant les criteres de 
Johnson. Plus la navigation et la gestion des recalages 
sont optimisees, et plus le reticule est positionne 
precisement, ce qui permet au pilote une detection 
antieipee. On se retrouve avec la meme problematique que 
de jour. 

Pour tous les armements tires en CCPI (mode de tir 
manuel), les portees sont reduites. De plus, les tirs 
s'effectuent avec un angle de pique, et la cible est 
necessairement dans le champ du VTH. L'utilisation d'un 
FLIR grand champ 18°x24° est done parfaitement 
compatible de ce mode de tir. 

En CCPL direct bombes (lisses, freinees ou ä 
sous-munitions), le pilote doit effectuer une designation de 
l'objectif dans le VTH (palier ou pique), et le tir s'effectue ä 
portee relativement reduite. Le FLIR grand champ est 
egalement adapte ä ce type de passe. 

En CCPL-PI, les portees sont plus importantes (5000 m 
voire plus), mais la designation s'effectue sur un point 
initial dont on connait la position par rapport ä l'objectif. 
Dans ce cas encore, il suffit au pilote de reconnaitre, dans 
les memes conditions qu'en CCPI, ce point qu'il survole en 
general ä faible distance. Une fois encore, un FLIR grand 
champ permet l'acquisition de ce point initial. II est done 
adapte au CCPL-PI. 

La possibilite d'integrer le FLIR dans la cellule avion est 
primordiale, afin d'eviter toute erreur d'harmonisation qui 
se traduirait par une augmentation du cercle d'egale 
probability d'erreur par rapport ä la cible. 

On peut done considerer qu'il est possible de reconduire de 
nuit comme de jour les passes d'attaque preparees CCPI et 
CCPL, ä l'aide d'un FLIR IRCCD grand champ harmonise 
avec le VTH. 

5.2     Armements   moyenne   et  longue   portee 

Pour les armements ä plus longue portee (armements guides 
laser propulses ou non - 7 ä 12 km de portee -, armements 
futurs largables en stand-off ä plus de 15 km), l'utilisation 
d'un grand champ ne suffit plus. 

De plus, dans un contexte de conflit localise ä reaction 
rapide, la proximite, voire l'enchevetrement des forces 
terrestres en presence sont parfois tels qu'il est 
indispensable de reconnaitre, voire d'identifier 
formellement la cible. 

La mission s'apparente alors ä de l'appui feu : il est 
necessaire d'effectuer un tir de precision n'engendrant pas 
de dommages collateraux. 

Nos axes de travaux actuels concernent l'utilisation et 
l'integration d'un FLIR bichamp. La detection initiale de 
l'objectif est toujours effectuee en grand champ. Elle peut 
etre assistee par le positionnement d'un reticule en VTH sur 
le lieu presume de la cible. Ceci est possible dans le cadre 
d'une mission preparee oü l'on connait, a priori, cette 
position. 

Une fois la detection initiale effectuee, le pilote passe en 
petit champ qui pourrait etre orientable. L'image agrandie 
est presentee en visualisation tete basse. II est necessaire 
de pouvoir commander la position du petit champ dans le 
grand, afin d'eviter toute manoeuvre avion inutile pour 
recentrer l'objectif dans le viseur. 

La designation precise du DMPI (Desired Mean Point of 
Impact) s'effectue alors en petit champ, et la conduite de tir 
peut ainsi etre initialisee ä des distances compatibles des 
portees recherchees. La encore, la precision de designation 
est d'autant plus importante qu'elle s'effectue ä longue 
distance. 

6  CONCLUSIONS 

Grace aux avancees technologiques faites dans les capteurs 
infrarouge et dans leur mise en ceuvre, on peut disposer 
aujourd'hui, dans les avions d'armes, d'images infrarouge 
dont la qualite est aussi bonne que celle des images visible 
et dont l'information peut etre tres riche. 

L'association "camera IRCCD/jumelles de vision de nuit" 
permet le pilotage ä vue pour la navigation de nuit ä basse 
altitude avec des conditions atmospheriques correctes. 

La finesse de la resolution spatiale et thermique permet de 
faire des traitements pour retrouver avec une tres haute 
probabilite des amers dans l'image. Ceci peut etre utilise 
pour le recalage du Systeme de navigation. 

Les precisions attendues sont du meme ordre que celles que 
l'on obtient avec le GPS. Cette methode de recalage 
pourrait en etre un substitut quand celui-ci ne serait plus 
disponible. Ainsi toutes les missions prevues pour utiliser 
une teile precision de navigation peuvent done etre 
envisagees, malgre l'absence de GPS. 

Les performances obtenues avec la camera IRCCD IRIS 
grand champ permettent d'ores et dejä d'effectuer, de nuit 
comme de jour, toutes les passes d'attaques classiques en 
CCPI et CCPL, direct ou avec point initial. La camera 
frontale est harmonisee avec le VTH. L'installation dans 
l'avion est simple et peut faire l'objet du retrofit de 
nombreux avions. 

L'adjonction d'un petit champ orientable devra permettre 
d'etendre le domaine d'application au tir nocturne 
d'armements ä des portees pouvant atteindre 15 km. 
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1. SOMMAIRE 

La portee des bombes lisses classiques est limitee ä 4 ä 
6 kilometres suivant les conditions de tir. La 
sophistication des defenses aeriennes rend les missions 
de bombardement de plus en plus perilleuses pour les 
pilotes et leurs avions. L'utilisation de bombes 
propulsees permet d'augmenter la portee des bombes et 
done d'assurer une meilleure securite des missions. 
L'obtention d'une precision correcte necessite un 
guidage dont le plus sür et le plus autonome est le 
guidage inertiel. Cependant, un tel guidage necessite 
1'initialisation de la centrale inertielle de la bombe et 
done, la fourniture d'informations de 1'avion vers la 
bombe (vitesse, position). Cette contrainte est coüteuse 
sur les avions de generation precedente pour lesquels 
les liaisons numeriques n'atteignent pas les points 
d'emport des bombes. Cet article decrit un procede 
original, brevete, permettant de larguer la bombe 
propulsee, guidee sans initialiser la centrale inertielle. 
Une analyse des performances du procede a ete menee 
en Simulation ainsi qu'une analyse de sa sensibilite aux 
differentes sources d'erreur. Les modifications 
necessaires ä la conduite de tir de 1'avion sont decrites. 

2. LISTE DES SYMBOLES 

C direction de la vitesse de la bombe 
Cxo        coefficient   aerodynamique   (trainee)   de   la 

bombe 
Czo        coefficient  aerodynamique  (portance)  de  la 

bombe 

d vecteur additionnel suivant 1' axe de largage 
e distance entre position reelle et courbe  de 

consigne 
g champ de gravitation 

P(t)      position reelle ä 1' instant t 
Pc(t)     position de consigne ä 1'instant t 

Pc(t')    position de consigne ä l'instant f 

PNG      position non gravitationnelle de la bombe 
R repere lie ä 1'engin 
Ri repere initial de l'engin 

V vitesse de la bombe ä l'instant t 

Vo vitesse initiale de la bombe 

VA vitesse calculee par la centrale inertielle 

VNG vitesse non gravitationnelle de la bombe 

X 

Xi 

a 
ß 
JNG 

Ja 

Agz 

ATl 
AVo 
AXo 
AYo 
AZo 
Acc 
Aß 
Ayo 

A6o 

A\|/o 

A\|/i 

% 

axe longitudinal de la bombe 

axe longitudinal initial de la bombe 
incidence de la bombe 
derapage de la bombe 

acceleration non gravitationnelle 

angle entre horizontale et axe de la vitesse 

initiale de la bombe 
erreur sur le champ de gravitation 

erreur sur le temps de largage de la bombe 
erreur de vitesse initiale de largage 
erreur de position de largage suivant axe X 
erreur de position de largage suivant axe Y 
erreur d'altitude de largage 
erreur sur 1'estimation d'incidence 
erreur sur 1'estimation de derapage 

erreur de la conduite de tir sur l'angle de 

largage 
erreur sur l'angle d'harmonisation de la bombe 
en tangage 
erreur de visee de la conduite de tir ou du 

pilote en cap 
erreur d'harmonisation de la bombe en cap 

facteur      de      charge      commande      par 
l'asservissement de guidage 
angle entre la direction de la vitesse ä l'instant 

t et la direction de la vitesse initiale 

3.    QUEL EST LE PROBLEME ? 
Le bombardement est une methode classique utilisee 
pour neutraliser des cibles cles en territoire ennemi. 
C'est un moyen toujours tres utilise dans les differentes 
sortes de conflit. Cependant ce type d'operations 
necessite de s'approcher suffisamment de la cible. Pour 
un bombardement basse altitude, la distance ä la cible 
est typiquement de 4 km. Les progres des defenses 
antiaeriennes rendent ces missions de plus en plus 
dangereuses pour les avions et done leur equipage. 
Aussi tout moyen permettant d'augmenter la distance de 
tir serait tres apprecie des etats-majors et des equipages. 
La distance ä la cible est imposee par les lois de la 
balistique puisque la trajeetoire de la bombe depend 
essentiellement du vecteur de vitesse initiale et des 
caracteristiques aerodynamiques de la bombe. Afin 
d'augmenter cette distance de securite, une solution 
consiste ä aj outer un propulseur et un moyen de guidage 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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ä la bombe. Afin de rester dans le concept et le prix 
d'une bombe, ceux-ci doivent rester simples et de faible 
encombrement. Sinon, nous viendrions de reinventer le 
concept du ... missile!!! 
La bombe doit alors etre guidee car l'imprecision de la 
connaissance de la poussee du propulseur ainsi que de 
l'accroissement de la portee augmentent la dispersion 
du point d'impact. A moins d'utiliser des recepteurs 
GPS code Y ou des autodirecteurs, le guidage vers la 
cible ne peut etre effectue que grace ä une centrale 
inertielle. Le guidage inertiel a l'avantage d'etre 
autonome, tout temps, non brouillable ni leurrable. 
En contrepartie, dans sa forme traditionnelle, il doit etre 
initialise, ce qui necessite : 
• une liaison numerique entre 1'avion et la bombe 
• des manoeuvres en cap de 1'avion. 
Ces contraintes presentent d'une part une difficulte 
operationnelle et d'autre part 1'impossibilite d'utiliser 
une teile arme sur des avions de bombardement dejä 
anciens qui ne disposent pas de liaison numerique 
jusqu'aux points d'emport des armes. SFIM Industries a 
done imagine un precede de guidage sans initialisation 
et sans communication avec l'avion. Ce precede, qui a 
ete brevete, a de plus l'avantage de pouvoir utiliser les 
conduites de tir de bombardement existantes moyennant 
des modifications mineures. 

4.     PRINCIPE GENERAL 

4.1. Trajectoire d'une bombe lisse classique 

Lors du largage d'une bombe lisse, il n'existe aucun 
transfert d'information vers la bombe. Le calculateur de 
l'avion qui delivre l'ordre de largage s'appuie sur la 
connaissance a priori du comportement de la bombe qui 
doit etre repetable. La trajectoire suivie depend : 
• du vecteur vitesse de la bombe au moment du 

largage 
• de la position 
• des coefficients aerodynamiques 
• des conditions de l'air ambiant (vitesse de vent, 

temperature, pression,...) 
La trajectoire differe d'une trajectoire parabolique ä 
cause principalement des coefficients aerodynamiques. 
Pour   un   tir   ä   basse   altitude,   en   fonction   des 
caracteristiques de largage (vitesse, angle, ...), la portee 
varie classiquement entre 4 et 6 kilometres. 

4.2. Notion de triedre non gravitationnel 

Comme premiere approche, considerons la bombe 
comme un point materiel soumis ä la seule influence de 
la gravite. 
Considerons un triedre d'orientation quelconque mais 
fixe dont l'origine se trouve sur la bombe et se deplace 
done avec eile (voir Figure 1). Si nous nous interessons 
aux mesures accelerometriques dans ce triedre, nous 
pouvons remarquer qu'elles sont nulles. C'est lä une des 
caracteristiques des mesures inertielles qui provient de 
la theorie de la relativite generate : on ne peut 
differencier le champ de gravitation et 1'acceleration 
absolue subie. En effet la seule acceleration mesurable 

est 1' acceleration non gravitationnelle yw , difference 

entre V acceleration absolue y et le champ de gravi- 

tation g. 

FIGURE 1 

Nous appellerons done triedre non gravitationnel ce 
repere d'orientation fixe dont l'origine se deplace selon 
une balistique parfaite. Nous pouvons alors definir 
• l'acceleration non gravitationnelle : 

jNG=y-g 

• la vitesse non gravitationnelle : 

VNG-   f jNG.dt 

• la position non gravitationnelle : 

pNG= f'VNG.dt 
JO 

ou le temps t = 0 designe 1'instant de largage. 

Si nous appliquons ces notions ä une bombe ideale sans 
interaction avec 1'atmosphere, nous obtenons : 

yNG = Ö=*VNG = Ö=* PNG = Ö 

Si nous appliquons ces notions ä une bombe reelle, nous 
mesurons l'acceleration, la vitesse et la position de la 
bombe reelle dans le repere de la bombe ideale au 
meme instant (voir Figure 2). 

Altitude 

Trajectoire dans 
le vide 

Portee 
FIGURE 2 
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4.3. Principe de pilotage dans le triedre non 
gravitationnel 

La realisation de mesures dans un triedre non 
gravitationnel est extremement simple. II suffit de 
prendre un triedre accelerometrique stabilise dans une 
orientation quelconque et d'integrer ces mesures 
accelerometriques une ou deux fois ä partir de 1'instant 
de largage. Ceci est realise tres simplement avec une 
centrale inertielle sans aucune procedure d'initialisation. 
Si on suppose que la bombe est munie d'un propulseur 
et d'un Systeme de pilotage, on peut aisement envisager 

un pilotage asservissant  PNG a  0   ( VNG et JNG sont 

alors des mesures destinees ä l'avance de phase pour 
l'asservissement). La bombe reelle suit alors la 
trajectoire balistique parfaite de la bombe theorique 
dans le vide. 
Hormis Finteret seien tifique ou technique du 
phenomene on peut remarquer que : 
• aucune initialisation n'est necessaire (comme pour 

une bombe lisse classique), 
• les effets du vent sont elimines, 
• la trajectoire est allongee puisqu'on elimine alors le 

freinage aerodynamique. 
Bien que dejä interessant cet allongement n'est pas 
suffisamment significatif pour presenter un reel progres 
operationnel. Dans les conditions de tir basse altitude 
avec une vitesse initiale de 300 m/s et un angle de tir de 
30 degres, la portee est de 8 km environ. 

4.4. Allongement   de   la   portee   par   vecteur 
additionnel 

En introduisant ä nouveau une notion d'orientation non 
quelconque du triedre non gravitationnel, il est possible 
d'augmenter la portee. 

ALTITUDE (m)       parabole avec vecteur additionnel 

FIGURE 3 

Pour cela, on suppose que, lors du largage, Faxe X du 
triedre non gravitationnel est aligne sur Faxe 
longitudinal de la bombe. De plus, au lieu de realiser 

l'asservissement sur la consigne PNG = 0, on le fait sur: 

~d 

PNG = d = 

La figure 3 ci-dessus montre comment se place alors le 
point d'impact. Pour un vecteur additionnel de 2000 
metres et des conditions de tir basse altitude avec une 
vitesse 300 m/s et un angle de tir 30 degres (identiques 

ä celles prises precedemment), la portee passe de 8 ä 11 
kilometres. 

V initialisation du triedre dans la bombe est 
particulierement simple puisqu'il suffit de prendre 
comme repere initial le triedre de la bombe ä F instant 
de largage. 
La connaissance de F orientation de ce repere par 
rapport ä Favion est tolerante aux erreurs 
d'harmonisation puisque celles-ci ne s'appliquent qu'au 
vecteur additionnel et non ä toute la portee. A litre 
d'exemple, une erreur d'harmonisation de 0.5 degre ne 
produit qu'une erreur de 17 metres pour une portee 
superieure all kilometres. 

5.    GUIDAGE      SUR      TRAJECTOIRE      DE 
CONSIGNE 

5.1. Pilotage 3 axes 

Nous avons defini precedemment une bombe "magique" 
qui suit la trajectoire theorique d'une bombe dans le 

vide decalee d'une distance d de 2000 metres suivant 

l'axe initial de la bombe Xi. 
Dans le repere de la centrale inertielle, cette bombe 

verifie ä chaque instant PNG(t) — d . La trajectoire 

qu'elle decrit au cours du temps dans le repere terrestre 
est la courbe de consigne. 

Cependant realiser ä tout instant PNG(t) = d exige un 

asservissement de la bombe suivant ses 3 axes. Si deux 
de ces axes peuvent etre piloter simplement par des 
gouvernes aerodynamiques, le troisieme necessiterait de 
commander la poussee du propulseur. Cette commande 
augmenterait considerablement la complexite de Farme 
et done son coüt. 

Si Fon suit ä tout instant  PNG(t) = d, on suit non 

seulement la parabole decalee de d mais chaque point 
de la trajectoire est atteint exactement au meme instant 
que celui d'un bombe balistique dans le vide. La bombe 
est non seulement sur la trajectoire mais aussi 
exactement ä l'heure! 
Cette retombee «gratuite» n'est cependant pas 
necessaire. II importe peu en effet que la bombe prenne 
de l'avance ou du retard sur la trajectoire theorique, 
Fessentiel etant qu'elle reste sur cette trajectoire. 
Le relächement de cette contrainte de temps a permis 
alors de ne mettre en oeuvre qu'un pilotage deux axes. 
Afin de pouvoir guider la bombe sur sa trajectoire de 
consigne, il est necessaire de pouvoir calculer Fecart 
entre la position reelle et la position de consigne. La 
courbe de consigne est la trajectoire d'un engin realisant 

en permanence PNG(t) — d . L'asservissement se fait 

sur cette courbe avec de l'avance ou du retard. Pour 
cela il faut: 
• estimer les conditions initiales pour se representer la 

trajectoire de consigne 
• definir   une   fonction   representant   Fecart   entre 

position calculee et la courbe de consigne 
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5.2. Estimation des conditions initiales 

Si la trajectoire de consigne est connue dans le 
referentiel    de    la   bombe       (eile    correspond    ä 

pNG(t) = d), obtenir sa position avant ou apres 

necessite une connaissance locale de la trajectoire de 
consigne soit une connaissance de la vitesse initiale et 
de la gravitation dans le repere initial de la bombe. 
Nous avons done developpe un algorithme d'estimation 
des conditions initiales. 

5.2.1. Principe 

devolution de l'axe longitudinal X de la bombe est 
mesuree par la centrale inertielle. A l'instant de largage, 
cet axe correspond ä peu pres ä la direction de la vitesse 
initiale de la bombe (Voir Figure 4). 

E X 

FIGURE 4 

Or, pour une parabole, revolution de Tangle (p entre la 

direction de la vitesse et la direction de la vitesse 
initiale  la  caracterise  et  permet  de  determiner  les 

vecteurs vitesse initiale Voet gravitation g dans le 

repere initial de la bombe. 

FIGURE 5 

On peut voir en effet sur la figure 5 que pour chacune 
des conditions initiales la forme de la courbe 
devolution de Tangle (p est different. 

5.2.2. Mise en oeuvre 

A chaque instant t (l'instant t=0 est l'instant de largage) 
nous avons : 
•    le repere de T engin R dans le repere initial Ri est 

calcule par la centrale inertielle, 

• la direction de la vitesse de Tengin dans le repere 
engin est evaluee (la direction de la vitesse reste 
proche de Taxe longitudinal et leur ecart est fonction 
du facteur de charge). Cette evaluation est effectuee 
grace ä un modele d'incidence et de derapage. Ce 
modele est determine en fonction d'essais qui 
peuvent etre effectues prealablement sur la bombe. 

On connait done la direction C de la vitesse de Tengin 

dans le repere Ri. 
Les equations de la dynamique donnent: 

y= Vo + g*t + VA = V*C 
avec 

V: vitesse absolue de la bombe ä l'instant t 

Vo   : vitesse de la bombe ä l'instant initial t=0 

VA : vitesse fournie par la centrale inertielle 

g   :  champ de gravitation suppose constant et de 

module g0 connu. 

Disposant alors ä chaque instant de la mesure de VA et 

C, nous pouvons determiner V et g par la methode 

des moindres carres avec contrainte. La contrainte est 

que le module de g doit etre egal ä g0. 

5.3. Analyse des erreurs sur la restitution des 
conditions initiales 

Une analyse des erreurs de restitution des conditions 
initiales a montre que pour obtenir une precision 
süffisante, il etait necessaire que : 
• la bombe soit proche de la position en temps sur la 

courbe de consigne, ce qui revient ä avoir une 
avance ou un retard faible. Cela est obtenu en 
choisissant correctement les caracteristiques de la 
bombe et de la consigne (valeur de la poussee, 
temps de propulsion, ...). II est par ailleurs 
necessaire que ces caracteristiques soient 
suffisamment reproductibles entre les differentes 
bombes de meme modele. 

• suffisamment de temps se soit ecoule, pour que 
T estimation opere sur de nombreuses mesures ; cela 
elimine les vols trop courts. Cette contrainte n'est 
pas genante car les vols courts sont synonymes de 
distances ä Tobjectif faibles, ce qui n'est pas le but 
recherche avec une bombe propulsee, guidee. 

• 1'incidence soit connue meme imprecisement, ce qui 
necessite Telaboration d'un algorithme d'estimation 
de T incidence. On remarque que les estimations 
d'incidence sont d'autant meilleures que les 
incidences sont faibles, ce qui incite ä limiter les 
facteurs de charge commandes. Une bombe guidee 
n'est pas un missile, aussi eile n'est pas destinee ä 
subir des facteurs de charge importants. Par ailleurs, 
la limitation du facteur de charge limite la trainee et 
done la taille du propulseur. 
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5.4. Observateur 

L'ecart entre la position reelle et la trajectoire de 
consigne a ete pris comme etant la distance entre la 
position actuelle et la trajectoire de consigne. 

Trajectoire de 
consigne 

Trajectoire 
reelle 

ORTEE 

FIGURE 6 

On voit sur la figure 6 que, pour obtenir cette distance, 
on recherche le temps t' pour lequel la trajectoire de 
consigne etait ou sera le plus proche de la position 
reelle. L'ecart e est la distance entre la position de la 
trajectoire de consigne ä l'instant t' et la position ä 
1'instant t . 
L'asservissement de guidage maintient l'ecart aussi 
faible que possible. La bombe est alors quasiment sur la 
trajectoire de consigne avec une avance (ou retard) 
At = t' — t par rapport ä la trajectoire de consigne. 

6.    SIMULATIONS EFFECTUEES 

Afin de verifier les performances de ces algorithmes, 
nous avons mis en oeuvre une simulation complete des 
algorithmes auxquels sont associes un modele de bombe 
et des algorithmes d'asservissement de guidage. Si les 
algorithmes de principe ont ete realises tels qu'ils 
pourraient etre implantes, nous avons simplifie le 
modele aerodynamique de la bombe, les algorithmes 
d'asservissement de guidage et les algorithmes de calcul 
des erreurs des mesures inertielles. 

6.1. Schema general 

L'ensemble des fonctions mises en jeu dans le guidage 
de la bombe sont (voir Figure 7): 
• les mesures inertielles qui fournissent les seules 

donnees accessibles au calculateur place dans la 
bombe 

• P observateur qui est consume des 3 algorithmes 
suivants : 

• restitution de 1'incidence et du derapage, 
• restitution des conditions initiales, 
• calcul de l'ecart. 

• l'asservissement de guidage qui genere les 
commandes ä effectuer 

• la dynamique de la bombe qui est modelisee 

Mesures 
inertielles 

OBSERVATEUR 
> < 

Restitution 
del' 

incidence 

Dynan lique 
la              L 

be 

Restitution 
des conditions 

initiales 
de 

bom 
/ < J, 

Calcul de 
l'ecart 

Asservissement 
de 

guidage 

r 
FIGURE 7 

6.2. Modele de bombe 

Le  modele  de  bombe  qui   a  ete  utilise  pour  ces 
simulations a les caracteristiques principales suivantes: 
• masse : 250 kg 
• diametre : 0.3 metre 
• poussee du propulseur : 3500 N 
• duree de la propulsion : 20 secondes 

coefficients aerodynamiques constants 
Cxo = 0.3 

Cza = 6 

Le Systeme de pilotage qui n'est pas de premiere 
importance dans revaluation des performances a 
simplement ete modelise par une reponse du premier 
ordre avec une constante de temps de 0.38 seconde. 
Dans les simulations, il est possible de faire varier ces 
caracteristiques autour de ces valeurs nominales pour 
simuler la dispersion des parametres reels par rapport 
aux parametres theoriques : 
• masse : tirage d'une variable gaussienne d'ecart type 

5% d'ecart par rapport ä la masse nominale 
• poussee : tirage d'une variable gaussienne d'ecart 

type 5% d'ecart par rapport ä la poussee nominale 
• coefficients aerodynamiques : tirage d'une variable 

gaussienne d'ecart type 5% d'ecart par rapport ä la 
valeur nominale 

6.3. Estimateur d'incidence 

Dans la realite de la programmation de ces algorithmes, 
il sera necessaire de determiner un modele d'incidence 
qui permettra au calculateur de la bombe d'estimer 
1'incidence et le derapage ä partir des seules donnees 
disponibles, ä savoir 
• les facteurs de charge sur les 3 axes 
• les caracteristiques physiques et aerodynamiques 

nominales de la bombe 
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Pour ces simulations, nous avons simule l'estimateur 
d'incidence par l'ajout ä 1'incidence reelle d'un modele 
d'erreur. Ce modele d'erreur est compose de 2 termes : 
• le premier est proportionnel ä 1'incidence elle-meme 
• le second est un bruit gaussien ä moyenne nulle 
Les modeles utilises ont done ete : 
Aoc = k*a + b 

Aß=£'*ß + fc' 

oü 
a et ß sont respectivement 1'incidence et lederapage, 

k et k' sont les coefficients d'erreur proportionnels ä 
l'incidence et au derapage; en valeur nominale, ces 
coefficients    sont    tires    aleatoirement    avec    une 
distribution gaussienne d'ecart type de 0.15, 
b   et  b'  sont des bruits gaussiens d'ecart type 0.5 
degre. 

6.4. Asservissement de guidage 

L'ecart e entre la bombe et la trajectoire de consigne se 
decompose, en fait, en deux ecarts dans un plan 
«vertical» XZ et l'autre dans un plan «horizontal» 
XY, X, Y, Z representant les axes de la bombe. 
Dans chaeun des ces plans, le calcul de la commande en 
facteur de charge est realise par un regulateur PID de ce 
type: 

de r 
r\c = (Ki*e + K2*— + Ki* \e*dt)l g 

dt J 

Les gains Kl, K2 et K3 ont ete choisis en fonction des 
caracteristiques de la bombe et des axes concerned. De, 
plus elles varient au cours du temps: 
• en debut de vol, la trajectoire de consigne est mal 

connue car l'estimateur des conditions initiales n'a 
pas suffisamment de mesures, aussi l'asservissement 
est plutot «mou» car on ne cherche pas ä se 
maintenir coüte que coüte sur une consigne peut-etre 
erronee 

• en milieu de vol, la trajectoire de consigne est mieux 
connue, cependant 1'impact n'est pas encore proche 
et il n'est pas necessaire de se maintenir au plus 
proche de la courbe de consigne 

• en fin de vol, 1'impact est imminent et il est alors 
indispensable de « serrer au plus pres » la courbe de 
consigne. 

6.5. Mesure inertielles 
Les erreurs de mesure inertielles ont ete simulees de 
facon simplifiees : 
• pour les mesures gyrometriques, une derive aleatoire 

constante au cours du vol est simulee. Cette derive 
est generee aleatoirement avec une distribution 
gaussienne et un ecart type de 10 degres/heure. 

• pour les mesures accelerometriques, un biais 
constant et une erreur constante de facteur d 'echelle 
sont simulees sur les 3 axes de mesure. Ces erreurs 
sont generees aleatoirement avec une distribution 
gaussienne et un ecart type de 10~2 m/s2 pour le biais 
et de 10"3 sur le facteur d 'echelle. 

6.6. Resultats des simulations 

Les resultats suivants ont ete obtenus ä partir d'une 
simulation Monte-Carlo pour laquelle nous avons 
effectue 100 tirages. A chaque fois, la simulation a 
calcule l'ecart d'impact entre la courbe de consigne et la 
trajectoire suivie reellement par la bombe. Les 
differents parametres caracteristiques de la bombe ont 
ete tires aleatoirement avec les valeurs decrites aux § 
6.2, 6.3 et 6.5. 
Cela a ete fait pour differents cas de lancement. Trois 
cas ont ete simules : 

Casn0 Angle Yo v„ Zo Portee 

1 30° 300 m/s 100 m 11260 m 
2 40° 250 m/s 100 m 9160 m 
3 0° 300 m/s 6000 m 12490 m 

Les resultats obtenus sont les suivants : 

Casn0 Moyenne 
ecart X 

Moyenne 
ecart Y 

CEP 

1 9m 0m 13 m 
2 15 m lm 19 m 
3 7m -lm 20 m 

Ces resultats montrent que les performances des 
algorithmes permettant le guidage d'une bombe sur son 
objectif sans initialisation de la centrale inertielle sont 
meilleures que 20 m en CEP. Ils ne prennent pas en 
compte les erreurs liees ä la conduite de tir et ä 
l'imprecision sur la connaissance des parametres de 
l'avion au moment du largage. 

6.7. Sensibilite aux differents parametres 

Afin de verifier que les resultats ne sont pas sensibles de 
facon redhibitoire ä des variations de certains 
parametres, nous avons effectue une simulation en ne 
modifiant qu'un parametre ä la fois. Cette simulation est 
effectuee sous forme d'un tirage de Monte-Carlo pour 
lequel seul l'ecart-type d'un des parametres est modifie. 
Ces simulations ont ete realisees pour chaeun des 3 cas 
de trajectoire decrits au § 6.6. Pour chaeun des cas, 
nous rappelons en caracteres gras la valeur nominale 
utilisee dans la simulation globale decrite au § 6.6. 

6.7.7. Sensibilite 
d'incidence 

au     modele     d'erreur 

Modele erreur 
incidence 

k = 0%(lo) 
b = 0.1°(la) 

Modele erreur 
incidence 

k = 15 % (1 a) 
b = 0.5 ° (1 a) 

Modele erreur 
incidence 

k= 30 % (1 a) 
b = 1.0°(la) 

Casn0 CEP (m) CEP (m) CEP (m) 
1 12 13 16 
2 15 19 44 
3 9 10 12 

II est clair que 1'erreur d'estimation de l'incidence 
influe sur la precision de l'impact. II est done necessaire 
de   soigner   les   algorithmes   de   determination   de 
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1'incidence et du derapage et de valider ces algorithmes 
par des essais reels sur une bombe. 

6.7.2. Sensibilite aux erreurs gyrometriques 
de la centrale inertielle 

Derive sur 
chaque axe 
10°/h  (la) 

Derive sur 
chaque axe 
20 7h (1 G) 

Derive sur 
chaque axe 
40 7h (1 G) 

Casn0 CEP (m) CEP (m) CEP (m) 
1 13 13 15 
2 19 20 21 
3 10 11 11 

On s'apercoit que les erreurs gyrometriques n'ont pas 
une influence capitale sur les resultats. Cela est du 
principalement au fait que le temps de vol est court. 

6.7.3. Sensibilite au biais des accelerometres 
de la centrale inertielle 

Biais sur 
chaque axe 

1 mg (1 c) 

Biais sur 
chaque axe 

2.5 mg (1 G) 

Biais sur 
chaque axe 

5 mg (1 G) 

Casn0 CEP (m) CEP (m) CEP (m) 
1 13 26 49 
2 19 36 64 
3 10 21 40 

Le biais des accelerometres jouent un role important 
dans les erreurs d'impact. II est done necessaire que la 
centrale inertielle soit dimensionnee de facon ä ce que 
ce parametre soit parfaitement maitrise. 

6.7.4. Sensibilite     ä     la     dispersion     des 
coefficients aerodynamiques 

Ecart coeff. 
nominal / 
coeff reel 

5 % (1 G) 

Ecart coeff. 
nominal / 
coeff reel 

10 % (1 G) 

Ecart coeff. 
nominal / 
coeff reel 

15 % (1 a) 
Casn0 CEP (m) CEP (m) CEP (m) 

1 13 13 13 
2 19 19 19 
3 10 10 11 

Les coefficients aerodynamiques reels jouent 
principalement sur l'avance et le retard de la bombe par 
rapport ä la trajeetoire de consigne. Cette avance ou 
retard doit rester faible pour obtenir de bonnes 
performances; cependant, il faudrait des dispersions tres 
grandes entre les differentes bombes pour obtenir des 
sensibilites significatives. 

7.     ADAPTATION DES CONDUITES DE TIR 

7.1. Quelles modifications pour les conduites de 
tir? 

Apres l'etude des algorithmes qui permettent ä la 
bombe de suivre la trajeetoire de consigne, il s'agit de 
definir les algorithmes de la conduite de tir de 1'avion 

qui permettent de larguer la bombe avec la meilleure 
precision. 
La distance ä la cible etant de l'ordre de 10 kilometres, 
le pilote aurait des difficultes ä effectuer une visee 
optique. Par consequent nous prefererons l'algorithme 
dit « Calcul Continu de Point de Largage » (CCPL) ä 
celui dit «Calcul Continu de Point d'Impact» (CCPI). 
Dans ce cas, la position de la cible est memorisee dans 
le calculateur de la conduite de tir et celui-ci determine 
automatiquement 1'instant de largage. 
Pour cela il calcule ä chaque instant la trajeetoire de la 
bombe, en deduit le point d'impact et attend qu'il 
coincide avec la cible pour donner l'ordre de largage. 
• Pour une bombe lisse classique, la trajeetoire est 

determinee par integration numerique ä partir des 
conditions initiales de largage (vecteur vitesse, 
position) et des caracteristiques aerodynamiques de 
la bombe. 

• Pour une bombe propulsee et guidee suivant les 
algorithmes decrits ci-dessus, la trajeetoire est 
determinee ä partir des conditions initiales 
uniquement: la trajeetoire de consigne est la courbe 
definie comme la parabole dans le vide translatee 

d'un vecteur d Oriente suivant la vitesse initiale et 
de module 2000 metres. La formulation est concise. 
Les algorithmes de la conduite de tir s'en trouvent 
simplifies et leur temps d'execution est reduit. 

7.2. Analyse des erreurs dues aux defauts de 
largage 

Une fois les algorithmes de la conduite de tir connus, 
nous pouvons calculer les erreurs d'impact de la bombe 
autres que celles de guidage. C'est ä dire avec une 
bombe guidee parfaitement. 
Les principales causes d'erreur sont: 
• le Systeme de navigation et de designation de 

F avion, 
• l'harmonisation des axes de la bombe et ceux de 

F avion, 
• les coefficients aerodynamiques (ces parametres 

interviennent ä ce niveau uniquement pour les 
bombes lisses traditionnelles et non pour les bombes 
guidees par ce prineipe : dans ce dernier cas, les 
erreurs dues aux coefficients aerodynamiques sont 
pris en compte au niveau des erreurs de prineipe - 
voir § 6.7.4-), 

• la repetabilite des conditions d'ejection (uniquement 
pour la bombe lisse, car pour une bombe guidee 
inertiellement, les mouvements lors de rejection 
sont reellement mesures par la centrale inertielle), 

• la precision de 1'instant de largage 
• l'erreur sur la connaissance de la gravite : la gravite 

varie ä la fois en latitude et en altitude suivant une 
loi qui ne peut etre modelisee par le calculateur de la 
bombe. 

Le tableau suivant resume les contributions des 
differentes sources d'erreur. II a ete obtenu en 
supposant les erreurs de base de la connaissance des 
parametres de largage suivantes : 
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Parametre d'erreur Nom Valeur ä 1 a 

Erreur position axe X AX0 10 m 

Erreur position axe Y AY0 10 m 

Erreur position altitude AZ0 10 m 

Erreur de vitesse AV0 0.1 m/s 

Erreur de visee en cap Ay0 
0.05° 

Erreur angle de largage AYo 0.05° 

Erreur harmonisation tangage A60 0.5° 

Erreur harmonisation en cap A\|/i 0.5° 

Erreur sur valeur gravite Agz 2 10"4 m/sz 

Erreur instant de largage AT, 0.01s 

Avec les valeurs decrites dans le tableau precedent et 
pour les trois cas de largage evoques au §6.6, nous 
obtenons, pour les erreurs uniquement dues aux defauts 
de largage, les resultats suivants en effectuant une 
simulation de type Monte-Carlo sur 100 tirages : 

Cas n° 1 
Origine de l'erreur AX(m) 

(lö) 

AY(m) 
(lö) 

CEP (m) 

Position avion 14 10 

Vitesse avion 5 0 

Erreur de visee 0 13 
Harmonisation 8 14 

Connaissance de g 0.2 0 
Instant de largage 7 0 
Toutes erreurs 17 22 24 

Cas n° 2 
Origine de l'erreur AX(m) 

do) 
AY(m) 
(lö) 

CEP (m) 

Position avion 12 10 

Vitesse avion 5 0 
Erreur de visee 0 11 
Harmonisation 0 13 

Connaissance de g 0.2 0 
Instant de largage 1 0 
Toutes erreurs 12 19 19 

Cas n° 3 
Origine de 1'erreur AX(m) 

do) 
AY(m) 
do) 

CEP (m) 

Position avion 12 10 

Vitesse avion 4 0 

Erreur de visee 0 15 
Harmonisation 13 17 
Connaissance de g 0.1 0 
Instant de largage 3 0 
Toutes erreurs 19 25 27 

A titre d'exemple, la figure n°8 montre 100 points 
d'impact obtenus avec un tirage de Monte-Carlo sur 
F ensemble des erreurs de la conduite de tir et de 
1'installation de la bombe. 

Dispersion de 100 tirs 

Vo = 300 m/s 
■yD = 30° 

Zo =100 m 

Portee = 11270 m 
CEP = 22 m    ~ 

V) 

1       *'   * * * 
• «» 

•   •» » < 

V • • •• • 

• 
..v. 

•   • 

• 
• 

• • • 

« 
erreur X metres) 

FIGURE 8 

8.    SYNTHESE DES RESULTATS GLOBAUX 
Afin de pouvoir comparer le gain sur la portee et la 
precision d'une bombe propulsee guidee par rapport ä 
une bombe, lisse classique, nous avons effectue les 
calculs relatifs ä la precision globale de chacune des 
armes. Pour la bombe lisse, les seules erreurs 
proviennent de la conduite de tir et de la dispersion des 
caracteristiques aerodynamiques. Les erreurs de base de 
la conduite de tir sont les memes que pour la bombe 
propulsee guidee, auxquelles il faut cependant ajouter la 
dispersion des conditions d'ejection. 
Les resultats suivants prennent done en compte pour la 
bombe guidee les erreurs d'algorithme de guidage et 
les erreurs de la conduite de tir et des conditions de 
largage. Ils prennent done en compte les resultats du § 
6.6 et ceux du § 7.2. 

Cas 
n° 

Parametre Bombe 
lisse 

Bombe 
guidee 

1 Portee (m) 5980 11260 

Precision (CEP) (m) 63 38 

2 Portee 4900 9160 

Precision (CEP) (m) 47 34 

3 Portee 9200 12500 

Precision (CEP) (m) 60 35 

II est clair que, dans tous les cas simules. les portees 
sont tres nettement auementees (de 2.3 ä 5.2 
kilometres supplementaires) et la precision est aussi 
amelioree (dans un rapport de 30 ä 40 %). 

9.    CONCLUSIONS 
L'etude de ce procede de guidage d'une bombe 
propulsee et guidee a montre que Ton peut obtenir des 
portees superieures ä 10 kilometres avec une precision 
globale tres satisfaisante. 
Les principaux resultats acquis pour une teile bombe 
sont: 
• comparee ä une bombe lisse classique, la bombe 

propulsee guidee augmente la portee d'environ 50% 
et a une meilleure precision, 

• 1' installation mecanique de la bombe avec les types 
de fixations utilisees actuellement, 
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• l'installation electrique de la bombe est compatible 
des conduites de tir actuelles, 

• les modifications logicielles de la conduite de tir ne 
posent pas de probleme de realisation, 

• cette modification est transparente pour le pilote qui 
opere comme avec une conduite de tir de bombe 
lisse en Calcul Continu de Point de Largage 
(CCPL), 

• un propulseur rustique d'une duree de propulsion 
relativement courte (20 secondes environ) et done 
d'un coüt faible est compatible du besoin, 

• des moyens de pilotage simples permettant un 
guidage jusqu'ä l'impact sont suffisants pour assurer 
la reussite de la mission et un coüt faible de l'arme, 

• les caracteristiques d'une centrale inertielle de 
performances moyennes et de coüt faible pour la 
bombe sont compatibles des precisions de guidage 
necessaires. 

Cependant, ce procede a ses limites et il ne permet pas 
en particulier d'augmenter la portee d'une bombe 
guidee au delä d'une douzaine de kilometres tout en 
maintenant une precision d'impact acceptable. Meme si, 
theoriquement, il est possible d'avoir un vecteur 
additionnel de module beaucoup plus grand, la 
precision se degrade rapidement lorsque la portee 
depasse une douzaine de kilometres. Cela est 
principalement du au fait qu'un certain nombre 
d'erreurs sont proportionnelles au module de ce vecteur 
additionnel. Lorsqu'il represente une proportion trop 
importante de la portee, les erreurs d'impact deviennent 
trop grandes pour conserver une efficacite 
operationnelle ä l'arme. 
Ce procede presente comme interet principal qu'il 
permet aux avions de generation precedente d'etre dotes 
de bombes plus sophistiquees sans necessiter de 
modifications tres importantes et onereuses. 
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1. SUMMARY 
The Joint Direct Attack Munition (JDAM) program office 
at Eglin AFB, Florida is engaged in the JDAM Product 
Improvement Program (PIP) under which Differential GPS 
(DGPS), adaptive filtering, and Anti-Jam (A/J) techniques 
are being evaluated to enhance the accuracy of the weapon 
in adverse weather as well as reduce its susceptibility to 
Electronic Countermeasures (ECM). Sverdrup Technology 
is providing technical study and analysis support for this 
program. 

This paper provides a comparison of two candidate DGPS 
techniques and their associated error budgets. A candidate 
adaptive filtering scheme in which the tropospheric (tropo) 
error is estimated in real-time is postulated. Its performance 
potential is assessed through a Monte Carlo analysis based 
on a JDAM type PGM configuration using the GPS JPO 
proposed Wide Area GPS Enhancements (WAGE). In 
addition to accuracy, another key issue with the use of GPS 
signals is the ability to acquire satellite signals and 
continue to track them in the presence of jamming or 
interference. A parametric analysis of jamming 
susceptibility, effects on receiver operation, and potential 
mitigation techniques are presented based on recent 
advancements in A/J and Fast Acquisition (FA) 
technologies. 

2. INTRODUCTION 
PGMs are essential in the neutralization of high value fixed 
targets while minimizing collateral damage. In the past, the 
majority of these weapons were based on electro-optical 
and infra-red terminal seekers depending on man-in-the- 
loop terminal guidance. However, these weapons have 
limited capability when deployed against time critical 
targets in adverse weather. An adverse weather PGM 
capability will be provided by using GPS signds to aid the 
Inertial Measurement Unit (IMU). The current 
development of GPS aided PGMs is based on 5 channel, 
P(Y) code, FA GPS receivers, coupled with a weapon 
grade IMU and a navigation Kaiman filter to attain target 
impact accuracy on the order of 13 meters, Circular Error 
Probability (CEP). This accuracy assumes that GPS signals 
are available and the Target Location Error (TLE) can be 
limited to 7 meters CEP. 

In addition to this capability, a need exists for a PGM 
accurate to 3 meters CEP in adverse weather. Possible 

solutions entail the use of DGPS, anti-jam, and adaptive 
Kaiman filter techniques in PGM guidance, possibly 
coupled to terminal radar seekers. This paper quantifies the 
potential PGM performance gains. A typical scenario is 
presented in Figure 1. 

Figure 1. The PGM Scenario 
Figure 1 depicts a conceptual scenario in which a PGM is 
deployed from a F-16 host aircraft at an altitude of 10,000 
meters at a target 22 km down range. The ECM threat is 
represented by a jammer at the PGM release point and 
another jammer at the target. Before release from the host 
aircraft the PGM is initialized with GPS satellite ephemeris 
data and wide area differential pseudorange corrections. 
After release the PGM uses anti-jam and FA techniques to 
acquire the GPS P(Y) code signals from 5 satellites in 
under 15 seconds. This allows the PGM to use DGPS 
pseudorange and delta range measurements at a 1 Hz rate 
for the remainder of the 100 second trajectory to the target. 
If a TLE of 2 meters CEP is provided, the following 
discussion will establish that a target impact accuracy of 3 
meters is possible using DGPS/INS guidance. 

3.   COMPARISON OF DGPS IMPLEMENTATION 
CONCEPTS 

Differential GPS techniques rely upon the removal of a 
combination of common errors between the mobile receiver 
and a Reference Receiver (RR). The product of this 
technique is a differential correction that is applied at the 
mobile receiver to its pseudorange measurements. For 
military receivers the ionospheric error (iono) is determined 
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by the two-frequency approach and the tropo error is 
estimated using a deterministic model. The only significant 
remaining errors include Satellite Vehicle (SV) clock and 
ephemeris errors. The Exploitation of DGPS for Guidance 
Enhancement (EDGE) concept [1] has convincingly 
demonstrated that this component of the error can be 
reduced to less than 0.4m in real-time by deploying a 
network of widely separated (-1600 km) high quality 
reference receivers. Table 1 provides the error budget for 
the Range Application Joint Program Office (RAJPO) High 
Dynamic Instrumentation Set (HDIS) in the standard 
Precise Positioning Service (PPS) GPS mode. The 
extensive flight test results for HDIS [2] have demonstrated 
accuracy levels that are equivalent to a 4.8 m CEP as 
opposed to the 7.3 m CEP specified in this table. 
Therefore, the iono, tropo and tracking/multipath errors of 
the HDIS may be considered achievable goals for a PGM 
type of receiver. In order to explore navigation accuracy 
improvement methods two schemes are proposed in table 1. 
The first exploits the EDGE concept that has reduced the 
ephemeris/clock error to about 0.5 m (including latency) 
and the other exploits the recently proposed WAGE 
concept [3]. Two ephemeris/clock improvement levels for 
WAGE are shown. (It is the understanding of the authors 
at this writing that the WAGE concept is still evolving, 
with potential for further improvement in accuracy). 

Table 1. GPS Error Budget Comparison (RMS) 

Error Source HDIS EDGE* WAGE* 

Clock and 
Ephemeris       [m] 

4.2 0.3 1-1.6 
Apr 95 

0.5-0.8 
Nov95 

Ionospheric      [m] 0.2 0.2 0.2 0.2 

Tropospheric   [m] 0.5 0.5 0.5 0.5 

Tracking and 
Multipath        [m] 

1.0 1.0 1.0 1.0 

Latency            [m] n/a 0.4 0.4 0.4 

User Equivalent 
Range Error 
(UERE)           [m] 

4.4 1.2 1.6-1.9 1.3-1.4 

CEP        [m] 
[HDOP=1.5, 
VDOP=2.5, 
Impact=60°] 

7.3 2.0 2.6-3.1 2.2-2.3 

* Assumes enhanced GPS receiver with performance equal to 
HDIS receiver. EDGE and WAGE schemes only affect the clock 
and ephemeris errors. 

WAGE is explored in this paper due to its potential 
operational advantages in terms of cost and logistics since 
it will embed the corrections in the GPS navigation 
message and thus provide global coverage without a 
separate data link [3]. The increased WAGE (April 95) 
clock and ephemeris errors compared to the EDGE 
performance of about 0.5m increases the overall CEP 
navigation error to 2.6 m from a value of 2.0 m. This small 
increase in CEP should be traded against the expense of an 
extensive RR network and the risk with a data link. The 
error budget for WAGE assumes a uniformly distributed (0 
to 1 day) correction upload scheme resulting in a 2.2 hour 
average age for the corrections. It is expected that the 

upload scheme will be optimized for specific theaters, 
thereby further reducing the difference in accuracy. 

The exploitation of WAGE corrections for a PGM is 
depicted conceptually in Figure 2. The proposed scheme 
[3] is to incorporate the corrections to the satellite clock 
and ephemeris in the spare words of subframe 4 of page 13 
of the GPS navigation message, requiring a maximum of 
12.5 minutes of access time. The demodulation of these 
corrections by the PGM receiver after release will not occur 
in time to make them useful. A feasible solution to this 
problem is to transmit the corrections at weapon 
initialization across the aircraft interface with the weapon. 
These initialization messages from the aircraft currently 
include GPS time and ephemeris information. The other 
possibility is for the aircraft to transmit WAGE corrected 
clock and ephemeris data, in which case the JDAM receiver 
will not require any modifications. The use of WAGE 
corrections reduces the space segment component of the 
UERE to around 1 m. The receiver tracking and multipath 
errors, as well as iono errors, may be reduced by carrier- 
smoothing types of algorithms. A combination of these 
error reduction methodologies is expected to allow the 
tropo error to become observable. This idea, as 
recommended in [4], is discussed in the next section with 
the incorporation of a fifth SV measurement in Monte 
Carlo simulations of a PGM configuration. 

Figure 2. PGM Concept for Exploiting WAGE 

4.   STOCHASTIC ESTIMATION OF 
TROPOSPHERIC ERROR 

Background. The tropospheric sector of the atmosphere is 
defined as the region from the surface of the earth to an 
altitude of 80 km. GPS Radio Frequency (RF) waves 
transversing this region of space experience refraction 
independent of frequency. In contrast to the ionospheric 
effect, this phenomena is not dispersive, resulting in an 
equivalent group and phase delay. Tropospheric refraction 
has two distinct components: the "dry" segment, which is a 
strong function of the atmospheric pressure, accounts for 
90% of the error with the remaining 10% of the error 
attributed to the "wet" segment, which is a function of the 
atmospheric water vapor pressure and temperature. Both 
components are a function of user altitude (h) and the 
elevation of the satellite (6). GPS receivers estimate and 
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remove this error from the pseudorange measurement with 
corrections based on various deterministic algorithms [5]. 

A high fidelity tropospheric pseudorange correction for 
users of ground based GPS receivers can be obtained using 
the Chao compensation model [6]. This compensation is 
applied by postprocessing the pseudorange measurements 
with good knowledge of the atmospheric conditions 
(pressure, temperature, and water vapor pressure). These 
equations are defined as: 

Tropospheric Delay = (DOF ■ DTC) + (WOF • WTC)       (1) 

DTC = Dry Tropospheric Correction = 2.276 • 10"3 ■ P0     (2) 

AN = - 7.32 • exp( 0.005577 • Ns) (9) 

.1.46 
WTC = Wet Tropospheric Correction = 10230 • 

DOF = Dry Obliquity Factor = 
1 

sin(Q)+ 
0.00143 

WOF = Wet Obliquity Factor = 

tan(Q) + 0.0455 

1 

sin(Q) + - 
0.00035 

(3) 

(4) 

(5) 

tan(B) + 0.017 

where: 

eo = Vapor Pressure = RHo • 10 7.617-2285/To 

Po = Atmospheric Pressure (mbars) 

To = Atmospheric Temperature (Kelvin) 

RHo = Relative Humidity 

0 = Satellite Elevation 

For airborne receivers, the user's altitude must be taken 
into consideration. The majority of military GPS receivers 
correct the "dry" component of the troposphere and 
disregard the "wet" component as negligible. A 
representative set of tropospheric compensation equations 
are published by the Navstar GPS technical support group. 
These equations are based on three spherically stratified 
atmospheric layers where the error varies linearly with 
altitude under 1 km and exponentially with altitude at 1 km 
and above. These equations are defined as follows [7]: 

R(h,9) = f (0) • DR (h) (6) 
where: 

R(h,8)   =   Total range error. 

DR (h)  =   Zenith range error as a function of altitude. 

h =   Altitude above mean sea level in km. 

6 =   Elevation angle defined with respect to the 
horizon. 

f(6) 

f(0) 

Mapping equation as a function of 
elevation angle. 

1 

sin(Q)+ 
0.00143 (7) 

tan(Q)+ 0.0455 

for: 0 km < hu < 1 km: 

AR(h)= ([Ns'h + O.S'AN'h2^   + 1430 +732 J'lO"3 meters    (8) 

AR(h)= ( 

for. 1 km < hu < 9 km: 

^•-H-o-Hä 
Ll05 

+ 732 )»1(T3 meters 
(10) 

AR(h) 

for: 9 km < hu : 

r -105        , ,T (11) 
)»10   meters 

The parameters Ns and Nj represent values for the 
refractivity index at sea level and at an altitude of 1 km, 
respectively. After the application of tropospheric 
compensation based on equation (6), the remaining error in 
the pseudorange measurement is described statistically as 
zero mean with a standard deviation on the order of 0.5 
meters. To put this error in perspective, it must be 
examined as part of the overall PGM GPS error budget. 
Table 1 illustrates a typical error budget for a PGM receiver 
utilizing differential techniques. 

For this analysis the WAGE error budget is chosen 
(Nov 95). Table 1 depicts the contribution of the 
tropospheric error on an overall User Equivalent Range 
Error (UERE) of 1.3 m with a target impact CEP of 2.2 m. 
In the differential error budget all the errors are on the same 
order of magnitude. Elimination of the tropospheric error 
would result in an approximate final impact CEP reduction 
of only 10%. 

It is clear from the discussion above that the quality of the 
airborne PGM tropospheric compensation could be 
improved by estimating, in real-time, the "wet" component 
and refractivity indices (Ns and N^). The cost and 
complexity of computing these parameters on a PGM is not 
viable at this time. However, with the introduction of 
5 channel PGM GPS receivers it may be possible to 
stochastically estimate the gross tropospheric error by 
augmenting states to the navigation Kaiman filter [4]. The 
discussion that follows describes an effort to simulate this 
concept using Monte Carlo techniques. 

Truth Model. The truth model for this analysis is based on 
a nominal JDAM mission and configuration. The mission 
chosen for this analysis represents the launch of a glide 
bomb from an altitude of 10,000 m at a horizontal target 
17 km downrange with an impact angle of 60°; total 
mission time is on the order of 100 seconds (see Figure 1). 
The aerodynamic parameters for a GBU-15 glide bomb are 
used to generate a 6 Degree-Of-Freedom (DOF) trajectory 
for this profile. A set of 5 satellites is chosen to maintain a 
Position Dilution of Precision (PDOP) of approximately 
2.5 for the entire mission. The ephemeris data for these 
satellites is generated using the standard GPS satellite orbit 
equations from a set of nominal GPS satellite constellation 
almanac data. 
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Stochastic models are used to simulate the expected errors 
in the Inertial Measurement Unit (IMU) position/velocity 
estimates and the GPS receiver pseudorange/delta range 
measurements. The error budget for the GPS measurements 
is presented in Table 1 (WAGE) and is used to generate the 
Line-of-Sight (LOS) errors for each of the 5 satellites. The 
IMU error budget is based on typical weapon grade IMU 
sensors: gyros with a drift of 17hr and a scale factor error 
of 150 parts per million (ppm), accelerometers with a bias 
of 1 milli g and a scale factor error of 300 ppm. The final 
configuration of the truth model is depicted in Figure 3. 
The overall truth model is represented by stochastic 
differential equations consisting of a total of 45 states. 
There are 21 states assigned to IMU model and 24 states 
for the GPS measurements (2 states for the user clock error, 
2 states for the tropospheric error, and 4 states per satellite 
for the remaining LOS errors). 

NAVISATION FILTER 

sv IMU ERROR MODEL 
GPS ERROR MODEL 
C17 STATES-BASELINE) 

CIS STATES-MODIFIED) 

n n 
IIVIU TRUTH 

irviu 
ERROR 
MODEL 

C21  STATES) 

6-DOf 
TRAJECTORY 
GBU-15PGM 

K—-4 

7JE 
P. A/> 

GPS TRUTH 

SGPS 

■*?*■ 

SPS 
ERROR 
MODEL 

C2A STATES} 

SATELLITE 
EPHEMERIS 

5 Sat Bank 
1 Hz Meas Rate 

Figure 3. Truth Model and Simulation Configuration 
The error of interest for this analysis is the tropospheric 
error. The detailed structure of the stochastic shaping filter 
used to generate this error is presented in Figure 4. 
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Figure 4. Stochastic Shaping Filter for Tropospheric 
Error 

Equations 3,4, and 5 are used to compute the WTC, DOF, 
and WOF parameters, respectively. The DTC parameter is 
computed as a function of altitude using equations 8 
through 11. The stochastic uncertainty defined in Table 1, 
WAGE is injected by using a random walk shaping filter 
plus a white noise on both the "dry" and "wet" 

components. The error statistics (e :mean, o"rauE : 

standard deviation) for the underlying zenith error (8xte) 
from a 50 sample Monte Carlo analysis are presented in 
Figure 5. In addition, a single sample of each of the 5 LOS 
satellite errors (8xtb 8xt2, 8xt3, 8xt4, and 5xt5), for a typical 
Monte Carlo run, are presented in Figure 5. 
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Figure 5. Truth Model Generated Tropospheric Error 
Figure 5 clearly indicates that the temporal and spatial 
characteristics of the tropospheric error have been captured 
in the truth model. 
Filter Model. The baseline navigation Kaiman filter 
consists of 17 error states: 3 position, 3 velocity, 3 tilt, 
3 gyro drift, 3 accelerometer bias, and 2 GPS user clock. It 
utilizes pseudorange and delta range measurements at a 
1 Hz rate. The tropospheric error is removed by applying a 
deterministic correction to each sateEite's pseudorange 
measurement before processing by the navigation Kaiman 
filter; this correction is based on equation (6). 

The modified Kaiman filter has 18 states. A 1 state, 
random walk shaping filter is augmented to the baseline 
navigation filter to estimate the zenith tropospheric error 
(8xtz). The baseline filter's deterministic correction is 
disabled and the observation equation for the filter's 
estimate of the pseudorange measurement for the ith 
satellite is modified as follows: 

Zpi = P CPMU PsATi) + 5Xb + 
sin(Q\ 

-8x„ (12) 

Where p is the nonlinear computation of the pseudorange 

based on the satellite position (PSATi) and the filter 
A A 

corrected IMU position estimate (P IMU; 8 x b is the filter's 
estimate of user clock bias; sin(6)i is the sine of the 
elevation angle to the ith satellite; and finally (the added 

A 
term), 8xt* is the filter's estimate of the zenith 
tropospheric error. The performance of the baseline and 
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modified versions of the navigation filter are characterized 
in the next section. 

Results of Monte Carlo Simulations. To obtain statistical 
validity a set of 50 samples were generated for each of the 
performance plots presented below. The IMU truth model 
is initialized based on the results of a nominal in-flight 
transfer alignment from the host aircraft and a fast 
acquisition receiver begins to generate the GPS 
measurements after 5 seconds of uncompensated IMU error 
growth. The performance parameter of interest for this 
analysis is the CEP. Performance plots will consist of 
3 curves: the filter predicted CEP, the true CEP, and the 
true CEP shifted by any true bias. These performance 
indicators were illustrated in Figure 1. The baseline 
navigation filter is investigated first. After a series of 
Monte Carlo runs to tune the navigation filter, a final filter 
parameter set was determined. The final CEP performance 
is presented in Figure 6. 
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Figure 6. Baseline Navigation Filter Performance 
The filter is conservatively tuned with a filter predicted 
uncertainty of 2.3 meters versus a true uncertainty of 
1.5 meters. The true bias in this case is negligible. 

The modified navigation filter is applied to the 
pseudorange measurements with uncompensated 
tropospheric error. An initial set of runs were made to tune 
the process noise value on the tropospheric error shaping 
filter. The resulting performance after tuning is presented 
in Figure 7. 

In this configuration the 18 state filter generates an 
uncertainty CEP of 2.6 meters with a true CEP of 
1.3 meters with negligible bias. The filter uncertainty has 
increased from 2.3 to 2.6 meters, but the magnitude of the 
true CEP has decreased from 1.5 to 1.3 meters. This 
indicates that with further tuning the overall performance 
of the modified filter could surpass the baseline. In order 
to further quantify the performance of the modified filter, 
the filter's tropospheric zenith error state is differenced 
with the truth model over the 50 sample Monte Carlo 
analysis. The ensemble statistics for the zenith 
tropospheric error difference and the characteristics of a 
single sample are presented in Figure 8. 
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Figure 8. Filter's Tropospheric Zenith Error 
Performance 

The ensemble statistics consist of the true mean of the 
difference or error (e ) and the true uncertainty bounds 

(e ± OTOJE ). These true statistics are plotted with the 

filter's predicted uncertainty (io^.^) to facilitate 

comparisons. The collapsing filter uncertainty (iO]^,^) 

indicates that the tropospheric zenith error is observable 
and that the filter is aggressively tuned to just encompass 
the bounded true error statistics. However, it is clear that a 
bias remains indicating the filter model does not exactly 
model the temporal and spatial characteristics of the error. 
To confirm that 5 satellites are required for observability, 
the analysis was repeated with measurements from only 
4 satellites, while keeping the PDOP unchanged. The 
resulting performance of the filter's tropospheric error state 
is presented in Figure 9. 

In this case the filter's predicted uncertainty (±crHLTEE) is 

divergent after the initial measurement updates, indicating 
the error state is not observable to the filter. This confirms 
the hypothesis that 5 satellites are required to guarantee 
observability. 
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Figure 9. Filter's Tropospheric Zenith Error 
Performance [4 Satellites] 

Conclusions. The initial hypothesis postulated that the 
tropospheric zenith error could be estimated using a 
properly structured shaping filter and observation equation 
in conjunction with the measurements from 5 satellites. 
This theory has been demonstrated with a detailed Monte 
Carlo analysis. 

A comparison of the baseline navigation performance 
(Figure 6) with the modified navigation performance 
(Figure 7) indicates a negligible increase in accuracy. 
However, in the modified filter the tropospheric zenith 
error is being estimated in real-time based on the content of 
the GPS measurements. This allows the navigation filter to 
better adjust to the unknown conditions of the troposphere 
at PGM launch at a cost of one additional Kaiman filter 
state. Figure 8 does indicate a higher order model is 
required to fully capture the remaining tropospheric bias. 

5.   GPS JAMMING-TO-SIGNAL RATIO ANALYSIS 
A GPS equipped PGM relies on sufficient C/No values in 
order to acquire satellite signals after launch and maintain 
track in the presence of jammers. This critical parameter is 
controlled by the effective jamming-to-signal ratio (J/S). 
This ratio is directly affected by the PGM's attitude which 
determines the jamming power at the weapon, the antenna 
gain towards the jammer, and the antenna gain towards the 
SV. A closed form solution to the GPS performance 
equation subject to jamming is not possible due to the 
number of variables such as the flight trajectory, antenna 
placement, and location of actual or expected threats. The 
significance of the problem and some mitigation techniques 
are discussed in this section using simplified simulations. 
A simulation has been developed to generate J/S plots 
which may be used to specify an additional A/J antenna 
subsystem that will suppress the potential ECM threat to a 
weapon guided by a GPS/inertial navigation system. Two 
configurations of GPS patch antenna are considered here 
for analysis, one top mounted and another tail mounted. A 
cardioid is a convenient analytical model for the gain 
pattern of such an antenna. The pitch cut pattern for such 
an antenna in both the configurations is shown in Figure 
10. The J/S ratios are computed for a typical PGM 
trajectory with pitch dynamics as depicted in Figure 11. As 
an example, we will consider one watt jammers placed at 

the target and directly underneath the PGM launch point 
(see Figure 1). The simulation can be easily modified and 
scaled to accommodate any power level jammer and actual 
threat scenarios. The classified reference [8] contains the 
analysis of several scenarios that were generated as an 
interpretation of the latest GPS threats established by the 
Defense Intelligence Agency. 
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Figure 10. Top and Tail Mounted Antenna Patterns 
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Figure 11. Pitch Dynamics of the PGM Trajectory 
The geometry of the weapon and each jammer, defined in a 
North-East-Down (NED) frame, is used to compute a 
pointing vector defined in a Local Tangent Plane (LTP) 
frame. The LTP frame is aligned with the NED frame, but 
with its origin at the weapon Center-of-Gravity (CG). 
Hence, if R; and Rm are the weapon and jammer position 

vectors, the pointing vector is given by 

Rmj=Rj-Rm (13) 

The orientation of the missile body frame (Xj,, Y^,, Z^) 

with respect to the LTP frame (Xj, Y\, Zj) is obtained 

from the 6-DOF simulation in terms of the roll, pitch and 
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yaw angles (<|>,9,\|r). These angles are used to rotate the 

LTP pointing vector into the weapon body frame through 

the direction matrix Cj , i.e., 

7    -rbfj   . rmj _V-/Rmj (14) 

where, fm; is the jammer to weapon pointing vector in the 

body frame. Next, this vector is converted to a unit vector 
as 

U = ^J =[ei    e2    c3]1 (15) 

J| 

The body referenced azimuth A and elevation E of the 
pointing vector is determined from the components of this 
unit vector for each point on the trajectory. This technique 
allows the antenna pattern to be fixed in the body frame 
and can be replaced by an actual pattern in terms of its 
appropriate A and E angles. When retrieving the gains the 
(A, E) pair for each trajectory point is determined from the 
unit vector. 
Once the antenna gain, G, is determined the jammer power 
at the weapon is calculated as 

(4nR  -^ 
Ji=Wlog(GPi)-'2J0log • 

^mji 
(16) 

where, 

G 

Pi 

= antenna gain toward the jammer 

= radiated power from the ith jammer in watts 

Rmji   = slant range to the ith j ammer 

X        - GPS Lj carrier wavelength 

The total jamming power due to 'N' jammers is given by 

J=     ZflO1^0 (17) 

Finally, the J/S ratio for the Lj P-code is given by 

J/S (dB) = 10 log [Zf 10Ji/10 ] + 163 (18) 

This equation is computed and plotted as a function of time 
for three different cases of one watt jammers in Figure 12, 
Figure 13, and Figure 14, respectively. The J/S plots for the 
Li C/A code can be obtained from these curves by 

subtracting 3 dB since this code is 3 dB stronger than the 
P(Y) code. 
It can be seen from Figure 12, for the target located 
jammer, that the tail-mounted antenna produces a lower J/S 
ratio for the entire duration of the flight as compared to the 
top mounted antenna. On the other hand the top mounted 
antenna is preferable for the launch point jammer, as shown 
in Figure 13. For the two jammer case of Figure 14, an 
antenna switching methodology may be required; with the 
top antenna used for the first 48 seconds and the tail 
antenna for the remainder of the flight. In this case of 
antenna switching a very important consideration is the 
Dilution Of Precision (DOP) available from the satellites 
visible to either of the antennas; since it determines the 
accuracy achievable with their measurements. For some 
trajectories a mode may be required where satellites from 
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both the antennas will have to be mixed for an optimum 
solution. Plots of J/S such as these can be used in 
assessing the Time To First Fix (TTFF) and tracking 



27-8 

performance of an integrated GPS/inertial navigation 
system. 

The key states of a GPS receiver along with the threshold 
C/No values are shown in Table 2. Both P(Y) and C/A 
codes are considered in the presence of a 20 MHz Broad 
Band (BB) jammer and a Continuous Wave (CW) jammer. 
The corresponding J/S thresholds for these representative 
C/No thresholds [9] as shown in this table, are calculated 
from the relationship 

C /N0 = -  (19) 
Nsys + (J/GpB) 

= Signal Power 

= System noise density 

- Jammer power 

= Gain-Bandwidth product for the code under 

consideration 

Table 3. Jamming Margin for a Conventional GPS 
Receiver 

where 

GpB 

Table 2. J/S Thresholds for a Conventional GPS 
Receiver 

State C/No 

[dB-Hz] 

P-Code J/S 
Thresholds 

BB      CW 

C/A-Code 
J/S 
Thresholds 

BB      CW 

1 34 37.8 34.5 35.4 25.4 

3 15 58.4 55.1 55.1 45.1 

5     (unaided) 26 47.2 43.9 44.0 34.0 

5     (aided) 16 57.4 54.1 54.1 44.1 

The J/S plots for a one watt jammer and the threshold J/S 
values for the critical receiver states can be used to 
determine the jamming margin or the maximum jammer 
power that can be withstood by a conventional receiver. 
The jamming margins Pj can be calculated from the 

following relationship 

J/Sth=J/S1+10Zo5PJ (20) 

J/S[ is taken from Figures 12,13, and 14 at 15 seconds for 
the acquisition mode and at 50 seconds for the track mode. 
J/Sa was selected from Table 2 for the P-code receiver, 
broad band jamming, with State 1 for acquisition mode and 
State 5 (aided) for track mode. It can be seen from Table 3 
that the track mode is relatively more resistant to jamming 
and that the acquisition mode sets the limit on the 
maximum jamming that can be tolerated by the weapon 
receiver (this result is denoted by the X in the Limiter 
column). This also means that if the receiver were to be in 
the track mode during the captive portion of flight then the 
track mode sets the limit to a tolerable jamming level. 

However, for a sufficiently large jammer power level GPS 
acquisition may be completely denied. In these cases it is 
necessary to implement additional A/J capability in the 
front-end of the receiver. The Tactical High Anti- Jam 
GPS Guidance (THAGG) technology program [10] has 
developed a tightly coupled GPS/INS/AJ system that 
allows fast (15 seconds) acquisition in environments up to 

Case Mode 
Antenna Type 

Tail[W]   Top[W] 
Limiter 

1 Acquisition 

Track 

7.6 

437 

1.4 

14.8 

X 

2 Acquisition 

Track 

0.3 

26 

79.4 

224 

X 

3 Acquisition 
Track 

0.3 

25 

1.4 

14 

X 

a 75 dB J/S and tracking in environments up to a 120 dB 
J/S. The THAGG unit is currently undergoing detailed 
characterization tests. Table 4 shows the jamming margins 
for the three jamming cases. The improvement when 
compared to the conventional receiver is quite impressive. 

Table 4. Jamming Margin for the THAGG Type of 
Receiver 

Case Mode Antenna Type 

Tail [W]               Top [W] 

Limiter 

1 Acquisition 

Track 

40,000 

1,000,000,000 

7,400 

31,600,000 

X 

2 Acquisition 

Track 

1,700 

63,000,000 

420,000 

316,000,000 

X 

3 Acquisition 
Track 

1,600 

50,000,000 

7,400 

25,000,000 

X 

6.    ANALYSIS OF FAST ACQUISITION UNDER 
JAMMING 

The use of GPS in military applications such as the PGMs 
places stringent requirements on P(Y) code acquisition 
times. This is true for both direct P(Y) code acquisition 
and for P(Y) code acquisition by first acquiring the C/A 
code. The problem is made more severe when short 
acquisition times are required under significant jamming. 
The THAGG technology may be used to counter janirning, 
to the extent shown in Table 4. In addition, the actual 
acquisition time depends upon several other parameters 
such as position, time, velocity and frequency uncertainties. 
The use of a parallel bank of 1024 correlators for speeding 
up C/A code acquisition in the presence of timing errors, 
and the extension of this scheme for fast P(Y) code 
acquisition within a few seconds has been successfully 
demonstrated [11, [12]. A general parametric study of this 
problem was performed in [13] with respect to a two- 
dimensional signal search receiver architecture. These 
results are extended here to establish guidelines for 
selecting receiver architectures to meet the acquisition 
requirements under significant jamming. Both BB and CW 
interference is considered. 

The parameter of primary interest is the TTFF which is 
defined as the maximum (3a) amount of time required from 
the instant that signal is first available (from the antenna) to 
the instant the system provides a valid navigation solution 
(position, velocity, etc.). In general, the TTFF can be 
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represented as the sum of three time segments associated 
with three distinct receiver processes as follows 

TTFF=Tacql+Tacq2+TKF (21) 
where, 

Tacql = Time to acquire the first SV 

Tacq2 = Time to acquire and track the remaining SVs 

TKF    = Time for the Kaiman filter to settle to 

required solution accuracy 

Tacq2 and TJCF together are on the order of a few 

seconds, the exact value varying from manufacturer to 
manufacturer depending upon a number of proprietary 
hardware and software design features. The most critical 
time segment is Tacqi which could be prohibitively large 

for conventional receivers in a PGM scenario. These 
receivers use a sequential search scheme, stepping through 
half code chips and single Doppler cells, and have first SV 
acquisition time given by 

(22) J-acqs 

where, 

N : No. of half code chips to be searched 

/(15) for P-code I 3an)2 + (3at)
2 (23) 

= 1024 for C/A code with o, > 1 ms (24) 

M = No. of frequency cells of width AF to be searched 

^(3ov)2+(3af)
2 /AF for both P(Y) and 

(25) C/A codes 

In these equations the variables are defined as: 

ap      = Position uncertainty 

= Time uncertainty 

= Velocity uncertainty 

= Frequency uncertainty 

= Number of noncoherent correlations N„ 

= Correlator coherent dwell time 

AF      = Frequency bin width (442 Hz) 

When the P(Y) code is acquired through the C/A code and 
the time ambiguity is a multiple of one millisecond, an 
additional 6 seconds are required to demodulate the 
Handover Word from the 50 Hz GPS message. The Tacqs 

plots for C/A code and direct P(Y) code acquisition as a 
function of J/S ratios are shown with the oscillator error as 
a parameter in Figure 15 for aBB jammer and in Figure 16 
for a CW jammer. 

It can be seen from these plots that acquisition within a 
reasonable amount of time is achieved for a PGM 
application only when jamming is extremely low, C/A code 
is available, and the oscillator is of high quality. For small 
values of Tacql under reasonably high jamming the receiver 
will have to employ some form of parallel search circuitry. 

Figure 15. Serial Search Code Acquisition Time 
versus J/S (20 MHz BB jammer) 
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Figure 16. Serial Search Code Acquisition Time 
versus J/S (CW jammer) 

The equations and strategy has been outlined in [12]. It 
can be employed here as follows. Assume that the required 
value for Tacql is Tacqr for a PGM application under a given 
J/S and oscillator error. Then a factor ß can be obtained as 

Tacqs = MNNncTc (26) 
T '      M N N    T xacqr ivlri>r1,nc±c 

where 

Mr = No. of frequency blocks with ßf parallel 
frequency cells 

Nr = No. of code blocks of ßc parallel half chip code 
cells 

and ß = ßc ßf (27) 

Thus, the receiver can be mechanized with ßc parallel 
correlators and ßf parallel frequency cells. The Mr 

frequency blocks and Nr code blocks, however, are 
searched sequentially. As an example if direct P(Y) code 
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acquisition is required in 10 seconds when the initial time 
uncertainty is 1 millisecond, a J/S ration of 40 dB (20 MHz 
BB) and oscillator error of 1 ppm, the value of ß can 
determined with the help of figure 15 as 

ß = Tacq/10 = 8000 (28) 
Using equation 25 to determine the number of frequency 
cells and equation 27 for the number of code correlators, 
this receiver can be implemented with 22 frequency cells 
and 364 code correlators per block. 

7. CONCLUSIONS 
This paper has illustrated the potential of DGPS corrections 
and receiver enhancements in providing a 2 meter CEP 
navigation (excluding TLE) capability for a PGM. The 
DGPS techniques of interest for PGM applications are the 
WAGE and EDGE concepts. Error budgets presented 
quantified the potential performance gains. Receiver 
enhancements considered were adaptive filtering, A/J, and 
FA techniques. 
The adaptive filtering methodology chosen as an example 
in this analysis was the stochastic estimation of the tropo 
error. However, adaptive filtering covers the broad range 
of deterministic and stochastic techniques that can be used 
to increase the accuracy in GPS measurement error 
estimation and removal (i.e., oscillator uncertainty, 
multipath, tropo, iono, etc.). The Monte Carlo simulations 
used in this analysis demonstrated the feasibility of 
stochastically estimating the tropo error in real-time using a 
fifth satellite measurement. 

The availability of GPS itself (in terms of acquiring and 
tracking satellites) under jamming was parametrically 
analyzed, and guidelines provided for specifying a receiver 
architecture (number of correlators, etc.). A procedure was 
developed for generating J/S ratios and determining 
jamming margins for conventional and A/J GPS receivers 
using unclassified scenarios. 
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SUMMARY 

The present paper deals with the application of artificial Neural Networks for flight guidance and 
control. After an introduction to the problem, the structure and functioning of feedforward Neural 
Networks, the transient response and the learning mechanism for these networks will be 
examined. This will be followed by the development of the structure of the flight guidance and 
control loop with Neural Networks. The neuronal flight controller is not programmed but first 
learns the knowledge needed for stable flight guidance and control in a separate training and 
learning phase and then continues learning in the actual utilisation phase. For a typical missile 
as a concrete example, the neural controller is trained and tested in a simulated utilisation 
phase. On the whole, a good to very good control behavior is achieved with the time-variant, 
nonlinear control plant. This paper shows a new way of implementing reliable, nonlinear, 
learning autopilots which can be realized in hardware as parallel signal processing modules. 

1        INTRODUCTION 

Neural Networks consist of a number of simple processor elements which - arranged in specific 
structures - process information in parallel. They are not programmed but develop autonomously 
the solution to a problem on the basis of examples by means of learning. Their structure loosely 
resembles biological information processing where strategies for solving problems are also 
learnt by examples. Man is, for example, able to control and coordinate movements without any 
problems although he has no mathematical idea of the control plants involved. On the level of 
sensomotor control, man learns to take the actions required in a particular situation by testing. 
The application of at least parts of these human abilities to technical systems is a great 
challenge. In this paper a step shall be performed towards Neural Network application in missile 
guidance and control. 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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The basic elements of a guided missile system are represented in Fig. 1. This figure shows the 
major elements of a missile guidance and control loop in a very general form valid for a variety 

of missile systems. 

MANEUVER 
TARGET 

AUTOPILOT 
MISSILE 

DYNAMICS 
MISSILE/TARGET 

CINEMATICS 

GUIDANCE 
SYSTEM 

FILTERING 
& 

PREDICTION 

1 
TARGET SENSOR 

(STEERBLE) DISTURBANCES 

TRACKING SYSTEM 

Figure 1: Elements of a missile guidance and control system 

The task of missile guidance can be imagined as a control loop where it is tried to offset the 
external disturbances caused by launch errors and target maneuvers by an appropriate missile 
control. For this purpose, the relative geometry between the missile and the target is measured 
by a target sensor. A large number of disturbances, which can be caused by both the sensor 
physics and countermeasures, have an effect on the target sensor signals. The actual target 
sensor is part of the target tracking system in which the target signals are processed by a filter 
and prediction algorithm to obtain optimum signals for sensor tracking and missile guidance. 

The tracking system signals are subsequently converted by the guidance unit into commands to 
the missile's autopilot. These can, for instance, be acceleration commands. The missile autopilot 
can then finally be regarded as "acting instrument" for observing the commanded state of flight 
variables. The autopilot and the tracking system are underlying control systems in the missile 
guidance and control loop. In the following, the possibility of utilizing a Neural Network as 
autopilot for a tail-controlled missile is to be examined. 

Neural Networks [1] have so far been used above all in pattern recognition, as classifiers for 
speech recognition, for machine vision and in robotics. In [2], a self-regenerative quadruplex 
sensor unit for fault-tolerant , high-reliability measurement of the inertia! state of motion of an 
aircraft is described. In this connection, Neural Networks are used for the first time for detecting 
and localizing errors. The application of neuronal approaches in the control of nonlinear plants 
with unknown mathematical model is dealt with in [3]. This real-time implementation of a learning 
controller is described using a Neural Network designed as associative memory. The work 
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described in [4] deals with neuronal control with the so-called reinforcement learning method. A 
survey of the application of Neural Networks with the backpropagation learning algorithm also 
used in this paper is given in [5]. Basic observations about the implementation of learning 
controllers with such networks are made in [6]. Finally, different structures of neuronal control 
loops are examined in [7] whereas [8] contains some remarks on the application of Neural 
Networks in flight control. 

2       THE MISSILE AUTOPILOT CONTROL LOOP 

The function of the missile autopilot control loop is to quickly and accurately generate the 
acceleration demands for the missile as commanded by the guidance system. For this purpose 
the autopilot must 

• yield well behaved stability characteristics of the airframe over the entire flight envelope 

• provide fast and adequate air frame response to the command signals from the guidance 
system 

• offer robustness with respect to changing parameters and attenuate the sensitivity to 
disturbances 

Due to their symmetrical form and roll stabilisation, the flight controllers for lateral and vertical 
movements of such missiles are identical. The example of application concerns a flight controller 
for the lateral movement of an aerodynamically controlled missile with tail control, which can be 
represented by means of a 3-DOF model with the state variables of velocity in longitudinal (u) 
and lateral direction (v) as well as the angular rate (r) about the yaw axis. Fig. 2 shows a 
simplified block diagram of the flight control loop with a commanded lateral acceleration ayc as 
reference variable, rudder deflection C, as control quantity, the missile as control plant and the 
current lateral acceleration ay of the missile as output variable (controlled variable). 

With the thrust and gravitational forces (x, y, z: airframe longitudinal, lateral, vertical axes) acting 
on the missile 

£ = [FX1 Fy, FZ]
T (1) 

and the aerodynamic and thrust moments acting about the center of gravity 

M = [L, M, N]T (2) 

the following equations of motion (translator/ and rotatory) apply for the missile 

1 ^_    dV 
-) F = ^ + oxV (3) 
mL_    dt    -   - w 

VM = ^ + co XD (4) Z.-     dt     -   - v ) 

where 

V = [u, v, w]T, missile velocity vector (5) 
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© = [p, q, r] , angular rate vector 

D = [Dx, Dy, D2)
T, angular momentum vector 

(6) 

(7) 

The forces and moments mentioned above cause a nonlinear dynamics of the missile as control 
plant with considerable changes in missile mass, moments of inertia, dynamic pressure and 

nonlinear aerodynamics over time. 

COMMAND 
SIGNAL 

LATERAL AUTOPILOT 

STEER, 
SIGNAL 

MISSILE DYNAMICS 

(PLANT) 

MISSILE 
RESPONSE 

Figure 2: Simplified lateral autopilot control loop 

Nowadays, such nonlinear systems are usually treated such that simplifications of the state and 
measurement equation are introduced on the basis of the knowledge about the system, the 
operational conditions and disturbances. Systematic steps of simplification are, for instance, 
shown in [9]. The limits of simplification are attained in case of complete linearisation, 
assumption of time-invariant parameters and when taking into account the disturbances by time- 
invariant, stochastic Gauss processes. On this basis, PID or state controllers can be designed 
methodically. This method of controller design is characterized by the fact that models are 
developed for the system to be controlled and the disturbances which can be treated 

mathematically for the design of a controller. 

For nonlinear control plants with time-varying parameters, a linear controller firmly adjusted can 
yield satisfactory results only in a limited area around a set point. Therefore, robust controllers 
which are insensitive to changes of the plant parameters are designed as well. Robustness 
frequently leads to slow controllers. This disadvantage is ruled out in the case of adaptive 
controllers whose parameters and sometimes also structure can be adapted depending on the 
current set point. This is why velocity (V2) and Mach (Ma) number adaptations have very long 
been used in flight control due to the large dynamic pressure range (gain scheduling). 

Nonlinear controllers become necessary when in extreme flight situations (large angles of 
incidence, high angular rates) sufficient stability and satisfactory control behavior is to be 
achieved [10]. To manage this situation, flight control also uses the inverse characteristics of the 
control plant [11]. Due to the "non-phase minimum characteristic" of tail-controlled missiles, the 
inverse of the control plant cannot be used in the present case. 
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Information processing with Neural Networks is rapidly progressing. For the autopilot problems 
examined here, artificial Neural Networks have the following important features. They 

• are not programmed but learn the mathematical correlations between input and output 
quantities, 

• even learn from noisy measurement data, 

• can learn nonlinear static and dynamic mappings between their multi-variable input and 
output quantities and thus map them without the aid of a mathematical model, 

• allow very rapid signal processing due to their parallel structure with simple processor 
elements, 

• have an inherent redundancy and thus fault tolerance through their parallel structure, 

• offer robust operation through generalizing behavior, i.e. have the capability to react 
appropriately within certain limits even in the case of nonleamt patterns, 

• offer the possibility of simple implementation in hardware; adaptation to different tasks is 
achieved through learnability and not by reprogramming. 

These features and characteristics of Neural Networks are complementary to the problems, 
conditions and requirements of flight control as stated above. Artificial Neural Networks are thus 
a challenge for the design of a neuronal autopilot. The present paper is meant to be a general 
contribution to this. The following is a short description of Neural Networks with representation of 
their capability to model static and dynamic systems. 

3       ARTIFICIAL NEURAL NETWORKS 

3.1    Structure 

Artificial Neural Networks are parallel information processing structures consisting of simple 
processor elements (PE) and interconnected via unidirectional connections as shown in Fig. 3. 
Each processor element (Fig. 4) has a local memory for the weighting factors of its input 
connections which can be changed during the learning phase of the network. The processor 
element processes only locally available information in the form of the signals just applied to its 
input connections which are multiplied by the locally stored weighting factor of the input 
connection concerned. The processor element only calculates one output signal which is 
transmitted to other PE of the network as input signal according to the network structure. The PE 
are arranged in so-called layers. The PE of a layer of the network shown in Fig. 3 are not 
connected among each other or backward but only with the PE of the following layer via 
appropriate connecting weights. Here such multi-layer structures with exclusive feedforward 
connections are to be used, the so-called feedforward networks or multi-layer perceptrons 
(MLP). 

The PE in a network all have the same simple basic function. According to Fig. 4, the activity zi 
of the i-th PE is equivalent to the sum of all weighted input signals with a so-called bias value 
(threshold) with the signal level 1 and the weighting factor wio being taken into account. Hence, 
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zi=ZwiJxJ+wi< 
j=1 

(8) 

The output signal xi of the i-th PE is a nonlinear function of its activity, i.e. 

Xi = f (Zi) (9) 

Sigmoid functions (Fig. 4) are used as nonlinear output function. On the one hand, they limit the 
output signal of a PE. On the other, they enable the learning of nonlinear mappings between 

input and output patterns of a network. 

The knowledge of the Neural Network is stored in the connecting weights by which the PE are 
weighted in summation. The connecting weights are adjusted during a learning phase of the 
network and are acomodated in the weight matrices W(i) with i = 1, ...(K-1) and k = 1, ... K as 
number of the layer. Thus, the feedforward signal processing of the network shown in Fig. 3 is 

described by the following equations: 

x(1) =  Gu 
z(k+1) = W(k)-x(k) 
x(k+1) = f(W(k)-x(k)) 

1 =  M ■ x(K) 

with u: input vector, G: input matrix, y: output vector, M: output matrix. 

(10) 

$      G 

1(1) = x(D 

4=^ W(1) 

z(2) = x(2) 

•H W(K-1) 

z(K) = x(K) 

*!==$ a 

Figure 3: Feedforward Neural Network 
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Figure 4: Processorelement 

3.2    Learning static mappings 

During the learning process, the network learns the mathematical relation 

fN: {U} s Rn -» {Y} s Rm (11) 

between vectors Up of the input set {U} in the n-dimensional Euclidian vector space Rn and 
vectors yp of the output set {Y} of the m-dimensional space Rm with 

YP = fN (Up) (12) 

The mapping or function fN is learnt during the training phase by processing training vectors in 
pairs (ui, Yi*)... (Up, Yp*)... (up, YP*). AS an example of leamability, Fig. 5 shows the 
approximation of the function y = cos (x^ + x2

2) with a three- and four-layer network (networks III 
and IV). When the learning rate (u) is lower and the initial values for the weights (a) are small, a 
four-layer network is necessary for acceptable approximation. 
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Figure 5: Approximation of a static function 

3.3    Learning dynamic mappings 

To describe the input-output relationship of a dynamic system, the state vector and its time 
dependence must be taken into account. The mapping of a dynamic system can be learnt by a 
Neural Network in the same manner as mentioned for a static system, provided delayed inputs 
are utilized and a short-term memory capability is incorporated for the network by additionally 
implementing external feedbacks of delayed outputs. This is represented in Fig. 6. Taking the 
dynamic system shown as an example, the good tracking of the system output (y) by the 
network output (y) is demonstrated after learning the system response to positive and negative 
inputs. 

pSYSTEM     ] 
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NETWORK 
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u,y,y 

TIME [sec] 

Figure 6: Dynamical System identification by a Neural Network 
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4       GENERALIZED STRUCTURE OF THE LEARNING AUTOPILOT CONTROL LOOP 

Based on the subjects and results as dealt with so far, a generic learning control system can be 
structured which embodies the autopilot control loop and which is depicted in Fig. 7. 

Within this context a learning control system is one that has the ability to improve its 
performance at present and in the future based on experimental information it has gained in the 
past. This is accomplished through closed-loop interaction of the controller elements with the 
plant and the environment. Learning control requires the implementation of both a learning 
function and a performance feedback. As shown in Fig. 7, a control loop structure thus follows 
which contains a performance feedback besides the control feedback for continuous adaptation 
of the connecting weights of the controller network. This performance feedback branch results 
from the comparison of the measurable output quantity of the control plant with a nominal value 
to be calculated by means of the performance function from the reference variables of the 
control loop. 

To obtain adequate performance, preknowledge necessary to provide stable control behavior is 
injected into the control network (neural autopilot) during an off-line training period. This 
knowledge is taken from a classical controller design (PID or state feedback controller). To cope 
with nonlinear, time-varying effects of the missile (plant) this preknowledge is autonomously 
adapted during a simulation and experimental phase as well as while the neural controller is 
operating on-line. 

Figure 7: Learning autopilot control loop 

PERFORMANCE RESULTS 

With a suitable neural controller as represented by feedforward networks with appropriate 
topology and parameters, the lateral autopilot performance was investigated by simulation. For 
this purpose the full nonlinear, time-varying dynamic model of an existing missile airframe was 
utilized. 

A typical sample performance result is represented in Fig. 8 together with the time histories of 
missile mass (m) and velocity (Mach number, Ma). Curves ® are plots of the commanded and 
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the actual lateral missile acceleration ayc and ay as a function of time, after the neural controller 
has gained its experience during the training phase by processing step- and ramp-type input 
signals. It is important to note that the performance feedback was not closed in this case. 

With activated performance feedback, i. e. continued on-line learning, curves © reveal the 
improvement of the input signal tracking performance. This is obtained after only two learning 
steps have been processed in order to modify the neural controller's weighting factors 

accordingly. 

These results are very promising and should attract attention within the missile guidance and 

control community. 

6       CONCLUSION 

The work results summarized in the present paper show that Neural Networks can be used as 
nonlinear autopilots for missile guidance and control. Further detailed investigations will show in 
how far they are superior to conventional autopilots without/with gain scheduling. In this 
connection, network paradigms other than the feedforward network used here will have to be 

investigated. 

When judging the possible application of Neural Networks as autopilots, it is to be especially 
taken into account that until now there is no method for systematically checking the stability of 

neural control loops. 

Owing to their simple structure, Neural Networks can be implemented as chip/ASIC with a 
certain fault tolerance being guaranteed by the parallel structure of information processing. 

BESCHLEUNIGUNG  [«] 

0.»- 

o.»- 

ZEIT   IMCI 

BESCHLEUNIGUNG  [gl 

ZEIT   Is«! 

Figure 8: Performance results 
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1. SUMMARY 

This report relates to a self-protection concept for softkill 
measures based on DIRCM (Directed Infrared Counter- 
measures) technologies for air transport units, fighter aircraft 
and helicopters defeating sensor systems, e.g. optronic 
reconnaissance equipment, as well as missile seekers of a 
hostile air threat. 

First, the main characteristics of such a complete DIRCM 
system will be discussed, highlighting the system-inherent 
benefits. To define such a self-protection system for fighter 
aircraft and helicopters as well as for transportation aircraft it 
is necessary to consider operational and tactical requirements 
as well as missile seeker characteristics. 

The fundamentals for the effective use of DIRCM systems will 
be described. 

The resulting concepts for the different methods of 
engagement (jamming, blinding, or sensor kill) and the 
resulting inputs for the definition of the system key 
components are described concerning both their technical 
implementation and their overall effectiveness when engaging 
different types of seekers. 

For a better evaluation of the technical efforts and 
understanding of the complete system the key components i.e. 
missile warning system (MAWS,MLDS), laser source and 
high speed tracking system will be discussed. 

Because the missile warning system is very important for the 
system performance, a definition of the basic requirements for 
using the system within the scope of DIRCM, evaluating the 
influence of its performance on the operational parameters 
(engagement distance and acquisition time), will be provided. 

The report will dicuss the influence of the parameters of a 
laser system ( wave-length, repetition rate and output power) 
and the requirements to a suitable tracking system including 
possible ways of implementing tracking system hardware and 
concepts for controller loop design, for a specific engagement 
situation. 

Based upon a scenario involving surface-to-air-missiles with 
optronic seekers, the possibility of integration of key 
components with technology available today and usability of 
the system by the Rapid Reaction Forces will be shown. 

The last section of the report will describe an example for an 
DIRCM system for transport aircraft. 

2. INTRODUCTION 

In addition to ensuring the traditional - and still valid - 
function of territorial defence, the NATO will have to grow 
into their new role as a mobile reaction force securing peace 
and humanitarian operations in regions of conflict. 

To accomplish such out-of-area missions and provide 
adequate self-protection for our own troops during transport 
or military missions to "hot spots", a new, task-related 
equipment is needed but it is not yet available to the necessary 
extent. 

The requirements imposed on weapon systems for this 
purpose were substantially revised. The weapons needed for 
"out-of-area" missions in support of human rights or in an 
anti-terrorist role are required to provide optimal protection of 
own troops and reliable neutralization of hostile elements 
without creating undue hazard to civil persons. 

The partial destruction of sensors of weapons systems relying 
on optronic guidance or command and the interruption of pilot 
or gunner line-of-sight by loss of visual or optical 
transmission will lead to enemy mission abort without usually 
entailing total aircraft loss. 

Those non-lethal weapons will become ever more important 
for such out-of-area missions in the future. 

The use of compact, air-transportable DIRCM systems against 
optical equipment, fire control systems of aircraft or 
helicopters and seekers of air-to-ground and air-to-air missiles 
is a most suitable means providing such non-lethal defence 
capability. 

Judging from recent out of area experience the logistic units 
like undefended aerotransport for humanitary missions or air 
combat units during fighting missions are particularly 
vulnerable to guided missiles attacking with optronic seekers, 
because advances in detector and seeker technology cause the 
available countermeasures to become increasingly ineffective. 

The DIRCM (Directed Infrared Countermeasures) technology 
allows to close this gap in the field of softkill measures by 
applying highly dynamic low energy laser systems with 
suitable wavelength bandwidth in combination with high 
precision tracking techniques and target acquisition. 

The objective of such defence is always the jamming, dazzling 
or destruction of the sensor systems which are indispensable 
for the attacking weapon. 

Paper presented at the AGARD MSP Symposium on "Technologies for Precision Air Strike Operations in Rapid- 
Reaction and Localised-Conflict Scenarios", held in Seville, Spain, from 16-19 October 1995, and published in CP-576. 
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Accordingly, the hostile air threat will be neutralized by 
"mission abort" or "target miss". 

2.1 System Features of a DIRCM Systems 

As described in [1], the benefits of a DIRCM system as a low 
energy laser weapon, when compared to a traditional weapon 
system can be summarized as follows: 

* energy delivery at the speed of light 

* fast reaction 

* simple fire control system (no lead computation) 

* high hit accuracy through optical tracking 

* high firing rate 

In this context, the effectiveness of a DIRCM System is 
conditional on a number of parameters, such as: 

- Environmental Factors 

* weapon to target distance 

* atmospheric transmission properties 

* atmospheric turbulences 

- Target Characteristics 

* optical bandwidth of seeker 

* target movement 

* target geometry ( size, dimensions, vulnerability) 

- DIRCM System Characteristics 

* light source (arc lamp, laser) performance 

* wavelength 

* operating mode (pulsed or cw operation) 

* light source properties like pulse duration, power 
and wavelength 

* range, resolution and acquisition time of the 
target acquisition system 

* accuracy and velocity of the beam director unit 

* beam forming features (optional) 

The problems associated with a laser based DIRCM system 
are essentially related to limitation in volume and weight and 
therefore of available energy. 

2.2 Weapon System Performance Requirements 

In order to fully profit from the benefits of a DIRCM system 
as described at Chapter 2.1 and to optimize its effectiveness 
the respective requirements must be specified such as to 
reduce the stated drawbacks while maintaining all 
characteristic benefits. Accordingly, the following general 
requirements are retained defining the defence system: 

* high resolution long-range target acquisition with 
detection of the aimpoint to be defeated, (e.g. sensor, 
optical window, seeker) 

* highly precise target tracking 

* maximum power concentration on the hit point 

* kill assessment for determination of duration and success 
of engagement 

* short engagement time 

These requirements summarize the basic specification for air 
defence missions involving sensor and seeker defeat. A laser 
light source also enables other engagement modes in the face 
of optronic sensor systems which may result in different 
weighting of the individual requirements. 

3.   EFFECTS OF INFRARED COUNTERMEASURES 
AGAINST OPTRONIC MISSILE SEEKERS 

For the disturbance or incapacitation of the hostile optronic 
sensor systems the DIRCM system relies on intensive light 
beams, genenerated by arc lamps or by lasers. 

Very intensive laser beams are capable of destroying the 
sensor in a thermo-mechanical process. The spectral 
bandwidth of the hostile optics is of no importance. Therefore, 
this engagement mode is often referred to as "out-of-band" 
engagement. It allows even the neutralization of non-optical 
sensor systems such as radar or radiometers, provided the 
terminal energy available on the target is sufficient to ensure 
appropriate thermal or mechanical damage to the radom 
material. 

In the event of merely defensive missions and the engagement 
of purely optronic systems the so-called "in-band" engagement 
provides substantial benefits in terms of light energy required 
and, hence, small-size design features of the DIRCM System. 

However, this engagement mode is conditional on the laser 
beam wave length falling within the spectral bandwidth of the 
sensor to be defeated. In this context, it is quite helpful to 
consider that, within its operational bandwidth, the optical 
system will focus its entire radiation power on the detector. It 
is, of course, understood, that laser irradiation will take place 
within the sensor system's field of view which is usually the 
case in a self-defence scenario. 

3.1 Mission Spectrum of the DIRCM System 

As mentioned at Chapter 2, the DIRCM System will be used 
to ensure mission abort on the side of the aggressor. 
Accordingly, all weapons suffering operating problems or 
even functional loss and, hence, mission abort, are within the 
DIRCM System's target spectrum. 

The following listing describes some of the major targets and 
the implications of their incapacitation or destruction: 

Target Effect of IR countermeasures 

Reconnaissance electronics target acquisition loss 

Aiming device/ sight no target engagement 

Seeker target loss 

Fire control sensor system no target assignment 

The DIRCM system for use against the target spectrum listed 
allows an effective protection of aircraft, ships, vehicles etc. 
against attacking missiles with optronic seekers. 

Typical mission examples include: 

* Anti-missile frontal defence for ships or aircraft 
(protection against missiles with optronic seekers) 

* Protection of armored units against helicopter or fixed- 
wing aircraft attacking with guided munitions 

* Defeat of reconnaissance drones 



29-3 

Fig. 3-1 shows a typical scenario of DIRCM versus SAM 
engagement. 

DIRCM SYSTEM ENGAGEMENT 

(LAMP AND IN-BAND LASER) 

DIRCM 
Lamp light cone 

DIRCM 
Laser beam 

Field of View of the Seeker 

Surface to Air Missile with IR Seeker 

Fig. 3-1: Example:  "SAM versus DIRCM" engagement 
scenario 

3.2 Classification of Missile Seekers 

Optronic seekers of anti-aircraft missiles work in the visible 
and infrared spectral ranges from 0.3 Lim to 5 urn, depending 
on missile type. 

Optronic missile seekers operate on a lot of different 
principles. The principles can roughly be classed in four 
groups (Fig. 3-2): 

1. spinning reticles (fig. 3-3) 

2. static reticles 

3. moving detectors 

4. image processing 

Illumination of these seekers with infrared radiation can result 
in the following effects: 

Illumination with amplitude modulated radiation of relative 
low intensity can disturb the electronics of the seeker (Fig. 3- 
3). The modulated radiation interferes with the modulation 
generated by the reticle, yielding wrong control signals. To get 
this effect, the infrared radiation of the DIRCM-system still 
must be a factor of 10 to 100 higher than the thermal 
radiation, which the seeker is receiving from his target. This 
effect is possible for the above mentioned working principles 
1 and 2. The necessary modulation frequencies depend on the 
internal frequencies of the seeker and vary between different 
seeker types. Repeated short infrared light pulses have a lot of 
harmonics and can disturb at several frequencies. 

With higher light intensities, the detectors of infrared seekers 
can be saturated, such that the electronics of the seeker cannot 
generate a valid guidance signal. This can be done with all 
types of seekers, but some seekers are protected against 
saturation effects, and some will be destroyed before saturated. 

AM: Spinning Reticle 

System 

FM: Conical Scan 

Without Reticle 

Imaging Systems 

Optical Principle 

rotating reticle 

nutating 

mirror 

^^ -*-*       static reticle 

total field 

of view 

focal plane array 

Fig. 3-2: Surface-Air-Missile Seeker Types 

With even higher intensities, usually generated by lasers, parts 
of the seeker (reticle, detector) can be damaged or destroyed. 
The radiation must be in the spectral range of the seeker to be 
transmitted and focused by the optics of the seeker (inband 
effects). 

Very intensive laserbeams are able to damage the dome and 
lenses of a seeker, even if outside the spectral range of the 
seeker (outband effects). For these effects intensities are 
necessary, which are a factor of \(T to 10" higher than for 
inband effects. These lasers are too large for compact DIRCM 
systems, accordingly the following considerations neclect 
outband effects. 

Inband and outband damage can be done to all types of 
sensors. Fig. 3-4 displays a summary of the required light 
fluence levels. 

Target radiation/ 
Laser beam 

' Ge-lmmersion lens 

focal plane 

Fig. 3-3: Missile seeker with rotating reticle 
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IR Counter Measures 

Jamming 

Dazzling**^;--*! 
of optrontc 
equipment / 

Blinding Damaging 
1 Focal      /raddle      / Front 
Planes /Optics      / Optics 

/of optronlc equipment 

SA-Missile 

Dazzling       Reticle Damaging 

single pulse laser energy (J) 

Fig. 3-4: Required Light Fluence Levels 

4. USE OF DIRCM SYSTEMS AGAINST SEEKERS 

A DIRCM system for use against sensors and seekers will be a 
meaningful addition to existing weapon systems. 

Examples are: 

• Ship-board laser systems can blind approaching missiles 
with IR-Seekers and defeat this threat at extremely low 
cost, when compared to air-defence missiles. The laser 
system is not saturable. 

• A battle tank with a laser system can prevent a hostile 
battle tank from firing, if it puts the enemies total sensor 
system out of operation. In a duel situation he will 
outgun the opponent. 

• An air defence system can protect itself against attacks by 
helicopter and aircraft, if it dazzles the sensors of 
approaching missiles. 

4.1 Parameters Affecting DIRCM System Effectiveness 

The effectiveness of a DIRCM system is determined by a 
multitude of parameters described in chapter 2.1. 

At inband operation the optical system of the seeker is 
permeable to the laser wavelength and it focuses the laser 
beam on the detectors. Damaging of optronic sensors requires 
very low laser intensities, if the laser beam is focused on the 
detector. Trials have shown that ccd-arrays of cameras may be 
destroyed by energies of a few ten mikrojoules, not only 
incapacitating a few pixels but the total array. Also, several 
pixels of infrared sensors were destroyed by such low 
energies. Some of the specific problems of an in-band DIRCM 
system are as follows: 

1. Because the laser beam has to be focused onto the detector, 
its sensor optics has to look in the direction of the DIRCM 
system. That is, the DIRCM system has to be in the field of 
view of the sensor. Accordingly, the DIRCM System can be 
used only for self-protection, not for point defence. 

2. Protection by attachment of optical filters is possible 
against a DIRCM System with a fixed wavelength. It is, 
however, not possible to protect the whole spectral range, 
because then the sensor would receive no light at all. A 
DIRCM System must therefore possess various laser 
wavelengths, to be effective in the whole spectral range of the 
sensor optics. 

3. Another possibility for defence is provided by optical 
elements with an intensity dependent transmission, which now 
are under development. If the light intensity on these elements 
exceeds a certain threshold, these elements become opaque. 
This is a protection for the sensors, but they will be 
inoperative at least for the duration of the laser illumination. 
For missiles this generally means missing the target; for 
weapon platforms it causes a mission break. 

4. In the case of missiles the sensor breakdown must occur at 
a sufficient stand-off distance in order to prevent the missile 
from scoring a hit by use of a inertial navigation guidance 
system or by chance. 

Typical wavelength ranges of optronic sensors are displayed in 
figure 4-1. 

Sensor type 

Stinger I       □ 
Redeye, SAM-7 ■ 

SAM-16,18 ■D 
Hellfire.Beamrider I 

FLIR 3-5 ■ 
FLIR 8-12 

Polyphem IR ■ 
Penguin 

0 

,  i  .  i        ,  ■     i  ,  ■     i  .        i     i ,  i  , 

> 1      2     3     4     5     6     7     8     9    10   11    1: 
Wavelength (microns) 

Fig. 4-1.: Wavelength Ranges of Optronic Sensors 

5. KEY COMPONENTS OF THE DIRCM SYSTEM 

The key components of a DIRCM System system are: 

* the laser source (lamp) including power supply 

* a target acquisition system 

* the beam guidance system, possibly with beam 
conditioning components 
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5.1 Light Source 

For the selection of a light source for a weapon system a 
multitude of parameters is to be considered: 

* availability of the lamps/lasers 

* scalability 

* wavelength 

* required laser power or energy 

* pulse duration 

* volume 

* power efficiency 

* power supply 

* atmospheric transmission 

Arc lamps can be used for the generation of light bursts in the 
spectral region from the visible to the 5 micron region. The 
spectrum of an arc lamp consists of the continuum radiation of 
a black body, overlapped with line components. The 
maximum output energy is technically limited by flashtube 
explosions and lamp envelope melting. With lenses or mirrors 
of about 10 cm in diameter the light can can be concentrated 
into a cone with a divergence of about five to ten degrees. 

Therefore, the light power received by an IR seeker from an 
arc lamp beam can be much larger than the light power from 
the helicopter engine and hull, on which the lamp is mounted. 
Helicopters and propeller-driven aircraft can be protected by 
arc lamps systems with modulated IR radiation. 

But the light power of the lamp cannot be larger than the light 
power from a jet exhaust, that means, a jet aircraft cannot be 
protected by a DIRCM system working with arc lamps. 

Arc lamps jam the seekers of approaching missiles. It is not 
possible to damage seekers with the light of an arc lamp. High 
power lasers are needed. 

Available lasers of high performance are for example: 

* C02-lasers, frequency doubled 

* HF/DF-lasers 

* COIL-lasers ( Chemical Oxygen Iodine Lasers) 

* Solid state lasers (e.g. Nd:YAG, Ho:YAG) 

* Solid state lasers with optical parametric oscillators 
(OPOs) 

For in-band operation you need not only a high laser power, 
but lasers with a broad tuning range are necessary. Several 
technical solutions exist to achieve broad tuning ranges for a 
laser. 

* many lasers have by nature more or less tunable 
frequencies 

* frequency multiplying can be used for the generation of 
other wavelengths 

* with OPOs (optical parametric oscillators) laserlight can 
be generated within almost the whole visible and infrared 
spectral range. Key components of OPOs are nonlinear 
optical crystals. The output power of OPOs is currently 
limited to about 10 Watt; the limits are dependent on 
crystal technology. 

Figure 5-1 displays the tuning ranges of several laser types. In 
this illustration the wavelengths of pulse lasers are displayed. 
Systems for in-band damaging must have laser energies in the 
region of some joules with repetition rates of some 10 Hertz; 
systems intended for jamming need millijoules pulses with 
repetition rates of some kilohertz. 

For the distinction of in-band/out-of-band operation the size 
and complexity of the laser system together with the power 
supply is of special interest. Assuming linear scalability, a 
system with 3 lasers, each with a power of about 100 watt, has 
a volume of only three hundredth of the volume of a laser of 
about 100 kW; frequency shifting elements add some 
additional volume. In all, laser source and power supply of an 
in-band system will need only a small portion of the volume of 
a so-called "laser weapon" for out-band damaging. 

Typical Laser Pulse Energies 
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Fig. 5-1: Wavelengths and Energies of Weapon Lasers 

5.2 Target Acquisition 

An acquisition system for DIRCM systems is faced with the 
problems of an early target acquisition to fight incoming 
missiles, e.g. approaching missiles must be detected at 
distances of several kilometers. This gives rise to new 
requirements for detection sensors regarding range, as well as 
spatial and time resolution. For detection, the total 
electromagnetic spectral range can be used, from the 
microwave range and the infrared and visible spectrum to the 
ultraviolett light. 

For optical detection of missiles, two spectral ranges are 
especially interesting: 

• In the ultraviolett range below 300 nm rocket motors 
display intensive radiation. The ozone layer absorbs the 
ultraviolett light of the sun, whilst the lower atmosphere 
transmits ultraviolett light. So, there are hardly any light 
sources in this spectral range except for rocket motors. 



29-6 

• In the infrared band at 4,2 urn the C02 exhaust fumes of 
the plume show intensive radiation. Therefore, the motor 
plumes can be recognized in pictures of spectral- 
resolving infrared cameras against clutter. But an 
automatic picture evaluation needs very high computer 
capacities. 

Today, a lot of missile warning systems (MWS) are available. 
Some of them are able to detect approaching missiles 
(MAWS: Missile Approach Warning Systems), some detect 
the launch of the missiles (MLWS: Missile Launch Warning 
Systems). 

5.3 Beam Guidance and Forming 

The term "beam guidance" designates the components which 
serve to hit the target with the laser beam. The laser beam 
conditioning subsystem also includes the components which 
serve to maximize the intensity on the target. Accordingly, 
beam guidance is necessary for every DIRCM System. 
Whether beam conditioning components are to be added, 
depends on the required intensities and ranges. If a sensor 
must be damaged at very long ranges to score a hardkill, then 
a beam conditioning system is a prerequisite. Major 
components of a beam guidance system are: 

* the beam transmitting telescope 

* mirrors and other optical components 

* motors for the telescope movement 

* cameras for target recognition, aim point selection, as 
well as for the analyzing of effects. 

* computer with tracking electronics and control electronics 

* possibly fast tilt mirrors and a focus correcting mirror 
with sensors for fine tracking 

Components of a beam conditioning system are: 

* deformable mirrors 

* wave front sensors 

* computer for the adaptive optics control 

Figure 5-2 shows the key components of a DIRCM system in 
a diagrammatic illustration. 

The subsystems are described in Chapters 6 and 7 in more 
detail. 

6. TRACKING CONCEPT FOR A DIRCM SYSTEM 

The tracking system has to accomplish the following two 
tasks: 

• switch as fast as possible to the position of the 
approaching missile, detected by the missile warning 
system 

• follow the missile with angular deviations not larger than 
some ten microradians. The smaller the deviation, the 
smaller the light beam can be made, the better the effect 
on the missile seeker. 

The optical components of the tracking system are shown in 
figure 6-1, in a simplified fashion. 

Key Components of a DIRCM System 

Target Acquisition Range 

Video Tracking 

[rl^SA-Missile 

Light Beam 

Target 
Acquisition 

1_ 

Pointing & 
Tracking Unit 

I 

Laser 
System 

T 
Fire Control 

Fig. 5-2: Key Components of a DIRCM System 

The control loops for the tracking system as well as the 
characteristics of its components are described below. 

Optical Components of the 
Tracking System 

Transmitting 
Aperture 

2-Axis" 
Tilt Mirror 

4- 
Beam s 

Splitter 

Beam - 
Splitter 

Focusing 
I Mirror._ 

2-Axis     cb^ 
Platform <?\ 

Laser 

Laser 
Range Finder 

Track 
Sensor 

Fig. 6-1: Optical Components of the Tracking System 
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6.1 Tracking 

The tracking system takes over the coordinates of the detected 
target from the external acquisition system to track the 
assigned target with a high accuracy to allow stabilization of 
the line of sight as a prerequisite for hit point selection. 

The tracking system consists of a closed control loop with 
track sensor, tracker electronics, 2-axis stabilized platform and 
a control loop with laser range finder and focusing mirror. A 
data processing unit executes the computations of control 
algorithms and controls the data link between the elements of 
the loops. 

Figure 6-2 shows a block diagram and the data flow between 
the elements of the tracking system. 

Missile 

Pi 
-fr Cross Hairs 

of the Tracker 

Telescope 
Laser 

Range Finder 

Video Signal 

•EwwD m 

Tracker       Controller Azimuth       Controller 
and Elevation Axis   Focusing Mirror 

Fig. 6-2: Block Diagram of a Tracking System 

6.1.1 Track Sensor 

Among the various methods for target tracking, the video 
tracking seemed to be the most suitable, since the state of the 
art in image processing and computer technology enables 
optimal and most reliable tracking results. 

The track sensor detects and generates the image information 
of the target. The requirements can be defined as follows: 

1. Independence of daylight 

2. High transmission through atmosphere 

3. High area resolution 

4. Adequate field of view 

5. Frame rate much greater than 50 Hz 

The selection of the spectral range is influenced by the above 
requirements like high independence of daylight and high 
atmospheric transmission. 

As with missile warning systems, the preferred spectral ranges 
for track sensors are the ultraviolett "solar blind region" and 
the infrared range from 3 to 5 urn. If UV sensors work well for 
missile warning, they will work for tracking too. But they will 
track the missile plume, not the head with the seeker. For this 
reason, an IR track sensor is preferred. 

The cooling system for the detector is generally a Stirling 
cooler, because it only requires electrical power and no liquid 
nitrogen. 

IR cameras used as tracking sensors with staring arrays in PtSi 
or InSb technology (up to 640 x 480 pixels) and < 0,2 K 
temperature resolution are available today. 

To achieve high local resolution the field of view is in the 
range of 2 degrees with a large aperture ensuring sufficient 
speed and optical resolution. In order to track targets in 
different distances a zoom function should be available. The 
required distance data are generated by a laser range finder. 

The performance of the tracking loop also depends on the 
update rate of the target image. The tracking loop for very fast 
targets, like missiles and aircraft, needs a high capability of 
response and therefore high rates of input data (target images). 
Unfortunately, nearly all video trackers available operate on 
the TV standard CCIR, which means a frame rate fixed at 50 
Hz. This is enough for lamps as light sources. 

An optimal track result for lasers as light sources can only be 
achieved, if the frame rate of a video tracker is increased in 
accordance with the target dynamics. A frame rate of about 
500 Hz will be adequate. 

If all elements (including control techniques) are matched 
perfectly, a tracking system accuracy better than ±50 micro- 
radians can be achieved. 

This allows to use a laser beam with the same dimensions, 
maximizing the radiation intensity at the missile. 

To improve the signal to noise ratio of the missile picture, it is 
possible to use backscattered laser radiation. Because the 
seeker of the approaching missile is staring at the DIRCM 
system, a large portion of laser light, which is aimed at the 
seeker, will be backscattered by the seeker (cat's eye effect). 

6.1.2 Laser Range Finder 

The target distance information is required for important 
functions: 

• focus control of transmitting optics (telescope) 

• control of the focal length of the track sensor 

• exact determination of the three-dimensional coordinates 
of the target, which are necessary for improvements of 
the control loops 

The target distance can be measured by a laser range finder, 
which is to be mounted on the platform. The maximum 
operational range must be in accordance with the other 
components of the DIRCM system. If the jam laser works in a 
pulse mode, then this laser and an additional receiver will 
form an adequate pulse echo range finder. 
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6.2 Tracker Electronics 

The tracker electronics is the key element in the tracking loop. 
In the case of video tracking, the tracker electronics consists of 
a digital image processing system, which analyses the 
incoming video signal from the track sensor. At the beginning 
of the process, the tracker stores a reference signal of the 
target, which can be selected with the help of a window, cross 
hair or automatically from the sensor signal. After the initial 
phase, this stored reference is compared with every incoming 
sensor image. When the reference has been detected in the 
actual image, then the tracker generates an error vector, which 
describes the position between the actual and initial phases. 

In consideration of signature change of the target during the 
tracking process, the reference signal is updated from time to 
time. In the closed loop, the generated error signals, normally 
separated in azimuth and elevation signals, are used for 
driving the 2-axis platform. 

The quality of the tracker in detecting and measuring the 
target position is dependent mainly on the tracker algorithm 
used and consequently on the available processing 
performance. 

A very simple, but sufficient method for many applications is 
the so-called contrast tracking. The algorithm has only to 
decide whether or not the intensity is greater than a 
commanded threshold. If the target is a hot spot, it is very easy 
to detect such a target by using this method. 

But the above-described method will fail, if the targets have a 
much more complex signature. In this case, a correlation track 
algorithm is the better solution: The tracker takes a complete 
signature as its reference and compares the actual image to it. 
By using correlation methods, it is now possible to find the 
target position which best matches the reference. 

Correlation trackers are more flexible than contrast trackers, 
but they need more computer capacity and are therefore 
limited in their update rate. 

The intelligence of such tracker algorithm has increased in 
connection with the increasing of computer capacity in the last 
years. For this reason, the target detection and tracking 
provides excellent quality, even when the target must be 
detected in difficult background (clutter etc.). 

6.3 Platform 

The error signals, generated by the tracker, are used in the 
closed loop to drive the sensor and transmitter platform. The 
mechanical design of the beam director has an important 
influence on the tracking result determined by dynamic 
properties like acceleration and static properties like position 
resolution. 

6.4 Tracking Performance Enhancements 

Normally, in case of a DIRCM system equipped with arc 
lamps or jam lasers, the accuracy of the beam direction is 
sufficient to hit the target. But if long ranges for sensor 
destruction are required, additional fine tracking elements are 
necessary, because the tracking system may cause tilt errors 
for short times, which cannot be compensated for by the 
platform mirror. They can consist of a fast 2-axis tilt mirror, a 
zoom optic for the laserbeam and additional beam position 
sensors. Eventually an adaptive optics system will be 
necessary [2]. 

6.5 Control Methods 

The quality of the closed loop and its behaviour in relation to 
targets with different dynamic profiles is finally dependent on 
the control concept. For that reason, the work carried out in 
the field of control engineering to develop controller layout 
for tracking missions is finally the most important and most 
difficult task for satisfactory tracking results. 

The methods used for designing the appropriate controller 
layout and the corresponding controller coefficients are most 
varied. 

The tracking system described in the preceding chapter 
consists of the following control loops: 

loop sensor positioning element 

1. track sensor 2-axis platform 

2. track sensor tilt mirror 

3. laser range finder focusing mirror 

Due to the limited local and time resolution of the track sensor 
and the tracker electronics the control of the platform is the 
most important objective for the application of modern control 
methods. 

The deviation relating to hit point and beam axis depends on: 

1. area resolution of the track sensor 

2. frame rate of the track sensor 

3. atmospheric disturbances 

4. computing time of the tracker 

5. position resolution of the platform drive 

6. dynamic properties of the platform drive 

7. axis controller 

The following sections describe different methods for the 
control of the platform and include simulation results for 
comparison purposes. 

6.5.1 Conventional Controller 

Classic methods, like the root locus method or the Nyquist 
criterium in connection with PI or PID controller provide 
good results, but adaptive controllers allow better results. 

6.5.2 Use of Kaiman Filter Technology 

The biggest disadvantage of those conventional control loops 
is the limitation in terms of tracking target movements with 
satisfactory results. Although, it is possible to use adaptive 
controller functions (the controller coefficents are changed 
depending on the track process) to improve this feature. State- 
of-the-art controller with estimate and predictor functions are 
more flexible in managing different movement profiles of 
targets with invariably excellent results. But the requirements 
for their implementation are sufficient computing capacity and 
a good knowledge of the modelling and dynamic simulation of 
the respective target movement spectrum. 

Figure 6-3 shows an example of a such control loop using 
Kaiman filter techniques. In order to achieve the high 
precision tracker results required in DIRCM System 
application, digital controllers with complex filter techniques 
are necessary. 
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6.5.3 Simulation Results for Different Control Methods 

The following parameters are used for a simulation of missile 
jamming: 

track sensor 

area resolution 

frame rate 

tracking electronics 

calculating time 

50 urad 

50 Hz (standard tracker) 

500 Hz (high speed tracker) 

20 ms (standard tracker) 

2 ms (high speed tracker) 

platform drive 

position resolution 50    urad 

cut-off frequency 40     Hz 

max. acceleration 50     rad/s2 

damping 0,7 

target 

velocity 

up to 

500   m/s total 

100   m/s lateral 

Fig. 6-3: Tracking Control Loop with Kaiman Filter 
Figure 6-4 shows the simulated scenario. 

Aircraft and Missile Position for a Simulated Scenario 

Path of jammed missile 

Path of unjammed missile 

Fig. 6-4: Example for a Simulated Scenario 
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The engagement sequence contains three characteristic phases: 

t = 0,0 s begin of simulation; start of missile 

t = 1,2 s target acquisition; the platform controller 

gets the command variables from an 

external acquisition system 

t = l ,44 s tracking and jamming 

The simulation results are shown in figure 6-5. 

Control Deviation for Different 
Tracking Control Loops 

Control Loop with PID Controller 

2.0E-4 

[rad] 

1.5E-4 

1.0E-4 

5.0E-5 

0.0 

2.0E-4 

[rad] 
1.5E-4 

1.0E-4 

5.0E-5 

O.0EO 

50 Hz Tracker 

500 Hz Tracker 

0 0.2       0.4 0.6 0.8       1.0 

time [s] 

Control Loop with Kaiman Filter 

50 Hz Tracker 

500 Hz Tracker 

0.2       0.4 0.6 0.8       1.0 

time [s] 

Fig. 6-5:    Simulation Results for Different Track Sensors 

and Control Methods 

7. ENGAGEMENT SEQUENCE 

The different phases of a typical engagement mission to defeat 
optronic sensor systems and sights may be subdivided into 
phases as follows: 

1. Target acquisition and assignment by passive (IR or UV 
surveillance systems) or active (radar) warning sensors. 

2. Target tracking 

3. Laser engagement (target irradiation) 

4. Kill assessment phase 

5. End (or engagement of next target) 

As explained in Chapter 3, a typical "in-band" engagement 
mode requires only a small amount of energy to jam or to 
destroy the detectors of seekers or other optronic 
reconnaissance systems. 

This fact generally simplifies also the overall engagement 
sequence  because  sufficient  laser energy   is  available  to 

dispense with additional laser beam corrections by means of 
adaptive optics. Also, laser beam widening up to a few mrad 
will enable to dispense with any sophisticated hit point 
selections such that a high-resolution target assignment by the 
acquisition system and subsequent target tracking during the 
engagement process will usually be sufficient for successful 
"in-band" engagement, in the majority of cases. In this 
connection, the accuracy of the tracking system will be a 
function of laser beam divergence (Fig. 7-1). 

Kill assessment is a special problem, because it is not clear, 
how the trajectory of a missile with a jammed or damaged 
seeker will evolve. Future missiles will follow a straight 
trajectory (their last command), because they "know", that 
they are jammed. Therefore, the missile has to be tracked and 
illuminated, until it is certain, that it will miss the target. 

If extreme ranges are necessary and if it is required to have a 
maximum amount of energy available at the target, successful 
target destruction is only possible if accurate hit point 
selection is ensured and if an adaptive optics system is used 
for fine-tracking and final effectiveness optimization. 

Due to the very small target cross-sections (for the target 
spectrum considered here) the expenditure involved in hit 
point selection is extremely high. 

State Diagram 
DIRCM System Engagement Sequence 

(In Band Laser) 

Target Acquisition 

+/-20 mrad 
r 

Target Assignment 
and 

Target Tracking 

+/-100 
\ 
fjrad 

Laser Engagement 

\ ' 
Kill 

Assessment 

\ ' 
I  End] 

Fig. 7-1: "In-band" engagement sequence 

The target assignment function and the subsequent tracking 
sequence for line-of-sight stabilization will be required to 
ensure hit point selection with a high-resolution imaging 
optical system within the tracking sensor system's field of 
view. 

The transmitting telescope of the laser may be used for this 
job, so that a highly accurate positioning of the laser spot on 
the aimpoint can be achieved by means of a high-resolution 
picture of the aimpoint and its surroundings. After switching 
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on the adaptive optics and the laser the hostile sensor can thus 
be destroyed within the space of less than one second. 

8.   EXAMPLE: CONCEPTION OF A DIRCM 
SYSTEM FOR AIRCRAFT PROTECTION 

The following example relates to a large aircraft defence 
DIRCM system. Similar systems can be used for air defence 
systems for helicopter. 

It is expected, that the aircraft can be threatened at take-offs 
and landings by terrorists with manportable SAMs. Surface- 
air-missiles (SAM) are fired at the aircraft from a distance of 
about 500 meters to some kilometers. Typical SA Missiles are: 

SAM-7,-14, 16, 18 

Redeye 

Stinger 

Today aircraft equipped with the following defence 
equipment: 

* chaff and flares 

* jammers etc. 

This equipment allows an effective defence against 
approaching SAMs of older technology. But newer missiles 
are able to make a distinction between aircraft and flares, and 
modern imaging seekers are difficult to jam. That means, an 
aircraft is not protected against modern surface air missiles. 

A DIRCM system for aircraft defence must be able to put the 
sensors of older and newer missiles out of action at a distance 
of about 1000 m, to be sure, that the ballistically flying missile 
will not hit the aircraft. 

Therefore the DIRCM system must be able to destroy the 
seeker of the approaching missile, or if this is not possible, it 
has to illuminate the sensor with light intensities several 
orders of magnitude above the IR-radiation of the aircraft, 
until it is sure that the missile will miss the aircraft. 

The thermal radiation in the 3-5 urn spectral range from the 
aircraft, received by the missile seeker (typically 25 mm 
aperture radius) will be in the order of 100.. 1000 nWatt. (for 
comparison: If the seeker looks at the sun, it will receive a 
power of about 20 mWatt in this spectral range). A laser beam 
with a power of 10 Watt with a diameter of 0,5 m will 
illuminate the missile seeker with about 100 mWatt, 10-\. 10^ 
times more than the thermal radiation. This will be sufficient 
to irritate the seeker. If the laser power has the form of short 
pulses, it will damage the seeker. 

An appropriate DIRCM system with a 3 laser system (for 
different seekers) weighs about hundred kilogramms, and can 
be mounted as a separate pod or integrated in the aircraft. Its 
targets are exclusively missiles with infrared seeker. Against 
these missiles the laser system can score a softkill by blinding 
the sensor at a distance of more than 1000 meters. 

This capability makes the in-band DIRCM System systems an 
effective supplement to flares and chaff. 

ca. 100-150 kg weight 

beam guidance system with 50 pradians accuracy 

transmitter aperture with a diameter of 10 cm 

range of about 1 km for sensor destruction, several km for 
jamming 

Suggestion for the Integration of an 
Anti - Missile Laser DIRCM System 

ECM-System 
Tracking Sensor 
System 

Sidelooking MWS 
(Total 4 Sensors) 

Fig. 8-1: DIRCM laser system, integrated in a pod 

9. CONCLUSION 

The control and tracking concept for an anti-sensor DIRCM 
System as described herein clearly shows that it is feasible 
based on the technology available today. 

The implementation of a compact and airtransportable weapon 
system for defence and self-defence missions against air and 
ground targets will provide an ideal complement or 
replacement to traditional defence systems offering 
capabilities not otherwise obtainable. 

With a view to "out-of-area missions" of the Rapid Reaction 
Forces such systems offering non-lethal characteristics 
through pin-point engagement and enforcement of enemy 
mission abort will gain ever more significance in the light of 
future weapon trends. 
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Typical design data for an in-band laser system (fig. 8-1) are: 

* Three lasers with several wavelengths 

* 2 Joule pulse energy 

* 25 Hertz repetition rate 
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