
DM does not lead to instantaneous savings.
Therefore, choosing to spend money on DM is
truly an investment that is hypothesized to
lead to a return at a later time. DM programs
are designed to encourage prevention and reg-
ular monitoring of patients with chronic dis-
ease—which, in turn, is thought to improve
health and consequently lower health care
resource use. If the fees that states must pay to
develop a DM program, or to hire a vendor to
implement one, are less than the money they
save from decreases in the use of inpatient
and outpatient care, prescription drugs, and
other services, then states have earned a posi-
tive return on investment (ROI).  

The big challenge for policymakers is to prove
that DM both improves health and yields an
economic return. “Those who are paying the
health care bills are increasingly anxious for
DM to show a return on investment,”1 says
David Nash, M.D., associate dean for health
policy at Jefferson Medical College.   

This issue brief addresses how program
managers can determine, in a credible way,
whether the investment in DM has led to a
positive ROI. It introduces two basic princi-
ples—comparability and equivalence—that
managers must address when evaluating the
economic impact of DM on Medicaid and
high-risk pools.  

The ROI Problem
Measuring the financial return associated
with DM is difficult because changes in
health care costs over time cannot be
assumed to be solely due to the DM interven-
tion in the population that received DM ser-
vices. Numerous external factors could have
played a role as well. For example, costs could
have dropped in the DM population because
that group had been exposed recently to a
heavily promoted new drug, or because they
experienced a change in benefit design, or a
number of other external factors. 

To address this problem, analysts must
ensure that they compare their DM popula-
tion to an appropriately chosen and mea-
sured reference population. Measurements
on this population will allow them to answer
the following essential question: What would
have happened to the DM population’s
health and health care resource use had they
not received that intervention?

Key Principles 
To ensure that the reference group to whom
the DM population is compared is appropri-
ately chosen and measured, two principles
must be followed:2

1) The risk of experiencing the economic 
outcome over time in the absence of 
the DM program must be equivalent
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between the reference and DM interven-
tion populations.

2)  The metrics used to assess that risk and 
measure the economic outcome must be 
comparable in both the intervention and 
reference groups. 

Equivalent comparison groups are like iden-
tical twins who have had similar life experi-
ences. Because the two groups were so alike
at the outset, any changes observed between
the group subsequently given DM and the
one not given the intervention can be
assumed to be due to DM. The numerator
(e.g., the percentage of people with a given
outcome) and denominator (e.g., the total
number of people initially at risk for that
outcome) must be defined the same way in
both groups. When the two groups are both
equivalent and comparable, ROI can be cal-
culated in a credible way.

Achieving Comparability

Defining the Population
Which criteria should be used to define the
initial denominator for all principal metrics?
In other words, what is the best way to iden-
tify the population at risk for experiencing a
certain event in the future? Should they be
characterized by age, diagnosis, certain
drugs, enrollment period? As an example, a
population of children and young adults at
risk for an asthma attack could be defined in
the following way: all individuals below the
age of 21 who have had a medical claim for
asthma and a pharmacy claim for an asthma
drug and were continuously enrolled in a
Medicaid plan for one calendar year and
identified by administrative claims and
membership data. 

Whatever criteria are chosen to represent the
population at risk, they must be used to clas-
sify the denominators for both the DM inter-
vention and reference groups. Thus, if a
patient is excluded from the DM group
based on the chosen criteria, that same
patient would have to be excluded from the
reference group had he or she been part of
that population. 

That sounds more straightforward than it is.
For instance, using the asthma example
mentioned earlier, a significant number of
individuals in the DM group may state to a
nurse on a telephone call that they do not

have asthma. Although it would seem logical
to exclude them from a DM intervention
aimed at preventing asthma attacks, these
individuals should not be excluded from the
ROI analysis (however, they can be excluded
from the intervention) because they still
meet the formal definition for the population
at risk (under 21, with medical and pharma-
cy claims for asthma and asthma-related
medication, and a one-year Medicaid enroll-
ment). The likely practical consequence 
of differentially excluding individuals from
the intervention group and not from the 
reference group is that the ROI calculation
will be incorrect.3

Defining the Intervention and 
Outcome Metrics
Measures used in ROI analyses should
include an “intervention” metric (also known
as a Type I metric) and an “outcome” metric
or metrics (there are two kinds of these: a
proximate outcome, or Type II, metric and
an ultimate outcome, or Type III, metric).

An intervention metric measures an aspect
of the DM intervention and might be calcu-
lated as follows: Of all the people in the
defined population (i.e., the denominator),
how many of them were actually contacted?
Let’s suppose that, of 1,250 people in the
defined population (i.e., the denominator),
1,000 were contacted (i.e., the numerator).
This would mean that the “percent identi-
fied” would be 1,000 divided by 1,250 (0.8 or
80 percent). These metrics may be used to
help understand the cost or investment side
of the ROI calculation. Type I metrics are
unique in that they are typically not used in

the reference group, unless that population
has also had some kind of intervention.

To calculate the return part of the ROI calcu-
lation, at least one outcome metric is essen-
tial and must be measured in both groups.
Proximate outcomes assess the number of
screening tests or other measures that corre-
late with a certain health outcome, and ulti-
mate outcomes evaluate the final financial
impact of the intervention. An example of a
proximate outcome metric is the number of
patients who have had lipid screening
among a defined population of diabetics,
while an ultimate outcome metric might
measure the number of inpatient admis-
sions or total claims costs divided by the
total number in the defined population. 

For any Type II or Type III metric, it is
essential that the numerator and denomina-
tor for both the intervention and reference
populations are defined in precisely the
same way. In practical terms, this means that
outcome metrics can only be used when the
same information is available to calculate the
numerator and denominator in both popula-
tions. Table 1 summarizes the three major
types of metrics. 

A fourth kind of metric, called “confounding
variable metrics,” represent potential factors
other than the intervention that could influ-
ence outcomes; they could include age, gen-
der, co-morbidities, or drugs, for example.
These metrics are important in assessing
equivalence, the topic of the next section.
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Type # Description Example Numerator /
Denominator

Type I Intervention Enrollment statistics
in diabetes program

People contacted / Total
defined population

Type II Intermediate or
Proximate Outcome

HbA1c screening in a
diabetes population

People with HbA1c 
screening / Total 
defined population

Type III Ultimate Outcome Amount spent on
health services in a
diabetes population

Total claims dollars
spent / Total defined
population

Table 1: Key Disease Management Metric Types

 



Equivalence in Populations
In the absence of the DM intervention, it is
essential that the reference population’s risk
for a certain outcome is equivalent to the
risk in the intervention population. That is
not to say that everything must be identical
in the two populations; the key is ensuring
that the factors other than the intervention
that could independently influence the out-
come are the same. 

This “equivalence principle” is the most
important factor to consider when estimat-
ing ROI. Equivalence can be achieved by
selecting an equivalent reference group
and/or adjusting for differences in key pre-
dictor variables during the analysis of ROI.
If equivalence is achieved, the ROI calcula-
tion compares what happened to the
DM population’s health and health care
resource use compared to what was
expected to happen in the same popula-
tion in the absence of DM. Some com-
mon confounding factors include infla-
tion, age, and gender.

For example, it is necessary to account
for the rising price of goods and services
over time if one is conducting an analy-
sis that uses a population measured in
the prior year as a reference group.
Because medical inflation would have
occurred in the absence of the DM inter-
vention, the reference and intervention
groups are non-equivalent. Similarly,
because age and gender can each inde-
pendently predict disease onset and pro-
gression in many cases, it is important
to ensure that the age and gender distri-
bution of the reference and intervention
groups are roughly equivalent.

There are other, more pernicious influences
that could seriously jeopardize equivalence.4

Thus, it is useful to carefully examine each con-
founding variable, as all situations are different.
Content experts in the disease of interest or in
quantitative analysis should be consulted to
help ensure equivalence in both groups. 

As illustrated in Figure 1, a population may
experience background fluctuation in a
population metric over time that is identical
in both groups. Thus, it appears that equiv-
alence is achieved. However, non-equiva-
lence can arise if the selection of patients is
biased. This may occur, for example, when
individuals are selected (or self-select) into
a DM program based on their location in

the fluctuation curve. Let’s assume that the
fluctuating metric is cost in a population
with otitis media. Some individuals may be
selected when they happen to be at the
upper part of the curve. The next time they
are measured, many will likely be at a lower
part of the curve. Thus, a decline in costs is
measured. However, this reduction does
not represent a decrease due to the inter-
vention; rather, it is just part of the stan-
dard fluctuating cycle. This phenomenon is
called regression to the mean.  

Figure 2 demonstrates a more serious prob-
lem. It shows a systematic background rise in
the average risk in the reference group and a
systematic fall in the average risk in the inter-

vention group. This could occur if the inter-
vention group had access to a new drug
(unrelated to the DM intervention) that
improved health and lowered the overall
costs, but the reference group did not. This
might occur in a study with a concurrent ref-
erence group—if, for example, the interven-
tion group was given the drug as part of a
promotion. It might also occur in a pre-post
design that uses a year when the drug was
not as widely available as in a reference peri-
od. In this case, the trend projected from the
pre-period (the reference group) would over-
estimate the trend to be expected in the inter-
vention group had they not had the interven-
tion. ROI would also be overestimated.  
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The Analysis

Selecting the Reference Population
There are two major categories of reference
populations that can be used in ROI analy-
ses: 1) historical comparison groups, which
are comprised of individuals chosen from a
prior time period; and 2) concurrent compar-
ison groups, which include people chosen
from the same time period. 

Historical controls can be a different group
of people than those who receive the DM
intervention (e.g., benchmark designs, case-
control studies). They can also be the same
individuals who subsequently receive the
DM intervention (e.g., pre-post studies,
which use patients as their own controls) or
some combination (e.g., pre-post studies that
include the entire population in both the pre
and post period, with some overlap). In fact,
a review of DM services in the managed care
industry concluded that the pre-post design
(mostly using patients as their own control)
using administrative claims data is the most
prominent design used in the managed care
industry.5 Recent work in the Medicaid com-
munity indicates that the population-based
pre-post design is growing in popularity for
DM analyses.6

The reasons for the widespread use of this
design were not discussed, but one explana-
tion for its popularity may be that it is rela-
tively easy to conduct pre-post studies
because they do not require an external ref-
erence group. A recent white paper recom-
mended that the population-based pre-post
design is “the most practical and appropriate
method to measure DM program results at
this time.”7 Although it may be practical, the
design is subject to numerous biases unless
equivalence is achieved between the pre and
post periods.8

Designs that use the concurrent comparison
groups have one advantage over those that
use historical references: They can more eas-
ily account for confounding variables caused
by “secular trends” that were not in existence
before (e.g., introduction of a new drug,
health policy changes, etc.).  

The most common concurrent design used
in DM is a participant/non-participant
design,9 which compares a group of study
participants given the DM intervention with
a defined subset of the general population. It
is well recognized that participants may be

quite different from non-participants and
thus the results could be seriously confound-
ed unless all major non-equivalences are
taken into account. Other examples of
designs that use concurrent reference popu-
lations include cross-sectional studies,
prospective cohort studies, and randomized
controlled trials (RCT). 

The great advantage of the classic, individ-
ual-level RCT is that it is the design that is
most likely to achieve equivalence because
individuals are randomly assigned into the
intervention and reference groups.10 None of
these designs are without potential bias,
however. Some pharmaceutical products that
have passed the rigor of the RCT were later
found to produce serious side effects when
marketed to the general public.11

Addressing Non-Equivalence
There are many ways to address the common
problem of non-equivalence between the DM
intervention and reference populations. 

Some forms of regression to the mean (the
problem highlighted in Figure 1) are due to
selection bias and should thus be addressed
at the selection stage. If a pre-post study
design is used, one must measure the entire
selected population in the period before and
after the intervention, not just those who
choose to participate in the DM program. As
explained earlier, the measurement of partic-
ipants only can result in a situation of manu-
factured non-equivalence. Systematic fluctu-
ation in a population (as seen in Figure 2)
can be addressed at the selection stage as
well. A reference group may have to be cho-
sen that has the same anticipated fluctua-
tions in risk or costs as the DM intervention.

In most cases, non-equivalence must be
focused on at the analytic stage. A rise in
prices over time, for example, can be taken
into account by using some agreed-upon
inflation adjuster. The problem is determin-
ing which adjuster to use. The published
data from the Bureau of Labor Statistics on
medical inflation from the Consumer Price
Index is highly recommended.12 By itself,
this adjuster may not be sufficient, but it
should still be used as a standard.
Alternative methods may include average
price increase of claims in the health plan,
insurance premium price increases, and
actual price inflation in a concurrent (and
equivalent) reference group. Aside from

inflation, other factors that can influence
pricing are changes in practice patterns, cost
of new drugs, public policy changes, and
changes in business processes (e.g., prior
authorization for hospitalization); these are
all more difficult to take into account.

Age and gender can be adjusted for in the
selection stage by strict age or gender criteria
for defining the population or in the analysis
stage. In the analytic stage, one fairly straight-
forward method is to divide or stratify the pop-
ulation into age-sex groups (e.g., males, aged
45 to 65) and compare outcome metrics by
subgroup in the reference and intervention
populations. Other important confounding
variables—including demographic factors,
time in natural history of disease cycle, specific
clinical factors (e.g., ejection fraction in heart
failure patients), and so forth—can also be
stratified in this fashion. Sophisticated match-
ing or modeling techniques, some of which
can help address large numbers of con-
founders, are available as well. Many of these
methods require the use of an expert.
However, it is difficult to adjust for con-
founders that are not measured. 

Calculating ROI
There are two general approaches to calculat-
ing ROI: direct and indirect. A direct assess-
ment of ROI uses primary data only. It must
include at least one ultimate outcome metric
that is available in both the intervention and
reference populations. To substantiate the ROI
estimate, it is strongly recommended that
measures for at least one proximate outcome
metric be taken in both groups as well.
Assuming the clinical metrics change in the
same direction as the financial metric, this will
provide some succor that the financial impact
was paralleled by a change in a clinical metric.

An indirect ROI assessment is one that uses
secondary data, such as that found in a bench-
mark-type design. This analysis must include 
at least one proximate outcome metric; the
ultimate outcome is inferred. An example of
an indirect assessment would be the imputed
savings of lowering blood pressure over a 
five-year period, based on an acceptable 
formula for calculating savings such as the
Framingham Multiple-Risk-Factor Assessment
Equation.13 It should be noted that indirect
ROI assessments are easily biased by both
non-equivalence and lack of comparability.  
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The estimation of ROI requires comparing
the cost differences between the intervention
and reference groups on the ultimate out-
come metric (Type III) divided by the DM
program cost. For example, if program costs
were calculated at $50,000, and the cost dif-
ference between the intervention and refer-
ence groups was $100,000, ROI would be
$100,000 divided by $50,000, or 2:1. In
other words, for every dollar invested in DM,
two were returned.  

ROI is always an estimate, and there are
many biases that can influence it. Even tests
to ensure statistical significance—which are
recommended—address only one type of
bias (random sampling error); they cannot
control for most factors capable of confound-
ing the results.14

Interpretation Stage
For any study, pure objectivity and indepen-
dence is a myth; therefore; one should still
assess the extent to which potential conflicts
of interest might compromise the results.
Ideally, the evaluator is: 1) qualified, 2) has
little or no conflict of interest bias prior to
the study, and 3) not subject to any pressure,
whether direct or indirect, from the client
during the study. To help ensure that these
criteria are met, the expert conducting 
the analysis should sign a conflict of interest
statement.15

The optimal arrangement for preventing out-
side influences on research findings is
termed an “unrestricted educational grant”
in the academic world. The most troubling
scenario occurs when an evaluator is
instructed by the client about which methods
to use and how the results should be dissem-
inated. Even though such an analysis may be
scientifically valid, the objectivity of the find-
ings will likely be questioned by the public.  

There will never be an ROI study that cannot
be improved. Thus, the analysis should
include a discussion of the study’s strengths
and weaknesses. Was an outside expert con-
sulted to discuss metric comparability? How
successful were the methods used to address
non-equivalence? Were important risk fac-
tors measured and accounted for? If equiva-
lence was not achieved, what is the likely
impact on the ROI estimate? 

Given the uncertainty associated with DM
analyses, it is probably not possible to
“prove” that DM positively affects ROI by the
legal standard of “beyond a reasonable
doubt.” A more reasonable goal is to aim for
a “preponderance of evidence.” That means
that ROI assessments should not be based
on a single study. Rather, evidence should be
refreshed constantly with new data. This will
assure those who pay the health care bills
that the investments they made months or
years earlier were intelligent ones. Q
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