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No real-time“Real-time”
=

30 sec chunks
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Thanks, it 
works nicely!Demo

Real-time speech-to-text
ASR + translation

Videoconferencing
Automatic minuting

Voicebots
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Voice activity detection
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With a new audio chunk:

1. Append to the audio buffer
2. Process buffer -> (VAD) -> text transcript
3. Skip previously confirmed part 

Today, I want to thank Mr Brake for his great   report. And   we

audio buffer

Word-level 
timestamps
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With a new audio chunk:

1. Append to the audio buffer
2. Process buffer -> (VAD) -> text transcript
3. Skip previously confirmed part
4. Compare last 2 transcripts, confirm common prefix
5. Trim buffer at the end of sentence, 

report. And
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And   we

Today, I want to thank Mr. Brejc for his great 

audio buffer

Punctuation
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With a new audio chunk:

1. Append to the audio buffer
2. Process buffer -> (VAD) -> text transcript
3. Skip previously confirmed part
4. Compare last 2 transcripts, confirm common prefix
5. Trim buffer at the end of sentence, 

update “prompt” = inter-sentence context

Turning Whisper into Real-Time

And   weToday, I want to thank Mr. Brejc for his great report. 

audio bufferprompt



Why Local Agreement-2 [Liu et al., 2020]
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● Self-adaptive latency = Waits by the uncertainty in language/content
● Best in IWSLT 2022 competition [Polák et al., 2022]
● Min. latency 2-times chunk-size
● Max. unlimited

[CUNI-KIT at IWSLT 22, Polák et al., 2022]

Local Agreement-2
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● Invariant: 
○ Buffer starts with a new sentence
○ At most 30 seconds

● faster-whisper backend on GPU: 
○ 30 seconds audio ~ in 1 second => real-time

● Parameter: Update with
○ [MinChunkSize] of new audio, 

or whatever received.
○ Controls the latency and quality

Whisper trained this way

0.25 sec/0.5 sec/1.0 sec/ …

Processing can take longer.



● ESIC – Europarl, English orig., German, Czech interpreting [Macháček et al., 2021]

● NVIDIA A40 GPU, Whisper large-v2
● English 0.5s m.ch.: 8.5% WER, 3.3s avg. latency

ASR Performance tests
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slow

badFast, 
good :)

Large: good, slow

Small: bad, fast



● Computationally unaware = “optimal hardware speed”
● Offline ASR quality = “optimal quality”
● English 0.5s m.ch.: 8.5% WER, 3.3s avg. latency -> unaw. +1.2% WER, -2.5s = 1.7s
● Offline: -1.8% WER

ASR Performance bounds
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Implementation, 
hardware

Model, language

Fast, 
good :)

slow

bad



Demonstration
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● Integration with ELITR live speech translation framework
● Evaluation event – one day conference in 󰎱, 󰏅, 󰑒 -> excellent quality 🙂
● Interactive demo

○ Speak in any of 96 langs.! Observe the quality-latency! Have a chat!
○ AACL: ❌ slot in program  ❌ desk  ❌ Internet cable  ❌ screen 🙁  => in breaks on request
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Summary

● Speech-to-text with Local-Agreement policy
● Interactive demo on request
● Simple and robust implementation

We made Whisper-Streaming in real-time mode

https://github.com/ufal/whisper_streaming
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