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Abstract
We consider the problem of reinforcement learn-
ing when provided with (1) a baseline control
policy and (2) a set of constraints that the learner
must satisfy. The baseline policy can arise from
demonstration data or a teacher agent and may
provide useful cues for learning, but it might
also be sub-optimal for the task at hand, and
is not guaranteed to satisfy the specified con-
straints, which might encode safety, fairness or
other application-specific requirements. In order
to safely learn from baseline policies, we propose
an iterative policy optimization algorithm that al-
ternates between maximizing expected return on
the task, minimizing distance to the baseline pol-
icy, and projecting the policy onto the constraint-
satisfying set. We analyze our algorithm theo-
retically and provide a finite-time convergence
guarantee. In our experiments on five different
control tasks, our algorithm consistently outper-
forms several state-of-the-art baselines, achiev-
ing 10 times fewer constraint violations and 40%
higher reward on average.

1. Introduction
Deep reinforcement learning (RL) has achieved impres-
sive results in several domains such as games (Mnih et al.,
2013; Silver et al., 2016) and robotic control (Levine et al.,
2016; Rajeswaran et al., 2017). However, in these complex
applications, learning policies from scratch often requires
tremendous amounts of time and computational power. To
alleviate this issue, one would like to leverage a baseline pol-
icy available from demonstrations, a teacher or a previous
task. However, the baseline policy may be sub-optimal for
the new application and may not be guaranteed to produce
actions that satisfy desired constraints on safety, fairness,
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or other costs. For instance, when you drive an unfamiliar
vehicle, you do so cautiously to ensure safety, while adapt-
ing your driving technique to the vehicle characteristics to
improve your ‘driving reward’. In effect, you (as the agent)
gradually adapt a baseline policy (i.e., prior driving skill) to
avoid violating the constraints (e.g., safety) while improving
your driving reward (e.g., travel time, fuel efficiency).

The problem of safely learning from baseline policies is
challenging because directly leveraging the baseline pol-
icy, as in DAGGER (Ross et al., 2011) or GAIL (Ho &
Ermon, 2016), may result in policies that violate the con-
straints since the baseline is not guaranteed to satisfy them.
To ensure constraint satisfaction, prior work either adds a
hyper-parameter weighted copy of the imitation learning
(IL) objective (i.e., imitating the baseline policy) to the RL
objective (Rajeswaran et al., 2017; Gao et al., 2018; Hester
et al., 2018), or pre-trains a policy with the baseline policy
(e.g., use a baseline policy as an initial policy) and then
fine-tunes it through RL (Mülling et al., 2013; Chernova &
Thomaz, 2014). However, both approaches do not ensure
constraint satisfaction on every learning episode, which is
an important feature of safe RL. In addition, the policy ini-
tialized by a low entropy baseline policy may never explore.

In this work, to learn from the baseline policy while satisfy-
ing constraints, we propose an iterative algorithm that per-
forms policy updates in three stages. The first step updates
the policy to maximize expected reward using trust region
policy optimization (e.g., TRPO (Schulman et al., 2015)).
This can, however, result in a new intermediate policy that
is too far from the baseline policy and may not satisfy the
constraints. The second step performs a projection in pol-
icy space to control the distance between the current policy
and the baseline policy. In contrast to the approach that
regularizes the standard RL objective with the distance w.r.t.
the baseline policy and makes the regularization parame-
ter fade over time, our approach allows the learning agent
to update the distance when needed. In addition, this step
allows the agent to explore without being overly restricted
by the potentially constraint-violating baseline policy. This
also enables the baseline policy to influence the learning
even at later iterations without the computational burden of
learning a cost function for the baseline policy (Kwon et al.,
2020). The third step ensures constraint satisfaction at every
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Figure 1. (a) Update procedures for SPACE. Step 1 (green) improves the reward in the trust region. Step 2 (blue) projects the policy onto
an adaptable region around the baseline policy πB . Step 3 (red) projects the policy onto the constraint set. (b) Illustrating when πB is
outside the constraint set. (c) Illustrating when πB is inside the constraint set. The highest reward is achieved at the yellow star. hk

D (the
distance between πk and πB) is updated to hk+1

D to ensure constraint satisfaction and exploration of the agent.

iteration by performing a projection onto the set of policies
that satisfy the given constraints. We call our algorithm Safe
Policy Adaptation with Constrained Exploration (SPACE).

This paper’s contributions are two-fold. (1) We explicitly
examine how the baseline policy affects the cost violations
of the agent and hence provide a method to safely learn
from the baseline policy. This is done by controlling the
distance between the learned policy at iteration k and the
baseline policy to ensure both feasibility of the optimization
problem and safe exploration by the learning agent (Fig.
1(b) and (c)). Such approach, in contrast to non-adaptable
constraint sets and learning a policy from scratch (Yang
et al., 2020), leads to better sample efficiency and hence are
more favorable in real applications. To our knowledge, prior
work does not carry out such analysis. We further provide
a finite-time guarantee for the convergence of SPACE. (2)
Second, we empirically show that SPACE can robustly learn
from sub-optimal baseline policies in a diverse set of tasks.
These include two Mujoco tasks with safety constraints,
and two real-world traffic management tasks with fairness
constraints. We further show that our algorithm can safely
learn from a human demonstration driving policy with safety
constraints. In all cases, SPACE outperforms state-of-the-art
safe RL algorithms, averaging 40% more reward with 10
times fewer cost violations. This shows that SPACE safely
and efficiently leverages the baseline policy, and represents
a step towards safe deployment of RL in real applications1.

2. Related Work
Safe RL. Learning constraint-satisfying policies has been
explored in the context of safe RL (Garcia & Fernandez,
2015; Hasanbeig et al., 2020; Junges et al., 2016; Jansen
et al., 2020; Chow et al., 2018; Bharadhwaj et al., 2020;
Srinivasan et al., 2020). Prior work either uses a conditional-
gradient approach (Achiam et al., 2017), adds a weighted
copy of the cost objective in the reward function (Tessler
et al., 2019; Chow et al., 2019; Fujimoto et al., 2019; Stooke
et al., 2020), adds a safety layer to the policy (Dalal et al.,

1Code is available at: https://sites.google.com/
view/spacealgo

2018; Avni et al., 2019), or uses the chanced constraints (Fu
& Prashanth L, 2018; Zheng & Ratliff, 2020). In contrast,
we use projections to ensure safety.

In addition, Thananjeyan et al. (2021) use the sub-optimal
demonstration (still safe πB) to guide the learning. They
obtain the safe policy by iteratively solving model predictive
control. However, we focus on the model-free setting, which
makes it hard to compare to our method. While Zhang et al.
(2020); Srinivasan et al. (2020); Thananjeyan et al. (2020),
pre-train a safe policy, they do not focus on how to safely
use baseline policies. Moreover, we do not have two stages
of pre-training and fine-tuning.

Yang et al. (2020) also uses projections to ensure safety–
Projection-based Constrained Policy Optimization (PCPO).
However, we show that treating learning from the baseline
policy as another fixed constraint in PCPO results in cost
constraint violations or sub-optimal reward performance.
Instead, our main idea is to have an adaptable constraint set
that adjusts the distance between the baseline and the learn-
ing policies at each iteration with the distance controlled
by the learning progress of the agent, i.e., the reward im-
provement and the cost constraint violations. Such approach
ensures exploration and cost satisfaction of the agent. Please
refer to Section 5 for the detailed comparison to PCPO.

Policy optimization with the initial safe set. Wachi & Sui
(2020); Sui et al. (2015); Turchetta et al. (2016) assume
that the initial safe set is given, and the agent explores the
environment and verifies the safety function from this initial
safe set. In contrast, our assumption is to give a baseline
policy to the agent. Both assumptions are reasonable as they
provide an initial understanding of the environment.

Leveraging baseline policies for RL. Prior work has used
baseline policies to provide initial information to RL algo-
rithms to reduce or avoid undesirable situations. This is
done by either: initializing the policy with the baseline pol-
icy (Driessens & Džeroski, 2004; Smart & Kaelbling, 2000;
Koppejan & Whiteson, 2011; Abbeel et al., 2010; Gao et al.,
2018; Le et al., 2019; Vecerik et al., 2017; Jaques et al.,
2019), or providing a teacher’s advice to the agent (Garcia
& Fernández, 2012; Quintı́a Vidal et al., 2013; Abel et al.,

https://sites.google.com/view/spacealgo
https://sites.google.com/view/spacealgo
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2017; Zhang et al., 2019). However, such works often as-
sume that the baseline policy is constraint-satisfying (Sun
et al., 2018; Balakrishna et al., 2019). In contrast, SPACE
safely leverages the baseline policy without requiring it to
satisfy the specified constraints. Pathak et al. (2015); Bar-
tocci et al. (2011) also modify the existing known models
(policies) based on new conditions in the context of the
formal methods. In contrast, we solve this problem using
projections in the policy space.

Learning from logged demonstration data. To effec-
tively learn from demonstration data given by the baseline
policy, Wu et al. (2019); Brown et al. (2019); Kwon et al.
(2020) assess the demonstration data by either: predict-
ing their cost in the new task using generative adversarial
networks (GANs) (Goodfellow et al., 2014), or directly
learning the cost function of the demonstration data. In
contrast, SPACE controls the distance between the learned
and baseline policies to ensure learning improvement.

3. Problem Formulation
We frame our problem as a constrained Markov Deci-
sion Process (CMDP) (Altman, 1999), defined as a tuple
< S,A, T,R,C > . Here S is the set of states, A is the
set of actions, and T specifies the conditional probability
T (s′|s, a) that the next state is s′ given the current state s
and action a. In addition, R : S × A → R is a reward
function, and C : S ×A → R is a constraint cost function.
The reward function encodes the benefit of using action a in
state s, while the cost function encodes the corresponding
constraint violation penalty.

A policy is a map from states to probability distributions on
A. It specifies that in state s the selected action is drawn
from the distribution π(s). The state then transits from s to
s′ according to the state transition distribution T (s′|s, a).
In doing so, a reward R(s, a) is received and a constraint
cost C(s, a) is incurred, as outlined above.

Let γ ∈ (0, 1) denote a discount factor, and τ denote the
trajectory τ = (s0, a0, s1, · · · ) induced by a policy π. Nor-
mally, we seek a policy π that maximizes a cumulative
discounted reward

JR(π)
.
= Eτ∼π

[ ∞∑
t=0

γtR(st, at)

]
, (1)

while keeping the cumulative discounted cost below hC

JC(π)
.
= Eτ∼π

[ ∞∑
t=0

γtC(st, at)

]
≤ hC . (2)

Here we consider an additional objective. We are provided
with a baseline policy πB and at each state s we measure
the divergence between π(s) and πB(s). For example, this
could be the KL-divergence D(s)

.
= DKL(π(s)‖πB(s)).

We then seek a policy that maximizes Eq. (1), satisfies
Eq. (2), and ensures the discounted divergence between the
learned and baseline policies is below hD:

JD(π)
.
= Eτ∼π

[ ∞∑
t=0

γtD(st)

]
≤ hD. (3)

We do not assume that the baseline policy satisfies the cost
constraint. Hence we allow hD to be adjusted during the
learning of π to allow for reward improvement and con-
straint satisfaction.

Let µt(·|π) denote the state distribution at time t under
policy π. The discounted state distribution induced by π
is defined to be dπ(s) .

= (1 − γ)
∑∞
t=0 γ

tµt(s|π). Now
bring in the reward advantage function (Kakade & Langford,
2002) defined by

AπR(s, a)
.
= QπR(s, a)− V πR (s),

where V πR (s)
.
= Eτ∼π [

∑∞
t=0 γ

tR(st, at)|s0 = s] is the ex-
pected reward from state s under policy π, and QπR(s, a)

.
=

Eτ∼π [
∑∞
t=0 γ

tR(st, at)|s0 = s, a0 = a] is the expected
reward from state s and initial action a, and thereafter fol-
lowing policy π. These definitions allow us to express the
reward performance of one policy π′ in terms of another π:

JR(π
′)− JR(π) =

1

1− γ
E
s∼dπ

′
,a∼π′ [A

π
R(s, a)].

Similarly, we can define AπD(s, a), Q
π
D(s, a) and V πD(s) for

the divergence cost, and AπC(s, a), Q
π
C(s, a) and V πC (s) for

the constraint cost.

4. Safe Policy Adaptation with Constrained
Exploration (SPACE)

We now describe the proposed iterative algorithm illustrated
in Fig. 1. In what follows, πk denotes the learned policy
after iteration k, andM denotes a distance measure between
policies. For example, M may be the 2-norm of the differ-
ence of policy parameters or some average over the states
of the KL-divergence of the action policy distributions.

Step 1. We perform one step of trust region policy optimiza-
tion (Schulman et al., 2015). This maximizes the reward
advantage function AπR(s, a) over a KL-divergence neigh-
borhood of πk:

πk+ 1
3 = argmax

π
E
s∼dπ

k
, a∼π

[Aπ
k

R (s, a)]

s.t. E
s∼dπk

[
DKL(π(s)‖πk(s))

]
≤ δ.

(4)

Step 2. We project πk+ 1
3 onto a region around πB con-
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trolled by hkD to minimize M :

πk+ 2
3 = argmin

π
M(π, πk+ 1

3 )

s.t. JD(πk) +
1

1− γ
E
s∼dπ

k
, a∼π

[Aπ
k

D (s)] ≤ hkD.
(5)

Step 3. We project πk+ 2
3 onto the set of policies satisfying

the cost constraint to minimize M :

πk+1 = argmin
π

M(π, πk+ 2
3 )

s.t. JC(πk) +
1

1− γ
E
s∼dπ

k
, a∼π

[Aπ
k

C (s, a)] ≤ hC .
(6)

Remarks. Since we use a small step size δ, we can replace
the state distribution dπ with dπ

k

in Eq. (5) and (6) and
hence compute Aπ

k

D and Aπ
k

C . Please see the supplementary
material for the derivation of this approximation.

Control hkD in Step 2. We select h0
D to be small and grad-

ually increase hkD at each iteration to expand the region
around πB . Specifically, we make hk+1

D > hkD if:

(a) JC(πk) > JC(π
k−1): this increase is to ensure a

nonempty intersection between the region around πB
and the cost constraint set (feasibility). See Fig. 1(b).

(b) JR(πk) < JR(π
k−1): this increase gives the next pol-

icy more freedom to improve the reward and the cost
constraint performance (exploration). See Fig. 1(c).

It remains to determine how to set the new value of hk+1
D .

Let U1 denote the set of policies satisfying the cost con-
straint, and Uk2 denote the set of policies in the region around
πB controlled by hkD. Then we have the following Lemma.

Lemma 4.1 (Updating hD). If at step k + 1: hk+1
D ≥

O
(
(JC(π

k)−hC)2
)
+hkD, then U1∩Uk+1

2 6= ∅ (feasibility)
and Uk+1

2 ∩ ∂U1 6= ∅ (exploration).

Proof. Proved by Three-point Lemma (Chen & Teboulle,
1993). See the supplementary material for more details.

Remarks. Two values are in the big O. The first value
depends on the discounted factor γ, and the second value
depends on relative distances between πk, πB , and the pol-
icy in ∂U1. The intuition is that the smaller the distances
are, the smaller the update of hkD is.

Importantly, Lemma 4.1 ensures that the boundaries of the
region around πB determined by hD and the set of poli-
cies satisfying the cost constraint intersect. Note that hD
will become large enough to guarantee feasibility during
training. This adaptable constraint set, in contrast to the
fixed constraint set in PCPO, allows the learning algorithm
to explore policies within the cost constraint set while still
learning from the baseline policy. Compared to other CMDP
approaches, the step of projecting close to πB allows the
policy to quickly improve. Compared to behavior cloning,
the steps of reward optimization and constraint projection

Algorithm 1 SPACE

Initialize a policy π0 = π(·|θ0) and a trajectory buffer B
for k = 0, 1, 2, · · · do

Run πk = π(·|θk) and store trajectories in B
Obtain θk+1 using the update in Eq. (10)
If JC(πk) > JC(π

k−1) or JR(πk) < JR(π
k−1)

Update hk+1
D using Lemma 4.1

Empty B

allow the policy to achieve good final performance. We
examine the importance of updating hD in Section 6.

5. A Theoretical Analysis of SPACE
We will implement a policy as a neural network with fixed
architecture parameterized by θ ∈ Rn. We then learn a pol-
icy from the achievable set {π(·|θ) : θ ∈ Rn} by iteratively
learning θ. Let θk and πk .

= π(·|θk) denote the parameter
value and the corresponding policy at step k. In this setting,
it is impractical to solve for the policy updates in Eq. (4),
(5) and (6). Hence we approximate the reward function
and constraints with first order Taylor expansions, and KL-
divergence with a second order Taylor expansion. We will
need the following derivatives:
(1) gk .

= ∇θE
s∼dπ

k
, a∼π

[Aπ
k

R (s, a)],

(2) ak .
= ∇θE

s∼dπ
k
, a∼π

[Aπ
k

D (s)],

(3) ck .
= ∇θE

s∼dπ
k
, a∼π

[Aπ
k

C (s, a)], and

(4) F k .
= ∇2

θEs∼dπk
[
DKL(π(s)‖πk(s))

]
.

Each of these derivatives are taken w.r.t. the neural net-
work parameter and evaluated at θk. We also define bk .

=
JD(π

k) − hkD, and dk
.
= JC(π

k) − hC . Let uk .
=√

2δ
gkTF k−1gk

, and L = I for the 2-norm projection and

L = F k for the KL-divergence projection.

Step 1. Approximating Eq. (4) yields

θk+ 1
3 = argmax

θ
gk

T
(θ − θk)

s.t.
1

2
(θ − θk)TF k(θ − θk) ≤ δ.

(7)

Step 2 & 3. Approximating Eq. (5) and (6), similarly yields

θk+ 2
3 = argmin

θ

1

2
(θ − θk+ 1

3 )TL(θ − θk+ 1
3 )

s.t. ak
T
(θ − θk) + bk ≤ 0,

(8)

θk+1 = argmin
θ

1

2
(θ − θk+ 2

3 )TL(θ − θk+ 2
3 )

s.t. ck
T
(θ − θk) + dk ≤ 0,

(9)

where L = I for the 2-norm projection and L = F k for the
KL-divergence projection. We solve these problems using
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convex programming, then we have ((·)+ is max(0, ·))

θk+1 = θk + ukF k
−1
gk

− (
ukak

T
F k
−1
gk + bk

ak
T
L−1ak

)+L−1ak

− (
ukck

T
F k
−1
gk + dk

ck
T
L−1ck

)+L−1ck.

(10)

Algorithm 1 shows the corresponding pseudocode.

Convergence analysis. We consider the following simpli-
fied problem to provide a convergence guarantee of SPACE:

min
θ∈C1∩C2

f(θ), (11)

where f : Rn → R is a twice continuously differentiable
function at every point in a open set X ⊆ Rn, and C1 ⊆ X
and C2 ⊆ X are compact convex sets with C1∩C2 6= ∅. The
function f is the negative reward function of our CMDP,
and the two constraint sets represent the cost constraint set
and the region around the baseline policy πB .

For a vector x, let ‖x‖ denote the Euclidean norm. For a
matrixM let ‖M‖ denote the induced matrix 2-norm, and
σi(M) denote the i-th largest singular value ofM .

Assumption 1. We assume:

(1.1) The gradient∇f is L-Lipschitz continuous over a open
set X .

(1.2) For some constant G, ‖∇f(θ)‖ ≤ G.

(1.3) For a constantH, diam(C1) ≤ H and diam(C2) ≤ H.

Assumptions (1.1) and (1.2) ensure that the gradient can not
change too rapidly and the norm of the gradient can not be
too large. (1.3) implies that for every iteration, the diameter
of the region around πB is bounded above by H .

We will need a concept of an ε-first order stationary point
(Mokhtari et al., 2018). For ε > 0, we say that θ∗ ∈ C1 ∩C2
an ε-first order stationary point (ε-FOSP) of Problem (11)
under KL-divergence projection if

∇f(θ∗)T (θ − θ∗) ≥ −ε, ∀θ ∈ C1 ∩ C2. (12)

Similarly, under the 2-norm projection, θ∗ ∈ C1 ∩ C2 an
ε-FOSP of (11) if

∇f(θ∗)TF ∗(θ − θ∗) ≥ −ε, ∀θ ∈ C1 ∩ C2, (13)

where F ∗ .
= ∇2

θEs∼dπ∗ [DKL(π(s)‖π∗(s))] . Notice that
SPACE converges to distinct stationary points under the two
possible projections (see the supplementary material). With
these assumptions, we have the following Theorem.

Theorem 5.1 (Finite-Time Convergence Guarantee of
SPACE). Under the KL-divergence projection, there exists
a sequence {ηk} such that SPACE converges to an ε-FOSP

in at most O(ε−2) iterations. Moreover, at step k + 1

f(θk+1) ≤ f(θk)− Lε2

2(G+ Hσ1(F k)
ηk

)2
. (14)

Similarly, under the 2-norm projection, there exists a se-
quence {ηk} such that SPACE converges to an ε-FOSP in
at most O(ε−2) iterations. Moreover, at step k + 1

f(θk+1) ≤ f(θk)− Lε2

2(Gσ1(F k
−1

) + H
ηk
)2
. (15)

Proof. The proof and the sequence {ηk} are given in the
supplementary material.

We now make several observations for Theorem 5.1.

(1) The smaller H is, the greater the decrease in the objec-
tive. This observation supports the idea of starting with a
small value for hD and increasing it only when needed.

(2) Under the KL-divergence projection, the effect of
σ1(F

k) is negligible. This is because in this case ηk is
proportional to σ1(F

k). Hence σ1(F
k) does not play a ma-

jor role in decreasing the objective value.

(3) Under the 2-norm projection, the smaller σ1(F
k−1

) (i.e.,
larger σn(F k)) is, the greater the decrease in the objective.
This is because a large σn(F k) means a large curvature of
f in all directions. This implies that the 2-norm distance be-
tween the pre-projection and post-projection points is small,
leading to a small deviation from the reward improvement
direction after doing projections.

Comparison to Yang et al. (2020). Our work is inspired
by PCPO (Yang et al., 2020), which also uses projections to
ensure constraint satisfaction during policy learning. How-
ever, there are a few key differences between our work and
PCPO. (1) Algorithm. PCPO does not have the capabil-
ity to safely exploit a baseline policy, which makes it less
sample efficient in cases when we have demonstrations or
teacher agents. In addition, SPACE’s update dynamically
sets distances between policies while PCPO does not–this
update is important to effectively and safely learn from the
baseline policy. (2) Theory. Our analysis provides a safety
guarantee to ensure the feasibility of the optimization prob-
lem while Yang et al. (2020) do not. Merely adding an IL
objective in the reward objective of PCPO cannot make the
agent learn efficiently, as shown in our experiments (Sec-
tion 6.2). In addition, compared to the analysis in Yang et al.
(2020), Theorem 5.1 shows the existence of the step size
for each iteration. (3) Problem. Finally, our work tackles a
different problem compared to PCPO (which only ensures
safety). We focus on how to safely and efficiently learn
from an existing baseline policy, which is more conducive
to practical applications of safe RL.
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(a) Gather (b) Circle (c) Grid (d) Bottleneck (e) Car-racing (f) Demo.

Figure 2. (a) Gather: the agent is rewarded for gathering green apples, but is constrained to collect a limited number of red apples (Achiam
et al., 2017). (b) Circle: the agent is rewarded for moving in a specified wide circle, but is constrained to stay within a safe region smaller
than the radius of the circle (Achiam et al., 2017). (c) Grid: the agent controls the traffic lights in a grid road network and is rewarded for
high throughput, but is constrained to let lights stay red for at most 7 consecutive seconds (Vinitsky et al., 2018). (d) Bottleneck: the
agent controls a set of autonomous vehicles (shown in red) in a traffic merge situation and is rewarded for achieving high throughput, but
constrained to ensure that human-driven vehicles (shown in white) have low speed for no more than 10 seconds (Vinitsky et al., 2018). (e)
Car-racing: the agent controls an autonomous vehicle on a race track and is rewarded for driving through as many tiles as possible, but is
constrained to use the brakes at most 5 times to encourage a smooth ride (Brockman et al., 2016). (f) A human player plays car-racing
with demonstration data logged. These tasks are to show the applicability of our approach to a diverse set of problems.

6. Experiments
Our experiments study the following three questions: (1)
How does SPACE perform compared to other baselines in
behavior cloning and safe RL in terms of learning efficiency
and constraint satisfaction? (2) How does SPACE trained
with sub-optimal πB perform (e.g., human demonstration)?
(3) How does the step 2 in SPACE affects the performance?

6.1. Setup

Tasks. We compare the proposed algorithm with existing
approaches on five control tasks: three tasks with safety
constraints ((a), (b) and (e) in Fig. 2), and two tasks with
fairness constraints ((c) and (d) in Fig. 2). These tasks are
briefly described in the caption of Fig. 2. We chose the traffic
management tasks since a good control policy can benefit
millions of drivers. In addition, we chose the car-racing
task since a good algorithm should safely learn from base-
line human policies. For all the algorithms, we use neural
networks to represent Gaussian policies. We use the KL-
divergence projection in the Mujoco and car-racing tasks,
and the 2-norm projection in the traffic management task
since it achieves better performance. We use a grid-search
to select for the hyper-parameters. See the supplementary
material for more experimental details.

Baseline policies πB . To test whether SPACE can safely
and efficiently leverage the baseline policy, we consider
three variants of the baseline policies.

(1) Sub-optimal πcost
B with JC(πcost

B ) ≈ 0.

(2) Sub-optimal πreward
B with JC(πreward

B ) > hC .

(3) πnear
B with JC(πnear

B ) ≈ hC (i.e., the baseline policy has
the same cost constraint as the agent, but is not guaranteed
to have an optimal reward performance).

These πB have different degrees of constraint satisfaction.

This is to examine whether SPACE can safely learn from
sub-optimal πB . In addition, in the car-racing task we pre-
train πB using an off-policy algorithm (DDPG (Lillicrap
et al., 2016)), which directly learns from human demon-
stration data (Fig. 2(f)). This is to demonstrate that πB
may come from a teacher or demonstration data. This sub-
optimal human baseline policy is denoted by πhuman

B .

For the ease of computation, we update hD using v ·
(JC(π

k) − hC)2 + hkD from Lemma 4.1, with a constant
v > 0. We found that the performance is not heavily af-
fected by v since we will update hD at later iteration. The
ablation studies of v can be found in Appendix E.1.

Baseline algorithms. Our goal is to study how to safely and
efficiently learn from sub-optimal (possibly unsafe) baseline
policies. We compare SPACE with five baseline methods
that combine behavior cloning and safe RL algorithms.

(1) Fixed-point Constrained Policy Optimization (f-CPO).
In f-CPO, we add the divergence objective in the reward
function. The weight λ is fixed followed by a CPO update
(optimize the reward and divergence cost w.r.t. the trust
region and the cost constraints). The f-CPO policy update
solves (Achiam et al., 2017):

θk+1 = argmax
θ

(gk + λak)T (θ − θk)

s.t.
1

2
(θ − θk)TF k(θ − θk) ≤ δ

ck
T
(θ − θk) + dk ≤ 0.

(2) Fixed-point PCPO (f-PCPO). In f-PCPO, we add the
divergence objective in the reward function. The weight
λ is fixed followed by a PCPO update (two-step process:
optimize the reward and divergence cost, followed by the
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Bottleneck Car-racing Grid

Figure 3. The discounted reward, the undiscounted constraint cost, and the undiscounted divergence cost over policy updates for the tested
algorithms and tasks. The solid line is the mean and the shaded area is the standard deviation over 5 runs (random seed). The baseline
policies in the grid and bottleneck tasks are πnear

B , and the baseline policy in the car-racing task is πhuman
B . The black dashed line is the

cost constraint threshold hC . We observe that SPACE is the only algorithm that satisfies the constraints while achieving superior reward
performance. Although πhuman

B has substantially low reward, SPACE still can learn to improve the reward. (We show the results in these
tasks as representative cases since they are more challenging. Please read Appendix for more results. Best viewed in color.)

projection to the safe set). The f-PCPO policy update solves:

θk+ 1
2 = argmax

θ
(gk + λak)T (θ − θk)

s.t.
1

2
(θ − θk)TF k(θ − θk) ≤ δ, (trust region)

θk+1 = argmin
θ

1

2
(θ − θk+ 1

2 )TL(θ − θk+ 1
2 )

s.t. ck
T
(θ − θk) + dk ≤ 0. (cost constraint)

(3) Dynamic-point Constrained Policy Optimization (d-
CPO). The d-CPO update solves f-CPO problem with a
stateful λk+1 = (λk)

β
, where 0 < β < 1. This is inspired

by Rajeswaran et al. (2017), in which they have the same
weight-scheduling method to adjust λk.

(4) Dynamic-point PCPO (d-PCPO). The d-PCPO update
solves f-PCPO problem with a stateful λk+1 = (λk)

β
,

where 0 < β < 1.

For all the experiments and the algorithms, the weight is
fixed and it is set to 1. Note that both d-CPO and d-PCPO
regularize the standard RL objective with the distance w.r.t.
the baseline policy and make the regularization parameter
(i.e., λ) fade over time. This is a common practice to learn
from the baseline policy. In addition, in many real appli-
cations you cannot have access to parameterized πB (e.g.,
neural network policies) or you want to design a policy
with different architectures than πB . Hence in our setting,
we cannot directly initialize the learning policy with the
baseline policy and then fine-tune it.

6.2. Results

Overall performance. The learning curves of the dis-
counted reward (JR(π)), the undiscounted constraint cost
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Gather Circle

Figure 4. Learning from sub-optimal πB . The undiscounted constraint cost and the discounted reward over policy updates for the gather
and the circle tasks. The solid line is the mean and the shaded area is the standard deviation over 5 runs. The black dashed line is the cost
constraint threshold hC . We observe that SPACE satisfies the cost constraints even when learning from the sub-optimal πB .

Gather Circle

Figure 5. Ablation studies on the fixed hD. The undiscounted constraint cost and the discounted reward over policy updates for the gather
and the circle tasks. The solid line is the mean and the shaded area is the standard deviation over 5 runs. The black dashed line is the cost
constraint threshold hC . We observe that the update rule is critical for ensuring the learning performance improvement.

(JC(π)), and the undiscounted divergence cost (JD(π))
over policy updates are shown for all tested algorithms and
tasks in Fig. 3. We use πnear

B in bottleneck and grid tasks,
and πhuman

B in car-racing task. Note that πhuman
B from hu-

man demonstration is highly sub-optimal to the agent (i.e.,
JR(π

human
B ) is small). The value of the reward is only

around 5 as shown in the plot. It does not solve the task
at hand. Overall, we observe that (1) SPACE achieves at
least 2 times faster cost constraint satisfaction in all cases
even learning from πhuman

B . (2) SPACE achieves at least
10% more reward in the bottleneck and car-racing tasks
compared to the best baseline, and (3) SPACE is the only
algorithm that satisfies the cost constraints in all cases. In
contrast, even if f(d)-CPO and f(d)-PCPO (similar to behav-
ior cloning) are provided with good baseline policies πnear

B ,
they do not learn efficiently due to the conflicting reward and
cost objectives. In addition, PCPO are less sample-efficient,
which shows the accelerated learning of SPACE.

For example, in the car-racing task we observe that JD(π)
in SPACE decreases at the initial iteration, but increases in
the end. This implies that the learned policy is guided by
the baseline policy πhuman

B in the beginning, but use less su-

pervision in the end. In addition, in the grid task we observe
that the final reward of SPACE is lower than the baseline
algorithm. This is because that SPACE converges to a policy
in the cost constraint set, whereas the baseline algorithms
do not find constraint-satisfying policies. Furthermore, we
observe that JD(π) in the traffic tasks decreases throughout
the training. This implies that SPACE intelligently adjusts
hkD w.r.t. the performance of πB to achieve safe learning.

f-CPO and f-PCPO. f-CPO and f-PCPO fail to improve the
reward and have more cost violations. Most likely this is due
to persistent supervision from the baseline policies which
need not satisfy the cost constraints nor have high reward.
For example, in the car-racing task we observe that the value
of the divergence cost decreases throughout the training.
This implies that the learned policy overly evolves to the sub-
optimal πB and hence degrades the reward performance.

d-CPO and d-PCPO. d-CPO and d-PCPO improve the
reward slowly and have more cost violations. They do not
use projection to quickly learn from πB . For example, in
the car-racing task JD(π) in d-CPO and d-PCPO are high
compared to SPACE throughout the training. This suggests
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that simply regularizing the RL objective with the faded
weight is susceptible to a sub-optimal πB . In contrast to this
heuristic, we use Lemma 4.1 to update hD when needed,
allowing πB to influence the learning of the agent at any
iterations depending on the learning progress of the agent.

Importantly, in our setup the agent does not have any prior
knowledge about πB . The agent has to stay close to πB
to verify its reward and cost performance. It is true that
πB may be constraint-violating, but it may also provide a
useful signal for maximizing the reward. For example, in
the grid task (Fig. 3), although πB does not satisfy the cost
constraint, it still helps the SPACE agent (by being close to
πB) to achieve faster cost satisfaction.

Having demonstrated the overall effectiveness of SPACE,
our remaining experiments explore (1) SPACE’s ability to
safely learn from sub-optimal polices, and (2) the impor-
tance of the update method in Lemma 4.1. For compactness,
we restrict our consideration on SPACE and the Mujoco
tasks, which are widely used in RL community.

Sub-optimal πcost
B and πreward

B . Next, we test whether
SPACE can learn from sub-optimal πB . The learning curves
of JC(π) and JR(π) over policy updates are shown for the
gather and circle tasks in Fig. 4. We use two sub-optimal
πB: πcost

B and πreward
B , and learning agent’s hC is set to

0.5 (i.e., πB do not solve the task at hand). We observe
that SPACE robustly satisfies the cost constraints in all
cases even when learning from πreward

B . In addition, we ob-
serve that learning guided by πreward

B achieves faster reward
learning efficiency at the initial iteration. This is because
JR(π

reward
B ) > JR(π

cost
B ) as seen in the reward plot. Fur-

thermore, we observe that learning guided by πcost
B achieves

faster reward learning efficiency at the later iteration. This
is because by starting in the interior of the cost constraint set
(i.e., JC(πcost

B ) ≈ 0 ≤ hC ), the agent can safely exploit the
baseline policy. The results show SPACE enables fast con-
vergence to a constraint-satisfying policy, even if πB does
not meet the constraint or does not optimize the reward.

SPACE with fixed hD. In our final experiments, we inves-
tigate the importance of updating hD when learning from
a sub-optimal πB . The learning curves of the JC(π) and
JR(π) over policy updates are shown for the gather and
circle tasks in Fig. 5. We observe that SPACE with fixed
hD converges to less reward. For example, in the circle task
SPACE with the dynamic hD achieves 2.3 times more re-
ward. This shows that πB in this task is highly sub-optimal
to the agent and the need of using stateful hkD.

Moreover, Fig. 6 shows the divergence cost JD(π) and
the value of hD over the iterations in the car-racing task.
We observe that SPACE gradually increases hD to improve
reward and cost satisfaction performance.

Figure 6. The divergence cost JD(π) and the value of hD over the
iterations in the car-racing task. We see that SPACE controls hD

to ensure divergence constraint satisfaction.

7. Conclusion
In this work, we addressed the problem of learning
constraint-satisfying policies given potentially sub-optimal
baseline policies. We explicitly analyzed how to safely learn
from the baseline policy, and hence proposed an iterative
policy optimization algorithm that alternates between max-
imizing expected return on the task, minimizing distance
to the baseline policy, and projecting the policy onto the
constraint-satisfying set. Our algorithm efficiently learns
from a baseline policy as well as human provided demonstra-
tion data and achieves superior reward and cost performance
compared with state-of-the-art approaches (i.e., PCPO).

No algorithm is without limitations. Future work could im-
prove SPACE in several ways. For instance, in Lemma 4.1,
we do not guarantee that SPACE will increase hD enough
for the region around the baseline policy to contain the op-
timal policy. This is challenging since the optimization
problem is non-convex. One possible solution is to rerun
SPACE multiple times and reinitialize πB with the previ-
ous learned policy each time. One evidence to support this
method is that in the bottleneck task (Fig. 3), the agent
trained with SPACE outperforms PCPO agent by achieving
higher rewards and faster constraint satisfaction. The PCPO
agent here can be seen as the SPACE agent trained without
πB . And then we train the SPACE agent with πB from the
learned PCPO agent. This shows that based on the learned
policy, we can use SPACE to improve performance. In ad-
dition, it would be interesting to explore using other types
of baseline policies such as rule-based policies and see how
they impact the learning dynamics of SPACE.
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Ghavamzadeh, M. A lyapunov-based approach to safe
reinforcement learning. In Bengio, S., Wallach, H. M.,
Larochelle, H., Grauman, K., Cesa-Bianchi, N., and Gar-
nett, R. (eds.), Advances in Neural Information Process-
ing Systems 31: Annual Conference on Neural Informa-
tion Processing Systems 2018, NeurIPS 2018, December
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Mülling, K., Kober, J., Kroemer, O., and Peters, J. Learning
to select and generalize striking movements in robot table
tennis. The International Journal of Robotics Research,
32(3):263–279, 2013.
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